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MULTISCALE MODELING OF FOLLICULAR OVULATION AS A
MASS AND MATURITY DYNAMICAL SYSTEM

PHILIPPE MICHEL†

Abstract. During each ovarian cycle, numerous follicles are in competition for their survival, only a few of them ovulate and participate to the reproduction as fertilizable oocyte. Therefore, the development of ovarian follicles is crucial for the survival of mammals species and a better understanding of this selection process is required to improve the treatment of infertility or to improve the reproduction potential in domestic species. In this work, we introduce the system of nonlinear PDEs which modelize the growth and maturation of ovarian follicles. Then we study the dynamic of this system of nonlinear PDEs using analysis and dynamical systems tools.
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1. Introduction. Reproduction ability and efficiency are major assets in the natural selection of species. It is studied to improve the reproduction potential of cattle or to treat the infertility in the human researches (see [28, 23, 22]). Even if the infertility seems to be due for 40 percent to the male and 40 percent to the female (10 percent both and 10 percent without any reason), treatments and studies of infertility are mostly focused on female infertility [22, 23, 36, 24, 14].

During each menstrual cycle, eggs are developed. They are the culmination of a growth and maturation process of ovarian follicles which are, in some sense, the basic unit of female reproductive biology. Ovarian follicle is composed of roughly spherical aggregations of cells (granulosa) found in the ovary and contain a single oocyte. In the ovarian cycle (growth, i.e., cell division and maturation process), numerous follicles are in competition for their survival (see [3, 4, 5, 6, 14, 13, 21, 24, 28, 22]). Only a few number of them ovulate and participate to the reproduction as fertilizable oocyte(s), the others degenerate (atresia) (see [5, 14, 12]). Therefore, the development of ovarian follicles is crucial for the survival of mammals species and this cell-scale competition process leads to a specie-scale competition process through the reproduction [14, 13]. Thus, a better understanding of this selection process is required to improve the treatment of infertility or to improve the reproduction potential in domestic species.

The follicular development result from a complex process involving the Follicle Stimulating Hormone (FSH) which controls the proliferation rate, the apoptosis rate and the differentiation rate of follicles. The follicles secrete hormones such as estradiol exerting a negative feedback on FSH release. At the end of this process, the survival follicles are those who are the less sensitive to the fall of plasmatic level of FSH in other words the most mature follicles, the others undergo atresia.

In this work, we are interested in two models of the ovarian follicles development. In the first one, H. M. Lacker [21] considers that follicles are defined by their maturity which follow a dynamical system of coupled Ordinary Differential Equations. The assumptions, done by the authors, are mostly imputable to mathematical considerations. In the second one [14], proposed by the INRIA team Sisyph, follicles are defined by the density of their cells, structured by their age and maturity γ,

*This work was supported by REGATE - INRIA project
†Université de Lyon, UMR 5208, Institut Camille Jordan ; Ecole Centrale de Lyon, 36 avenue Guy de Collongue - 69134 Ecully Cedex - FRANCE (philippe.michel@ec-lyon.fr). Questions, comments, or corrections to this document may be directed to that email address.
which follows a system of coupled Partial Differential Equations of conservation laws.

The multiscale model of follicle growth and maturation process. We introduce more specifically the multiscale model [14]:

- Cell division. In each follicle, at the beginning of the growth and maturation process, we observe that cells divide and participate to the growth of the follicle. After some times, cells stop to divide. We know that cells which divide follow a mitosis cycle in four phases (G1-S-G2-M). More precisely, the age $a$ is a marker of progression in the cell cycle in the G1 (beginning of the cell cycle) and S to M (mitosis, i.e., cell division) phases of the cell cycle. The duration of the G1 phase is $a_1 > 0$ and the total cycle duration is $a_2 > a_1$. The reason of the end of the mitosis of cells is their ability to use the FSH and the maturity marker $\gamma \in [0, \gamma_{max}]$ is used to sort the cycling and noncycling cells by comparison to a threshold $\gamma_s$ and to characterize the cell vulnerability towards apoptosis $^1$.[3, 4, 5, 6, 14, 13, 21].

- Definition of the age/maturity speed rate $g_f$, $h_f$ and death rate $\Lambda$. The velocities of aging $g_f$ and maturation $h_f$ of cells as well as the death rate of cells $\Lambda$ (apoptosis rate) depends on the mean maturity of the follicle $f : \mathcal{M}_f$

\begin{equation}
\mathcal{M}_f = \int \int_S \gamma \Phi_f d\gamma d\gamma,
\end{equation}

and of $\mathcal{M}_T$ the total maturity of the system (all the follicles)

\begin{equation}
\mathcal{M}_T = \sum_{f \in \{\text{Follicles}\}} \mathcal{M}_f,
\end{equation}

where $\Phi_f(t, a, \gamma)$ is the cell density function of the follicle $f$ and

\begin{equation}
S := [0, a_2] \times [0, \gamma_{max}] \bigcup [0, \infty] \times [\gamma_s, \infty],
\end{equation}

through a local control $u_f = u_f(\mathcal{M}_f, \mathcal{M}_T)$ which represents intrafollicular bioavailable FSH level and the mean maturity of all the follicles through a global control $U = (\mathcal{M}_T)$ which can be interpreted as the FSH plasmatic level. For instance, in paper [14], the authors let the age speed rate

$$g_f(\gamma, u_f) = \tau g_f(1 - g_1 \omega_s(\gamma)(1 - u_f)),$$

where $\gamma \mapsto \omega_s(\gamma)$ is a ”smooth indicator function” (see [14]) : nearly constant equal to 1 when $\gamma < \gamma_s$ and vanishes when $\gamma > \gamma_s$ (there is no control in the differentiation phase) and the maturity speed rate

$$h_f(\gamma, u_f) = \tau h_f(-\gamma^2 + (c_1 \gamma + c_2)(1 - \omega_s(\gamma)e^{-u_f/\bar{u}}),$$

where $\omega_s(\gamma)$ is nearly constant equal to 1 ($c_1$, $c_2$... are constants given in [14]).

- Mathematical model. The cell population in a follicle $f$ is represented by its cell

$^1$Sensibility to the fall of plasmatic level of FSH
density function $\Phi_f(t, a, \gamma)$, defined on each cellular phase as solutions of the following conservation laws [7, 30, 14, 12]:

$$
\partial_t \Phi_f + \partial_a g_f \Phi_f + \partial_\gamma h_f \Phi_f = -\Lambda \Phi_f,
$$

(1.4)

and the mitosis boundary condition in the G1, S to M phases,

$$
g_f(t, a = 0, \gamma) \Phi_f(t, a = 0, \gamma) = 2g_f(t, a = a_2, \gamma) \Phi_f(t, a = a_2, \gamma),
$$

(1.5)

and in the differentiation phase there is no cell of age 0,

$$
\Phi_f(t, a = 0, \gamma) = 0.
$$

(1.6)

The boundary condition between the G1 and the differentiation phase (through the threshold maturity $\gamma_s$) is given by :

$$
h_f(t, a, \gamma^+_s) \Phi_f(t, a, \gamma^+_s) = h_f(t, a, \gamma^-_s) \Phi_f(t, a, \gamma^-_s),
$$

(1.7)

where $w(a^-) = \lim_{x \to a, x < a} w(a)$ and $w(a^+) = \lim_{x \to a, x > a} w(a)$.

- **Definition domain.** We can summarize the domain definition using the following picture (see fig 1.1)

![Diagram of follicular ovulation](image)

**Fig. 1.1.** Domain of G1, S to M and differentiation in age and maturity variables.

This multi-scale model describes the follicle selection process and, here, the assumptions are not motivated by mathematical considerations.

**Outline of this work.** The aim of this paper is to give a rigorous and full mathematical study of this type of model. The difficulties to analyze this dynamical system of nonlinear coupled partial differential equations proposed by INRIA team Sisyphe in [14, 13] are important : we observe that the solutions of these PDEs seems to concentrate their mass around a mean maturity $\gamma$ and the dynamical behavior doesn’t seem to be as simple as the the dynamic is in the Lacker’s model [21].

Firstly, we give some mathematical results (theorem 2.1) on the multi-scale model which allow us to reduce this model to a simpler one where follicles are defined by
their mass and their maturity. The mass and the maturity of each follicle follow a dynamical system of coupled nonlinear Ordinary Differential Equations as in the Lacker model [21].

Then, in Section 3, we study this simplified model and we give some results on the sensibility of follicle to the fall of plasmatic level of FSH, i.e. the pressure of all the others follicles on the system. In the theorem 3.11, we show that appears bifurcations and catastrophes (see [35, 1, 33, 2]) in the dynamic of the follicle evolution.

Finally, in section 4, we give some numerical results and we compare the dynamics of the simpler model to the dynamic of the Lacker model.

2. To a simpler model. In this part, we do not give all the details of the multi-scale model [14] such as the definitions of the birth rate, death rate, age speed rate or maturity rate. We only deal with the master equations (1.4)-(1.7) giving the evolution of the cell density of each follicle and the crucial decay property of the maturity speed rate \( h_f \) with respect to the maturity variable \( \gamma \). We notice that \( h_f \) depend on \( \gamma \), the mean maturity \( M_f \) and the total maturity \( M_T \). We assume that \( h_f \) is smooth with respect to \( M_f \) and \( M_T \).

\[
(2.1) \quad h_f \in C^1, \quad h_f \mid_{\gamma=0} \in L^\infty, \quad \frac{\partial}{\partial \gamma} h_f \leq -\eta < 0.
\]

Under this assumption, we prove that the support of the cell density of each follicle concentrates its mass around a curve given by a characteristic equation. The idea is to drastically simplify the model to make the study easier. We will consider that the follicle \( f \) is defined by its mass \( \rho_f \) which satisfies the equation

\[
(2.2) \quad \frac{\partial}{\partial t} \rho_f = [B(t, \zeta_f(t)) - \Lambda(t, \zeta_f(t))] \rho_f,
\]

where \( B \) is a birth rate and \( \Lambda(t, \zeta_f(t)) \) is a death rate; and its local maturity \( \zeta_f \) which follows the evolution equation

\[
(2.3) \quad \frac{\partial}{\partial t} \zeta_f = h_f(t, \zeta_f(t)).
\]

2.1. The multi-scale model of follicles evolution. In the multi-scale model of INRIA team Sisyphe [14], at time \( t \), the follicle \( f \) is characterized by the density \( \Phi_f(t, a, \gamma) \) of its cells of age \( a \) and maturity \( \gamma \). The evolution of the follicle cell density depends on which domain the density is supported. More precisely, in the proliferating set \( (a, \gamma) \in [0, a_2] \times [0, \gamma_s] \), the density follows the master equation (1.4). The age speed rate \( g_f \), the maturity speed rate \( h_f \) and the mitosis rate \( \Lambda \) depend on the whole system of follicles and FSH release. There are three different domains of age and maturity where the dynamics given by the master equations are completely different. In the Proliferation set \( \gamma < \gamma_s \), the density follows the master equation (1.4) with the mitosis boundary condition (1.5). In the Differentiated set \( \gamma > \gamma_s \), the density follows the equation (1.4) with the boundary condition \( \Phi_f(t, a = 0, \gamma) = 0 \) (no mitosis). There exists a cell vulnerability zone in which the apoptosis rate \( \Lambda \) is positive. The upper bound of the vulnerability zone \( \gamma_r \) is the maximum of the support of the apoptosis rate

\[
(2.4) \quad \gamma_r = \max_{M_f, M_T} \text{Supp}(\gamma \mapsto \Lambda(M_f, M_T, \gamma)) > \gamma_s,
\]
then, approximating the local maturity

\[ \gamma \sim \int \int \gamma \Phi f \, \text{dad} \gamma / \int \int \Phi f \, \text{dad} \gamma = \text{Maturity/Mass}, \]

we see that we have three zones: proliferation, vulnerability, and differentiated.

### 2.2. First results on the behavior of the dynamic.

This nonlinear model is rather complex, nevertheless we numerically observe that the support of \( \Phi_f \) has a predictable behavior. More precisely, the support of \( \Phi_f \) concentrates its mass around \( \zeta_f(t, a) \) solution to the characteristic equation (see transport equations [9, 10, 11, 34, 30, 31])

\[ \frac{\partial}{\partial a} \zeta_f + \frac{\partial}{\partial t} \zeta_f = h_f(\zeta_f, M_f, M_T), \]  

with the boundary condition

\[ \zeta_f(t, a = 0) = \zeta_f(t, a = a_2). \]

Indeed, under the assumptions of the decay of the maturity speed rate \( h_f \) (2.1) and the localization of the support of \( \Phi_f(t = 0) \),

\[ \text{Supp}(\Phi_f(t = 0)) \subset [0, a_2] \times [x_0, x_1], \]

where \( 0 < x_0 < x_1 < \gamma_s \). We have the following theorem.

**Theorem 2.1.** Assume (2.1) and (2.7) and let \( \zeta^*_0 \) and \( \zeta^*_1 \) solutions to (2.5) and (2.6) with the initial data

\[ \zeta^*_i(0, a) = x_i, \quad i = 0, 1, \]

where \( 0 < x_0 < x_1 < \gamma_s \), then, for any positive initial data, a solution \( \Phi_f \) to the system (1.4)-(1.7), satisfies

\[ \text{Supp}(\Phi_f(t, \ldots)) \subset \left\{ \{a\} \times [\zeta^*_0(t, a), \zeta^*_1(t, a)], \quad a \in [0, a_2] \right\}, \quad \forall t \geq 0, \]

with the concentration of the support

\[ \sup_a | \zeta^*_0(t, a) - \zeta^*_1(t, a) |^2 \leq C_{\text{st}} e^{-2\eta t}, \]

where \( \eta \) is defined in (2.1).

Moreover, there exists a singular weak solutions to (1.4)-(1.7),

\[ \hat{\rho}_f(t, a, \gamma) = \rho_f(t, a) \delta_{\gamma = \zeta_f(t, a)}, \]

with \( \rho_f \) solution to the proliferation McKendrick-VonFoerster equations

\[ \frac{\partial}{\partial t} \rho_f + \frac{\partial}{\partial a} g_f \rho_f = -\Lambda \rho_f, \]

\[ g_f(t, a = 0, \gamma) \rho_f(t, a = 0, \gamma) = 2g_f(t, a = a_2, \gamma) \rho_f(t, a = a_2, \gamma), \]
and the initial condition,
\begin{equation}
\zeta_f(0, a) \in \{ f \in C^0([0, a_2], f(0) = f(a_2)) \}, \quad \rho_f(0, a) \in L^1([0, a_2]),
\end{equation}
where the mass \( \int_S \Phi_f \, d\gamma \) is equal to \( \int_0^{a_2} \rho_f \, da \) and the maturity \( \mathcal{M}_f = \int_0^\infty \zeta_f \rho_f \, da \).

**Proposition 2.2.** Let \( \zeta_f \) solution to (2.5) and (2.6) and \( \rho_f \) solution to (2.12) and (2.13) then \( \tilde{\Phi}(t, a, \gamma) \) defined by (2.11) is a weak solution to (1.4)-(1.7).

Therefore, the singular case (weak solution given by the proposition 2.2) is the limit case of any solution to the main system of evolution equations (1.4)-(1.7).

2.3. Proof of Theorem 2.1. We can easily see there exists \( \Psi_f > 0 \) solution to the dual (backward) equation
\begin{equation}
\frac{\partial}{\partial t} \Psi_f(t, a, \gamma) + g_f \frac{\partial}{\partial a} \Psi_f(t, a, \gamma) + h_f \frac{\partial}{\partial \gamma} \Psi_f(t, a, \gamma) = \Lambda \Psi_f(t, a, \gamma),
\end{equation}
with the boundary conditions
\begin{equation}
\Psi_f(t, a = 0, \gamma) = \frac{1}{2} \Psi_f(t, a = a_2, \gamma),
\end{equation}
\begin{equation}
\Psi_f(t, a, \gamma = 0) = 1 + a/2,
\end{equation}
and the initial data
\begin{equation}
\Psi_f(t, a, \gamma) = 1 + a/2.
\end{equation}

Indeed, \( \Psi_f \) follows a transport equation (2.15) and using the characteristics, we have the existence and uniqueness of the solution (see [30, 27]). Then, we have directly the following lemma.

**Lemma 2.3.** Let \( F \in C^1((-\infty, \infty), (-\infty, \infty)) \), \( (\zeta, \Psi) \) solution to (2.5), (2.6), (2.15) and (2.16) then we have the conservation law
\begin{equation}
\int_S \Phi_f(t, a, \gamma) \Psi_f(t, a, \gamma) \, d\gamma = Cst,
\end{equation}
and
\begin{equation}
\frac{d}{dt} \int_S \Phi_f(t, a, \gamma) \Psi_f(t, a, \gamma) F(\gamma - \zeta_f(t, a)) \, d\gamma = \int_S \Phi_f(t, a, \gamma) \Psi_f(t, a, \gamma) F'(\gamma - \zeta_f(t, a)) [h_f(\gamma) - h_f(\zeta_f)] \, d\gamma.
\end{equation}

**Proof.** The first conservation law comes from the duality between \( \Phi_f \) and \( \Psi_f \) (see [26, 30, 31, 32, 25]) since
\begin{equation}
\frac{\partial}{\partial t} \Psi_f \Phi_f + \frac{\partial}{\partial a} g_f \Psi_f \Phi_f + \frac{\partial}{\partial \gamma} h_f \Psi_f \Phi_f = 0,
\end{equation}
and \( g_f \Psi_f \Phi_f(a = 0) = g_f \Psi_f \Phi_f(a = a_2) \) in the proliferation zone (resp. \( g_f \Psi_f \Phi_f(a = 0) = g_f \Psi_f \Phi_f(a = \infty) = 0 \) in the differentiated zone.) Then, using (2.5) we have that
\begin{equation}
\frac{\partial}{\partial t} (\Psi_f \Phi_f F(\gamma - \zeta_f(t, a))) + \frac{\partial}{\partial a} \left( g_f \Psi_f \Phi_f F(\gamma - \zeta_f(t, a)) \right) + \frac{\partial}{\partial \gamma} \left( h_f \Psi_f \Phi_f F(\gamma - \zeta_f(t, a)) \right) = F'(\gamma - \zeta_f(t, a)) [h_f(\gamma) - h_f(\zeta_f)] \Psi_f \Phi_f,
\end{equation}
and (2.20) follows. □

Now, assuming that \( h_f \) decreases with respect to \( \gamma \), we find that \( \Phi_f \Psi_f \) concentrates its mass around \( \zeta_f \). More precisely, using lemma 2.3 with \( F(x) = x^2 \), \( F(x) = (x)_+^2 = (\max(x,0))^2 \) and \( F(x) = (x)_-^2 = (\min(x,0))^2 \) we have directly the following lemma.

**Lemma 2.4.** Under assumption (2.1), we have that

\[
\begin{align*}
\frac{d}{dt} \int_S (\gamma - \zeta_f(t,a))^2 d\nu &\leq -2\eta \int_S (\gamma - \zeta_f(t,a))^2 d\nu, \\
\frac{d}{dt} \int_S (\gamma - \zeta_f(t,a))^2 d\nu &\leq -2\eta \int_S (\gamma - \zeta_f(t,a))^2 d\nu,
\end{align*}
\]

and

\[
\frac{d}{dt} \int_S (\gamma - \zeta_f(t,a))^2 d\nu \leq -2\eta \int_S (\gamma - \zeta_f(t,a))^2 d\nu.
\]

We finally conclude the proof of the theorem 2.1 using that the support of \( \Phi_f \) belongs to \([0, a_2] \times [x_0, x_1]\) (assumption (2.7)). We let \( \zeta_0^*, \zeta_1^* \) solutions to (2.5) and (2.6) with the initial data (2.8). Then, it suffices to use lemma 2.4 and notice that \( \Psi_f(t,a,\gamma) > 0 \) for all \( t > 0 \), age \( a \) and maturity \( \gamma \) as soon as \( \Psi_f(0, a, \gamma) > 0 \). Indeed, we have then \( \text{Supp}\Phi_f = \text{Supp}\Phi_f \Psi_f \) and we can conclude using that

\[
\begin{align*}
\int \int_S (\gamma - \zeta_1^*(0,a))^2 d\nu(0,a,\gamma) &= 0, \\
\int \int_S (\gamma - \zeta_0^*(0,a))^2 d\nu(0,a,\gamma) &= 0,
\end{align*}
\]

and (2.22)-(2.23). The result of convergence (2.13) comes from the inequality

\[
\frac{\partial}{\partial t} (\zeta_0^* - \zeta_1^*)^2 + g_f \frac{\partial}{\partial a} (\zeta_0^* - \zeta_1^*)^2 = 2(\zeta_0^* - \zeta_1^*)^2 h_f(\zeta_0^*) - h_f(\zeta_1^*) \leq -2\eta(\zeta_0^* - \zeta_1^*)^2,
\]

with the boundary condition \((\zeta_0^* - \zeta_1^*)^2(a = 0) = (\zeta_0^* - \zeta_1^*)^2(a = a_2)\).

**2.4. Proof of Proposition 2.2.** We recall that \( \Phi_f \) is a weak solution to (1.4)-(1.7), if, for all \( \chi \in C_0^\infty([0, \infty[^2) \), we have (in distributional sense)

\[
\begin{align*}
\frac{\partial}{\partial t} (\Phi_f, \chi) - (g_f \Phi_f, \frac{\partial}{\partial a} \chi) - (h_f \Phi_f, \frac{\partial}{\partial \gamma} \chi) &= \int (g_f \Phi_f(a = 0), \chi(a = 0)) - (g_f \Phi_f(a = a_2), \chi(a = a_2)) - \Lambda(\Phi_f, \chi).
\end{align*}
\]

We now prove that \( \Phi = \delta_{r=\zeta \rho_f} \) is a weak solution. We find that

\[
(g_f \Phi_f, \frac{\partial}{\partial a} \chi) = \int \rho_f g_f(\frac{\partial}{\partial a} \chi)(a, \zeta_f(t,a)) da,
\]
\[
(h_f \Phi_f, \frac{\partial}{\partial \gamma} \chi) = \int \rho_f h_f \frac{\partial}{\partial \gamma} \chi(a, \zeta_f(t, a)) da,
\]

\[
(\Lambda \Phi_f, \chi) = \int \Lambda(t, a, \zeta_f(t, a)) \rho_f \chi(a, \zeta_f(t, a)) da,
\]

\[
(\Phi_f, \chi) = \int \rho_f(t, a) \chi(a, \zeta_f(t, a)) da,
\]

thus, we find that
\[
\frac{\partial}{\partial t}(\Phi_f, \chi) = \int \chi(a, \zeta_f(t, a)) \frac{\partial}{\partial t} \rho_f(t, a) da + \int \rho_f(t, a) \frac{\partial}{\partial t} \zeta_f(t, a) \left( \frac{\partial}{\partial \gamma} \chi(a, \zeta_f(t, a)) \right) da.
\]

Then, using (2.12), (2.13), (2.5) and (2.6) we have directly that (2.24) is satisfied for \( \tilde{\Phi} \).

We notice that \( d\nu \) is a probability measure, and the inequality (2.21) means that the Wasserstein distance, see [29], between \( d\nu \) and \( \delta_{\gamma=\zeta_f(t, a)} \) vanishes as \( t \to \infty \) and so the measure \( d\nu \) concentrates its mass around \( \zeta_f(t, a) \) (see for analogous problems [25, 9, 19, 20]).

2.5. Conclusion and reduction of the model. The singular case in which the cell density is a dirac mass with respect to the maturity variable \( \gamma \) is biologically meaningful. This corresponds to the case where all the cells of the follicle have the same maturity. Theorem 2.1 show that, in the long time behavior, for each follicle, cells of the follicle get organized and make uniform their maturity. Thus, we can reduce the model to the evolution of the mass equation (proliferation equation)

\[
\frac{\partial}{\partial t} \rho_f + \frac{\partial}{\partial a} g_f \rho_f = -\Lambda \rho_f,
\]

(2.25)

\[
g_f(t, a = 0, \gamma) \rho_f(t, a = 0, \gamma) = 2g_f(t, a = a_2, \gamma) \rho_f(t, a = a_2, \gamma),
\]

(2.26)

and the maturity equation

\[
\frac{\partial}{\partial t} \zeta_f + g_f \frac{\partial}{\partial a} \zeta_f = h_f,
\]

(2.27)

with the boundary condition

\[
\zeta_f(t, a = 0, \gamma) = \zeta_f(t, a = 2, \gamma),
\]

(2.28)

where the mass \( \int \int \Phi_f d\gamma da \) is equal to \( \int \rho_f da \) and the maturity \( \mathcal{M}_f = \int \zeta_f \rho_f da \). We notice that, in the Differentiated domain, we have \( g_f(t, a = 0, \gamma) \rho_f(t, a = 0, \gamma) = 0 \), thus integrating (2.25) with respect to \( a \), we find that

\[
\frac{\partial}{\partial t} \int \rho_f da = -\int \Lambda \rho_f da.
\]

(2.29)

Moreover, we see in [14] that \( h_f \) does not depend on \( a \) in the Differentiated domain, thus \( \zeta_f(t, a) = \zeta_f(t) \) is solution to

\[
\frac{\partial}{\partial t} \zeta_f = h_f,
\]

(2.30)
Multiscale modeling of follicular ovulation as a mass and maturity dynamical system

and \( \Lambda(t, \zeta_f(t, a)) = \Lambda(t, \zeta_f(t)) \) implying that \( \frac{d}{da} \int \rho_f da = -\Lambda(t, \zeta_f(t)) \int \rho_f da \). Therefore, we see that the death rate of (2.2) is given by \( \Lambda(t, \zeta_f(t)) \) and we notice that (2.2) and (2.3) are solutions to (2.29) and (2.30).

The simplifications we have to do are in the Proliferation domain, here we choose the birth rate of (2.2) as

\[
B(t) = g(t, \zeta_f(t)) \ln(2)/a_2.
\]

Indeed, during the proliferation process, the number of cells is multiplied by 2 (term \( \ln(2) \)) after a time \( T \sim \frac{age\ speed\ rate}{age\ max} \) (term \( g(t, \zeta_f(t))/a_2 \)). Nevertheless, this simplification hides a delay which appears in the McKendrick VonFöerster type equations of evolution (2.26) (see [7, 37, 17, 18, 30]).

**Remark.** We notice that, in the model [14], the maturity speed rate vanishes in a subdomain of the proliferation zone, but the method we use to prove the convergence to a dirac mass holds.

3. Follicles evolution: a mass and maturity dynamical system. We summarize the simplified model as a system of ODE (as in the Lacker model [21]) where the maturity follows the evolution equation

\[
\frac{\partial}{\partial t} \zeta_f = h_f(t, \zeta_f(t)),
\]

and where the mass of each follicle satisfies an ODE

\[
\frac{\partial}{\partial t} \rho_f = [B(t, \zeta_f(t)) - \Lambda(t, \zeta_f(t))] \rho_f = \Delta(t, \zeta_f(t)) \rho_f,
\]

where \( B \) is the birth rate

\[
B(t) = g(t, \zeta_f(t)) \ln(2)/a_2,
\]

\( \Lambda(t, \zeta_f(t)) \) is a death rate and \( \Delta \) the global growth rate. In order to study more precisely the behavior of \((\rho_f, \zeta_f)\), we have to introduce the speed rate functions and the death rate function.

- **System of Ordinary Differential Equations.** Since the measurable maturity is the mean maturity \( M_f = \rho_f \zeta_f \) and not \( \zeta_f \), it is more interesting to study the evolution system

\[
\begin{cases}
\frac{\partial}{\partial t} M_f = \rho_f h_f(M_f, M_T, M_f/\rho_f) + \Delta(M_f, M_T, M_f/\rho_f) M_f, \\
\frac{\partial}{\partial t} \rho_f = \Delta(M_f, M_T, M_f/\rho_f) \rho_f.
\end{cases}
\]

(3.1)

Therefore, the follicle \( f \) is defined by its mass and its mean maturity \((\rho_f, M_f)\) which follows the master system of equations (3.1).
- **Domains definition.** There are also three zones, the zone where the birth rate $B > 0$ is strictly positive ("proliferation"),

\[ \Pi_{\text{Proliferation}} = \left\{ (\text{maturity } M_f, \text{mass } \rho_f) : \text{maturity/mass} < \gamma_s \right\}, \]

the zone of differentiated follicles where the birth rate vanishes ($B = 0$)

\[ \Pi_{\text{Differentiated}} = \left\{ (\text{maturity}, \text{mass}) : \text{maturity/mass} \geq \gamma_s \right\}, \]

the vulnerable, or sensitive, zone where the apoptosis rate is strictly positive ($\Lambda > 0$)

\[ \Pi_{\text{Vulnerable}} = \left\{ (\text{maturity, mass}) : \gamma_t \leq \text{maturity/mass} \leq \gamma_r \right\}, \]

where $\gamma_r < \gamma_s < \gamma_t$ (corresponding to the support of the apoptosis rate) and for convenience, we define a saved zone where the apoptosis rate vanishes ($\Lambda = 0$)

\[ \Pi_{\text{Saved}} = \left\{ (\text{maturity, mass}) : \text{maturity/mass} > \gamma_r \right\}. \]

We notice here that, without any other assumptions on the birth rate $B$, apoptosis rate $\Lambda$ and on the maturity speed rate $h_f$, steady states can appear in every zone
except in the domain \( \{(\text{maturity, mass}) : \text{maturity} > 0 \quad \gamma_s \leq \text{maturity/mass} \leq \gamma_r \} \). Nevertheless, we directly see (eq. (3.1)) that a steady states must satisfy \( h_f(M_f, M_T, M_F/\rho_f) = 0 \) for all \( f \), so we have to study more carefully the zeros of \( h_f \). Since the maturity speed rate \( h_f \) depends on \( M_T \), change the value of the maturity of only one follicle in a system of follicles at equilibrium makes all the system be out of equilibrium. More precisely we see that the evolution of the maturity \( M_f \) of the follicle \( f \) depends on the maturity \( M = M_T - M_f \) of all others follicles. This maturity \( M \) can be considered as an exogenous ”parameter” for the follicle \( f \) and then changing its value makes the follicle \( f \) die or survive. We’ll see that appear bifurcations and catastrophes [8, 16, 33, 35] in the dynamical system (3.1).

In section 3.1, we give some definitions to make the study of the dynamical system (3.1) easier then in section 3.2, we give the main result on the behavior of this system. Finally, in section 3.3, we prove the main theorem.

3.1. Definitions. In order to study the dynamic of the system (3.1) which hardly depends on \( h_f \), we have to search the possible steady states of the system and the geometry of the steady states set. Moreover, we have to see the variation of the steady state of a follicle when the others have their mass and maturity which change.

3.1.1. Steady states. We have to define two functions \( \zeta_0 \) and \( \rho_0 \). From now, we use the maturity \( M_f \) and the maturity of all the others follicles \( M \). We recall that \( h_f \) is a function of \( \gamma, M_f \) and the total maturity \( M_T \), to avoid multiple definition we write again \( h_f \) as a function of \( \gamma, M_f, M \): \( h_f(M_f, M, \gamma). \)

**Definition 3.1.** Since \( h \) is strictly decreasing (2.1), we can define \( \zeta_0 \) as the zero of \( h_f \).

\[
(3.6) \quad h_f(M_f, M, \zeta_0(M_f, M)) = 0.
\]

![Fig. 3.3. fixing \((M_f, M)\) we compute \( h_f \) and we find the root \( \zeta_0 \)](image)
Definition 3.2. We define $\rho_0$ as,

$$\rho_0(M_f, M) = M_f/\zeta_0(M_f, M),$$  \hspace{1cm} (3.7)

the graph of $\rho_0$ for a maturity of all the others follicles $M$ as,

$$\Gamma_{\rho_0}(M) = \{(m, \rho_0(m, M)) \mid m \geq 0\},$$  \hspace{1cm} (3.8)

and finally

$$\Omega_{lim} := \bigcup_{M \geq 0} \Gamma_{\rho_0}(M).$$  \hspace{1cm} (3.9)

We notice here, that, the set of steady states of (3.1) belongs to $\Omega_{lim}$. Moreover, for a given maturity $M$, the set of steady states of (3.1) belongs to $[0, \infty] \times \{\rho_0^E\} \cap \Gamma_{\rho_0}(M)$ where $\rho_0^E$ is the mass of the follicle as it enters in the saved zone $\Pi_{saved}$.

Definition 3.3. We define $\rho_0^E$ as the value of $\rho_f$, at the first time the follicle $f$ enters in the saved zone

$$\rho_0^E = \rho_f(\inf\{t : (M_f, \rho_f)(t) \in \Pi_{saved}\}),$$

with $\rho_0^E = 0$ as $\inf\{t : (M_f, \rho_f)(t) \in \Pi_{saved}\} = \infty$.

In order to have some generic assumptions, we define the set $\Omega_c$, which gives, when $M$ is fixed, where the function $M_f \rightarrow \rho_0(M_f, M)$ is decreasing (and $\Omega_c$ where it increases).

Definition 3.4. We define $\Omega_c(M)$,

$$(3.10) \Omega_c(M) = \{m : m \frac{\partial}{\partial m} \log(\zeta_0(m, M)) \geq 1\} = \{m : \frac{\partial}{\partial m} \rho_0(m, M) \leq 0\}.$$

Definition 3.5. We define $N_{cc}(M)$ as the number of connex component of $\Omega_c(M)$ and

$$(3.11) C_p = \max_{M} N_{cc}(M).$$

The number $C_p$ gives the number of times $\frac{\partial}{\partial m} \rho_0(m, M)$ changes sign, i.e., $M_f \rightarrow \rho_0(M_f, M)$ changes from decay to growth.
3.1.2. Bifurcations and catastrophes. Here, we need to study the geometry of $D(\rho_E) \cap \Gamma_{\rho_0}(\mathcal{M})$ and $D(\rho_E) \cap \Gamma_{\rho_0}(\mathcal{M}) \cap \Pi_{\text{saved}}$, where $D(\rho_E) = [0, \infty] \times \{\rho_E\}$, when the exogenous maturity $\mathcal{M}$ changes. Therefore, we can consider that the other follicles induce a pressure on the follicle $f$ through their maturity. We introduce a function which measures how sensitive is a follicle to the pressure of the other follicles. Then we define three cases:

- the follicle is not sensitive to the pressure of the other follicles and so we consider that its a follicle which will survive and will participate to the reproduction process,

- the follicle can possibly return (or stay) in the vulnerable zone (where there is no other steady state than 0) when the pressure of the other follicle is sufficient (this follicle is doomed by the pressure of the other follicles),

- the follicle can possibly return in the vulnerable zone or reach a "less sensitive to the pressure" zone and the dynamic of the follicle strongly depends on the dynamic of the other follicle (we say that catastrophes can happen).

**Definition 3.6.** We define $N(\rho_E | \mathcal{M})$ as the number of connected component of the intersection of $\Gamma_{\rho_0}(\mathcal{M})$ with the horizontal line (see fig. 3.5, 3.6)

$$
D(\rho_E) = [0, \infty] \times \{\rho_E\},
$$

(3.12)

$$
N(\rho_E | \mathcal{M}) := \text{Number of Connex Comp. of } D(\rho_E) \cap \Gamma_{\rho_0}(\mathcal{M}) \cap \Pi_{\text{saved}}.
$$

(3.13)

**Fig. 3.5.** Here we have the case $N(\rho_E | \mathcal{M}) = 1$

**Definition 3.7.** We say that a follicle is insensitive to the pressure if

$$
\mathcal{M} \mapsto N(\rho_E | \mathcal{M}) \text{ is constant.}
$$

(3.14)

we say that a follicle is doomed by the pressure if

$$
\exists \mathcal{M}_*, \text{ s.t. } N(\rho_E | \mathcal{M}) = 0, \quad \forall \mathcal{M} > \mathcal{M}_*.
$$

(3.15)
we say there is a catastrophe if

\[ M \mapsto N(\rho_f^E \mid M) \text{ is not constant}. \]  

**Example** In this example (figure 3.7), we have in the black part: the proliferation zone and sensitive zone. We plot \( \Gamma_{\rho_0}(M) \) for \( M = 0 \) to \( M = \infty \). We see that, in the insensitive zone, \( D(\rho_f^E) \cap \Gamma_{\rho_0}(M) \cap \Pi_{\text{saved}} \) is a point and \( N(\rho_f^E \mid M) = 1 \) for all \( M \). We have that, in the doomed zone, for \( M \) large enough \( D(\rho_f^E) \cap \Gamma_{\rho_0}(M) \cap \Pi_{\text{saved}} \) is empty and \( N(\rho_f^E \mid M) = 0 \).
3.2. Main result on the dynamic of the simpler model. In this part, we give the main biological observations on the follicles growth and selection process. Then, we translate these observations into mathematical assumptions (I-IV). Finally, we give the main theorem on the behavior of follicles in the growth and selection process (3.1). We observe, biologically, that

Observation I : At the end of the selection process there is no follicle in the proliferating zone, i.e., \( \gamma > \gamma_s \) and the maturity is upper bounded, i.e., \( \gamma < \gamma_{max} \).

Observation II : More the pressure exerted by the follicles on the system is high, less a follicle is able to survive.

Observation III : Large mature follicles have, nearly, the same ratio \( \text{Maturity/Mass} \).

Now, we give some hypothesis on the maturity speed rate to be sure that the observations are satisfied by the simplified model (3.1).

**ASSUMPTION I.** Without any information on the birth rate and the death rate, we have to assume that

\[
0 < \gamma_s < \inf_{M_f, M} \zeta_0(M_f, M) \leq \sup_{M_f, M} \zeta_0(M_f, M) \leq \gamma_{max} < \infty.
\]

(3.17)

We notice that this condition is satisfied for a large class of function \( h_f \), indeed we have the following lemma.

**Lemma 3.8.** There exists \( 0 < \gamma_s < \gamma_{max} < \infty \) so that condition (3.17) is verified when (2.1) is satisfied and there exists \( \xi > 0 \) so that \( \inf_{M_f, M} h_f(M_f, M, x) > 0 \) for all \( x < \xi \).

**ASSUMPTION II.** We assume that, for a given follicle, the maturity speed rate is decreasing with respect to the mass of all others follicles

\[
\mathcal{M} \mapsto h_f(\mathcal{M}_f, \mathcal{M}, \mathcal{M}_f/\rho_f) \text{ is strictly decreasing.}
\]

(3.18)

**ASSUMPTION III.** Large mature follicles have, nearly, the same ratio \( \text{Maturity/Mass} \)

\[
\zeta_0(m, \mathcal{M}) = \zeta_0^\infty + o(1/m).
\]

(3.19)

**Lemma 3.9.** Condition (3.19) is satisfied when \( h_f \) verifies

\[
\frac{\partial}{\partial M_f} h_f \in L^1(\mathcal{M}_f \in [0, \infty], L^\infty(\mathcal{M} \in [0, \infty], \gamma \in [\inf_{M, m} \zeta_0(M, m) \leq \sup_{M, m} \zeta_0(M, m)]).
\]

**ASSUMPTION IV.** To simplify our study of the dynamical system, we restrict ourselves to simple (but not to simple) dynamics of the selection process of follicles (3.1) : we assume that the complexity number \( C_p \) less than 1

\[
C_p \leq 1.
\]

(3.20)

**Lemma 3.10.** The hypothesis (3.20) is verified when \( h_f \) satisfies
∀M, ∃M∗ : Mf ↦→ Mf ∂ ∂ log(ζ0)(Mf,M),

strictly increases on [0,M∗[ and strictly decreases on ]M∗,∞[.

Under these assumptions, we have the following result.

**Theorem 3.11.** Assume that h_f is decreasing (2.1), and Assumption I to IV are satisfied then

1- For all f, there exists T_f < ∞ (depending on (M_f(0), ρ_f(0))) s.t. (M_f(t), ρ_f(t)) ∈ Π_Differentiated for all t > T_f.

2- If ζ_0∞ > γ_r, there exists ρ* s.t., a follicle with a mass ρ_f > ρ* at the entrance in the saved zone is insensitive to the pressure.

3- If inf_{M_f,M} ζ_0(M_f,M) < γ_r then there exists 0 < ρ_* < ∞ s.t., a follicle with a mass ρ_f > ρ_* at the entrance in the saved zone is doomed by the pressure.

4- If C_p = 0 then a follicle is insensitive to the pressure or doomed by the pressure.

**3.3. Proof of theorem 3.11.** The point 4− is direct and means that, in the case C_p = 0, the stable set is structurally stable with respect to the exogenous pressure M or there is a possibility of the follicle to enter again in the sensitive zone (if the pressure is large enough). The dynamic is quite simple. To prove the point 2− (resp. 3−), we observe the geometry of the steady states in the paragraph 3.3.1, it suffices then to use the assumption ζ_0∞ > γ_r (resp. inf_{M_f,M} ζ_0(M_f,M) < γ_r) and the results of the proposition 3.13 to conclude. Then, by studying the dynamic of the system in paragraph 3.3.2, we prove the point 1− in the proposition 3.14 and we give bifurcation diagrams to understand the dynamical behavior in the follicle selection process.

**Remark.** If inf_{M_f,M} ζ_0(M_f,M) > γ_r, then it is impossible for a follicle in the saved zone to enter again in the sensitive zone. If ζ_0∞ < γ_r, it is impossible for 'large' follicle to enter in the saved zone.

**3.3.1. Proof of result 2−, 3−, 4−.** Using assumptions (3.17) and (2.4), the definitions of Ω_{lim} (3.9) and Π_{Saved} (3.5), we find that the steady states set belongs to

(3.22) \[ \text{Steady states set } \subset \Omega_{lim} \cap \Pi_{Saved}. \]

Thus, the geometry of the steady states depends on the maturity speed rate h_f. Assumptions (3.17), (3.18), (3.19) and technical assumption (3.20) imply that for all M, the graph of m ↦→ ρ_0(m,M) looks like figure 3.8. More precisely, we have the following propositions.

**Proposition 3.12.** Under assumptions (2.1), (3.18) and (3.19), we have the following results

1) Let \( D_\alpha = \{(M,\rho) : \rho = \alpha M\} \) with \( \alpha = \rho_f/M_f > 0 \) and \( n_\alpha = \left( \begin{array}{c} \alpha \\ -1 \end{array} \right) a \)
normal vector to $D_\alpha$ then we have

\begin{equation}
\text{sgn}(n_\alpha \frac{\partial}{\partial t} \left( \frac{M_f}{\rho_f} \right) |_{\rho_f/M_f=\alpha}) = \text{sgn} h_f.
\end{equation}

2) We have

\begin{equation}
|\rho_0(m,0) - \rho_0(m,\infty)| \to m \to \infty 0.
\end{equation}

3) For all $M_f$, the function $M \mapsto \rho_0(M_f,M)$ is strictly increasing (see fig. 3.9).

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig3_8}
\caption{plot of $m \to \rho_0(m,M)$ ($M$ is fixed) when $C_p = 1$ and $C_p = 0$.}
\end{figure}

\textbf{Proof}. Using (3.19), we have directly (3.24). In the same way, 3) comes directly from assumption (3.18). Now, using (3.1), we find that

\begin{equation}
\left( \begin{array}{c}
\alpha \\
-1
\end{array} \right) \frac{\partial}{\partial t} \left( \frac{M_f}{\rho_f} \right) = \alpha(h_f \rho_f + \Delta M_f) - \Delta \rho_f = \alpha h_f \rho_f,
\end{equation}

since $\alpha \geq 0$, we finally obtain that (3.23) is satisfied.

\textbf{Proposition 3.13}. Under assumptions (2.1), (3.17)-(3.19) and technical assumptions (3.20), we have the number of connex component of the intersection of $\Gamma_{\rho_0}(M)$ and the horizontal line

\begin{equation}
D(\rho_d) = [0,\infty[ \times \{\rho_d\},
\end{equation}
which satisfies,

1) The horizontal line $[0, \infty] \times \{\rho_d\}$ intersects the curve given by the function $\rho_0$ in less than 3 connex components

$$\forall \mathcal{M}, \, \rho_d \in [0, \infty[, \, \quad N(\rho_d \mid \mathcal{M}) \leq 3.$$  

2) There exists $\rho_d^* > 0$ s.t.

$$\forall \mathcal{M} \geq 0, \quad \rho_d > \rho_d^*, \quad N(\rho_d \mid \mathcal{M}) = 1.$$  

3) There exists $\rho_{d*} > 0$ s.t.

$$\forall \mathcal{M} \geq 0, \quad \rho_d < \rho_{d*}, \quad N(\rho_d \mid \mathcal{M}) = 1.$$  

4) Moreover, if we have

$$\max_{\mathcal{M}_f, \mathcal{M}} \mathcal{M}_f \frac{\partial}{\partial \mathcal{M}_f} \log(\zeta_0)(\mathcal{M}_f, \mathcal{M}) \leq 1, \quad \text{i.e.} \quad C_p = 0,$$

then $\rho_{d*} = \infty$.

Proof. To prove this proposition, we fix $\mathcal{M}$ and we first compute $\frac{\partial}{\partial \mathcal{M}_f} \rho_0$,

$$\frac{\partial}{\partial \mathcal{M}_f} \rho_0(\mathcal{M}_f, \mathcal{M}) = \frac{\partial}{\partial \mathcal{M}_f} \mathcal{M}_f / \zeta_0(\mathcal{M}_f, \mathcal{M}) = \frac{1}{\zeta_0} [1 - \mathcal{M}_f \frac{\partial}{\partial \mathcal{M}_f} \log(\zeta_0)].$$

The sign of $\frac{\partial}{\partial \mathcal{M}_f} \rho_0$ only depends on the sign of $1 - \mathcal{M}_f \frac{\partial}{\partial \mathcal{M}_f} \log(\zeta_0)$. Under the assumptions (3.20), we have two cases: we fix the pressure $\mathcal{M} \geq 0$.

Case 1: Increasing. If we have

$$\mathcal{M}_f \frac{\partial}{\partial \mathcal{M}_f} \log(\zeta_0) \leq 1, \quad \forall \mathcal{M}_f,$$

then $\rho_0$ is continuous and increasing (not necessarily strictly) and we have that $\rho_0(0,.) = 0, \rho_0(\infty,.) = \infty$ (using (3.17)). Therefore, for all $\rho_d \geq 0, \mathcal{M} \geq 0$, we find that the number of connex comp. of $D(\rho_d) \cap \Gamma_{\rho_0}(\mathcal{M})$ is equal to 1, which proves point 4).
Case 2: Increasing-Decreasing-Increasing.. If there exists $M_f$ so that

$$M_f \frac{\partial}{\partial M_f} \log(\zeta_0) > 1,$$

then $\left\{ M_f : M_f \frac{\partial}{\partial M_f} \log(\zeta_0) \geq 1 \right\} = [M_f(\mathcal{M}), \bar{M}_f(\mathcal{M})] \subset [0, \infty[$, and $\rho_0$ is strictly increasing on $[0, M_f(\mathcal{M})]$, decreasing (not necessarily strictly) on $[M_f(\mathcal{M}), \bar{M}_f(\mathcal{M})]$ and strictly increasing on $[\bar{M}_f(\mathcal{M}), \infty[$ with $\rho_0(0, \cdot) = 0$, $\rho_0(\infty, \cdot) = \infty$ (using (3.17)). Therefore, using the strict growth of $\rho_0$, we find that

$$[0, M_f] \times \{ \rho_d \} \bigcap \Gamma_{\rho_0}(\mathcal{M})$$

is a single point (or empty),

$$[M_f, \infty[ \times \{ \rho_d \} \bigcap \Gamma_{\rho_0}(\mathcal{M})$$

is a single point (or empty),

and using that $\rho_0$ is decreasing, we have

$$[M_f, \bar{M}_f] \times \{ \rho_d \} \bigcap \Gamma_{\rho_0}(\mathcal{M})$$

is an interval (or empty).

Therefore $N(\rho_d | \mathcal{M}) \leq 3$ and we have, more precisely,

$$N(\rho_d | \mathcal{M}) = 1, \quad \forall \rho_d < \rho_0(\bar{M}_f, \mathcal{M}),$$
\[ N(\rho_d \mid \mathcal{M}) = 1, \quad \forall \rho_d > \rho_0(\overline{M}_f, \mathcal{M}), \]

and

\[ N(\rho_d \mid \mathcal{M}) = 3, \quad \forall \rho_d \in ]\rho_0(\overline{M}_f, \mathcal{M}), \rho_0(\overline{M}_f, \mathcal{M})[, \]

\[ N(\rho_d \mid \mathcal{M}) = 2, \quad \text{as } \rho_d = \rho_0(\overline{M}_f, \mathcal{M}), \rho_0(\overline{M}_f, \mathcal{M})]. \]

We then have proved (3.26), (3.27) and (3.28). It suffices to let

\[ \rho^*_d = \min_{\mathcal{M}} \rho_0(\overline{M}_f(\mathcal{M}), \mathcal{M}), \quad \rho_{d*} = \max_{\mathcal{M}} \rho_0(\overline{M}_f(\mathcal{M}), \mathcal{M}). \]

Consequently, we have directly the point 4- (resp. 2- and 3-) of theorem 3.11 given by the point 4) (resp. 2) and 3)) of proposition 3.13.

3.3.2. Proof of 1-. and bifurcation diagram. We study the dynamic in both, proliferation (3.2) and differentiated zone (3.3). We first notice that the proliferation zone is a transient set, which means that a follicle must escape this zone in a finite time. At the end of this process, there is two possibilities, the follicle may stay in the sensitive zone and die (atresia [5]) or escape the sensitive zone. As long as the follicle stay in the saved zone (3.5), the mass of the follicle is constant, equal to the mass at the entrance in the saved zone: \( \rho^E_f \). There are several possibilities, the mass \( \rho^E_f \) is large enough and the follicle is insensitive to the pressure exerted by the others follicles (3.14), this is the best case, its steady states set is structurally stable with respect to the exogenous pressure. If the mass \( \rho^E_f \) is too small, then the follicle is doomed by the pressure (3.15). This is the worst case, under an exogenous pressure large enough (if a follicle, or several follicles are mature enough), there is no steady state in the saved zone and the follicle must enter again in the sensitive zone and loose mass. If the mass \( \rho^E_f \), is large but not too large, the dynamic is much more complex: it can reach a structurally stable state, enter again in the sensitive zone or oscillate (hard case to obtain).

The Proliferation Zone: a transient set. There exists a maximal time \( T^* > 0 \), depending on the initial data \( \zeta_0(\mathcal{M}_f(t = 0), \mathcal{M}(t = 0)) \),

\[ T^* = \frac{\gamma_s - \zeta_0(\mathcal{M}_f(t = 0), \mathcal{M}(t = 0))}{\inf_{m,M,x \leq \gamma_s} h_f(m,M,x)} < \infty, \]

so that

\[ \forall t \geq T^* \quad (\mathcal{M}_f, \rho_f)(t) \in \Pi_{\text{Differentiated}}. \]

Proposition 3.14. Under assumption (3.17), we find that (3.31) is satisfied with \( T^* \) defined in (3.30).

Proof. It suffices to notice that \( q(t) = (\gamma_s - \zeta_f(t)) \) satisfies \( q'(t) = -h_f(\mathcal{M}_f, \mathcal{M}, \zeta_f(t)) \). Indeed assuming that \( \zeta_f(t) < \gamma_s \) for all \( t > 0 \) and using (3.17) we have that \( q'(t) \leq -\inf_{m,M,x \leq \gamma_s} h_f(m,M,x) < 0 \). Thus, there exists \( t_s < T^* \) so that \( q(t_s) = 0 \) and for all \( t \geq t_s \), we have \( \zeta_f(t) > \gamma_s \) and (3.31) is verified.\( \square \)

We notice that assumption (3.18) implies that \( M \mapsto \inf_{m,x \leq \gamma_s} h_f(m,M,x) \) decreases. Therefore, the time that a follicle stay in the proliferation zone may depend on the maturity of all the others follicles.
**Differentiated and Saved Zone: a crucial zone.** We remark that, in the differentiated zone, the mass of each follicles is decreasing and so convergent, thus the dynamic of the system is only driven by the maturity speed rate $h_f$. Moreover, we notice that the dynamic of a follicle depends on the pressure of the others follicles. So it is interesting to study the bifurcation as follows, given a mass $\rho_f^E$ at the entrance in the saved zone, the steady states of the maturity $M_f$ depend on the maturity pressure $M$. Under assumption (3.20), we let, when $C_p \neq 0$, (see fig. 3.11 and 3.12)

$$\left\{ M_f : M_f \frac{\partial}{\partial M_f} \log(\zeta_0) \geq 1 \right\} = [M_f(M), \mathcal{M}_f(M)] \subset [0, \infty[,$$

![Graph 1](image1.png)

**Fig. 3.11.** $M$ is fixed, then $\mathcal{M}_f(M), \mathcal{M}_f(M)$ are the critical points of $m \rightarrow \rho_0(m, M)$.

$$\bar{\rho}_{max} = \max_M \rho_0(M_f(M), M), \quad \underline{\rho}_{max} = \min_M \rho_0(M_f(M), M),$$

$$\bar{\rho}_{min} = \max_M \rho_0(\mathcal{M}_f(M), M), \quad \underline{\rho}_{min} = \min_M \rho_0(\mathcal{M}_f(M), M).$$

![Graph 2](image2.png)

**Fig. 3.12.** $\bar{\rho}_{max}, \underline{\rho}_{max}, \bar{\rho}_{min}, \underline{\rho}_{max}$.
Firstly, we plot the bifurcation diagram, \( M \mapsto \rho_0(.,M)^{-1}(\rho_f^E) \), i.e., \( M \mapsto \{M_f : \rho_0(M_f,M) = \rho_f^E\} \). To avoid the multiplication of cases, we do not take into account the sensitive zone, i.e. the possibility of a follicle to enter again in the sensitive zone. To take into account the sensitive zone, it suffices to draw a straight horizontal line \( M_f = \gamma_r \rho_f^E \) and say that there is no steady states under this line. We study the bifurcations in different cases:

- when \( \rho_f^E \) is large enough \( \rho_f^E > \rho_{max} \), the steady state set is structurally stable with respect to the pressure \( M \) (see figure 3.13),

- when \( \rho_f^E \) is too small, \( \rho_f^E < \rho_{min} \), the steady state set is structurally stable with respect to the pressure \( M \) (see figure 3.13),

- in other cases appears bifurcations and catastrophes.

![Fig. 3.13. \( \rho_f^E > \rho_{max} \) (left), \( \rho_f^E < \rho_{min} \) (right), we plot \( (M_f : \rho_0(M_f,M) = \rho_f^E) \).](image)

We explain here, how to read the figure 3.13, imagine that a follicle \( f \) enter in the saved zone with a mass \( \rho_f^E > \rho_{max} \), then whatever the maturity of all the other follicles is, the follicle \( f \) will reach a maturity \( \{M_f : \rho_0(M_f,M) = \rho_f^E\} \) which softly depends on the maturity \( M \). In figure 3.14, we imagine that the maturity \( M \) evolves (increases, decreases and increases), the follicle \( f \) enters in the saved zone with \( \rho_f^E > \rho_{max} \) and a maturity \( \rho_f^E \gamma_s \), then we see that the maturity \( M_f \) is "attracted" by the curve following the arrow.

![Fig. 3.14. \( \rho_f^E > \rho_{max} \) we see the evolution of \( t \mapsto M_f(t) \) when \( M \) evolves (increases, decreases and increases).](image)
We plot the bifurcation diagram, $\mathcal{M} \rightarrow \rho_0(\cdot, \mathcal{M})^{-1}(\rho_f^E)$, i.e., $\mathcal{M} \rightarrow \{\mathcal{M}_f : \rho_0(\mathcal{M}_f, \mathcal{M}) = \rho_f^E\}$ when we have $\rho_{\text{max}} < \rho_{\text{min}}$.

We explain here, how to read the figure 3.15 left bifurcation diagram, imagine that a follicle $f$ enter in the saved zone with a mass $\rho_{\text{min}} < \rho_f^E < \rho_{\text{max}}$ with $\rho_{\text{max}} < \rho_{\text{min}}$, then:
- if the maturity of all the other follicles $\mathcal{M}$ is small enough then the follicle $f$ will reach a large maturity (upper part of the curve).
- if the maturity of all the other follicles $\mathcal{M}$ is large enough then the follicle $f$ will reach a small maturity (lower part of the curve).

In figure 3.16, we imagine that the maturity $\mathcal{M}$ slowly increases, the follicle $f$ enters in the saved zone with $\rho_{\text{min}} < \rho_f^E < \rho_{\text{max}}$ and a maturity $\rho_f^E \gamma_\rho$, then we see that the maturity $\mathcal{M}_f$ is ”attracted” by the upper part of the curve (following the arrow) nevertheless if the maturity $\mathcal{M}$ increases too much then $\mathcal{M}_f$ falls from the upper part to the lower part of the curve (there is a catastrophe) and then whatever $\mathcal{M}$ becomes, the follicle $f$ will stay with a low maturity. Here we understand, why we say that in this case the follicle $f$ is ”sensitive” to the pressure of the other follicles.
We plot the bifurcation diagram, \( \mathcal{M} \mapsto \rho_0(., \mathcal{M})^{-1}(\rho_f^E) \), i.e., \( \mathcal{M} \mapsto \left\{ \mathcal{M}_f : \rho_0(\mathcal{M}_f, \mathcal{M}) = \rho_f^E \right\} \) when we have \( \rho_{\min} < \rho_{\max} \).

Fig. 3.17. \( \rho_{\min} < \rho_f^E < \rho_{\max} \), \( \rho_{\min} < \rho_f^E < \rho_{\max} \), \( \rho_{\max} < \rho_f^E < \rho_{\max} \)

We explain here, how to read the figure 3.17 right bifurcation diagram, imagine that a follicle \( f \) enter in the saved zone with a mass \( \rho_{\max} < \rho_f^E < \rho_{\max} \) with \( \rho_{\min} < \rho_{\max} \), then:
- if the maturity of all the other follicles \( \mathcal{M} \) is small enough then the follicle \( f \) will reach a large maturity (upper part of the curve),
- if the maturity of all the other follicles \( \mathcal{M} \) is large enough then the follicle \( f \) will reach a small maturity (lower part of the curve).

In figure 3.18, we imagine that the maturity \( \mathcal{M} \) slowly increases, the follicle \( f \) enters in the saved zone with \( \rho_{\max} < \rho_f^E < \rho_{\max} \) and a maturity \( \rho_f^E \gamma_s \), then we see that two cases can appear:
- the follicle \( f \) reach large maturity before that the maturity of all the other follicles \( \mathcal{M} \) becomes too large and then the follicle \( f \) has its maturity which stays in the upper part of the curve, i.e., is not sensitive to the variation of \( \mathcal{M} \),
- the follicle \( f \) does not reach large maturity before that the maturity of all the other follicles \( \mathcal{M} \) becomes too large and then the follicle \( f \) has its maturity which stays in the lower part of the curve (low maturity follicle, maybe doomed follicle).

Fig. 3.18. \( \rho_{\min} < \rho_f^E < \rho_{\max} \) when \( \rho_{\min} < \rho_{\max} \) and we see the evolution of \( t \mapsto \mathcal{M}_f(t) \) when \( \mathcal{M} \) increases.
Proposition 3.15. Under assumption (2.1), (3.17)-(3.20), and \( \rho_{\min} < \bar{\rho}_{\min} < \rho_{\max} < \bar{\rho}_{\max} \) (resp. \( \rho_{\min} < \bar{\rho}_{\max} < \rho_{\min} < \bar{\rho}_{\max} \)) bifurcation diagrams are given by figure 3.17 and figure 3.13 (resp. figure 3.15, figure 3.13 and, when there exists \( M \) s.t. \( \rho_0(M_f(M), M) = \rho_0(\overline{M}_f(M), M) \), figure 3.20 and 3.19).

Remark. In the case when there exists \( M \) s.t. \( \rho_0(M_f(M), M) = \rho_0(\overline{M}_f(M), M) \), i.e., \( \rho_0(., M) \) is increasing, then can appear jumps as in figure 3.20 and 3.19.

![Fig. 3.19. \( \bar{\rho}_{\min} < \rho_f^E < \rho_{\max} \)]

![Fig. 3.20. \( \rho_f^E = \rho_0(M_f(M), M) = \rho_0(\overline{M}_f(M), M) \)]

Proposition 3.16. Under assumption (2.1), (3.17)-(3.20) and \( C_p = 0 \), i.e., \( \rho_0(., M) \) is increasing for all \( M \), then the bifurcation diagram is given by figure 3.20 or figure 3.13.

4. Numerical simulation and comparison to the Lacker Model. To simulate the simplified system of ODE (3.1) giving the evolution of the mass and maturity of each follicle in a pool of \( N \) follicles, we have developed a Mac OS software (ProjetFolliV2, see: http://perso.ec-lyon.fr/michel.philippe/ProjetFolliV2.zip) using an Euler scheme (sufficient, here, to observe the dynamic of this system of ODE). This software shows the evolution of a pool (up to 60) follicles in the proliferation-sensitive and differentiated zone. The death rate, birth rate, global and local control are given
by the F. Clement paper [14]: the authors define the maturity speed rate
\begin{equation}
  h_f(u_f, \zeta(t)) = 0.07\left(-\zeta^2 + (11.892\zeta + 2.888)(1 - e^{-u_f/0.133})\right),
\end{equation}
with the local feedback control
\begin{equation}
  u_f(M_f, M) = (0.054 + \frac{1 - 0.054}{1 + e^{0.3(27-M_f)}})U(t, M_T),
\end{equation}
and the global feedback control
\begin{equation}
  U(t, M) = (0.5 + \frac{0.5}{1 + e^{0.1(M_T-50)}}) + U_0(t).
\end{equation}
Here $U_0$ which corresponds to a potential exogenous entry of FSH. The birth rate is defined as follows
\begin{equation}
  B(M_f, M_T, M_f/\rho_f) = (\ln(2)/2)(1 - 0.5(1 - u_f(M_f, M_T))1_{M_f/\rho_f<\gamma}),
\end{equation}
and the death rate is equal to
\begin{equation}
  \Lambda(M_f, M_T, M_f/\rho_f) = 3e^{-\frac{(M_f/\rho_f-\gamma)^2}{0.2^2}}(1 - U(M_T))1_{M_f/\rho_f\in[\gamma_\nu-0.5, \gamma_\nu+0.5]}.
\end{equation}
Therefore we have a global growth rate $\Delta(M_f, M_T, M_f/\rho_f)$ as
\begin{equation}
  \Delta(M_f, M_T, M_f/\rho_f) = B(M_f, M_T, M_f/\rho_f) - \Lambda(M_f, M_T, M_f/\rho_f).
\end{equation}

The software allows us to change parameters as the age speed rate parameter ($\tau_g = 1$ in [14]), the maturity speed rate parameter ($\tau_h = 0.07$ in [14])... to see which parameters are important in the dynamic of (3.1). We have directly, through a computation of the zero of the maturity speed rate $h_f$ that

**Lemma 4.1.** The function $h_f$ satisfies Assumption I-IV and so the dynamic of the evolution of the pool of follicles is given by bifurcation diagrams (see section 3.3.2) and the results of the theorem 3.11 hold.

**Lemma 4.2.** There exists $\overline{U}$ s.t. $C_p = 0$ for an exogenous FSH $U_0(t) \geq \overline{U}$.

**Proof.** We have that
\begin{equation}
  \zeta_0(M_f, M) = \frac{11.892r_f + \sqrt{(11.892r_f^2 + 4 \times 2.888r_f)}}{2},
\end{equation}
with $r_f = (1 - e^{-u_f/0.133})$ and
\begin{equation}
  (1 - e^{-u_f/0.133}) = (1 - e^{-0.054 + \frac{1 - 0.054}{1 + e^{0.3(27-M_f)}}(0.5 + \frac{0.5}{1 + e^{0.1(M_f-\rho_f)} + U_0(t)}/0.133)}).
\end{equation}
Thus for $U_0$ large enough, we find that
\begin{equation}
  \frac{\partial}{\partial M_f}(1 - e^{-u_f/0.133}) \sim U_0e^{-u_f/0.133} \frac{\partial}{\partial M_f}(0.054 + \frac{1 - 0.054}{1 + e^{0.3(27-M_f)}}),
\end{equation}
\begin{equation}
  \zeta_0(M_f, M) \sim \frac{11.892 + \sqrt{(11.892)^2 + 4 \times 2.888}}{2},
\end{equation}
and so we have $\frac{\partial}{\partial M_f}\zeta_0(M_f, M) < \zeta_0(M_f, M)/M_f$ and $C_p = 0$. \(\square\)

**Remark.** This means that an exogenous injection of FSH makes the system more stable (structurally stable) and follicles can easily reach a follicular maturity threshold (ovulation with a lots of follicles).
4.1. A Numerical simulation explained. Let describe the following simulation (see figure 4.1), where we show the maturity $M_i$ with respect to the time of four follicles in competition (using an Euler scheme).

- At the beginning, all the follicles are in the proliferation zone and they grow up and became their mean maturity $M_f$ increase (due to the growth of the mass and maturity).

- Then, around time $= 500$, follicles enter in the sensitive zone and get out of the proliferation zone: the mass decreases and so the mean maturity decreases (even if the local maturity go on increasing).

- Around time $= 1000$, follicles get out of the sensitive zone and their mass $\rho$ become constant (unless to enter again in the sensitive zone). Here, the dynamic is given by the equation (2.30) and bifurcation diagrams (see section 3.3.2).

  For instance, the more mature follicle follow the second diagram of the figure 3.15, i.e. the follicle enters in the differentiated zone with enough mass, and the less mature follow the second diagram of the figure 3.13, i.e. the follicle enters in the differentiated zone with a too small mass.

- Around time $= 3500$ (boxed), we have a bifurcation which appears (see the second diagram of the figure 3.15 when $M$ is smaller and smaller): the mean maturity of the more mature follicle is large enough and the mean maturity of all the others follicles is small enough then the more mature follicle reach the first branch (the higher one) and its maturity increases quickly. In the same time, for all other follicle $i \neq 1$ the mean maturity of the others follicles (which include the follicle $j = 1$) increases and the mean maturity of the follicle $i$ decreases.

- Finally, around time $= 4500$, we see that the two less mature follicles which enter again in the sensitive zone and disappear (death by atresia).
4.2. The Lacker Model. I give a short presentation of the result given in the paper of H.M. Lacker and A. Percus [21]. Here, a follicle is represented by its estradiol production $s_i$ which satisfies a conservation equation

\[
\frac{d}{dt} s_i = g_i(s_i, h_1, h_2),
\]

where $h_1$ represents the FSH concentration and $h_2$ the LH concentration. Since the FSH and LH production depends on the total production of estradiol of all the $N$ follicles: $\sum_{j=1}^{N} s_j$, we have

\[
\frac{d}{dt} s_i = g_i(s_i, \sum_{j} s_j).
\]

The assumption of H.M. Lacker and A. Percus was to consider that $g_i$ as the following form

\[
g_i(s_i, \sum_{j} s_j) = s_i F(\sum_{j} s_j) [G(\sum_{j} s_j) + \zeta(s_i/\sum_{j} s_j)].
\]

This is a mathematical assumption which leads to the following theorem

**Theorem 4.3.** Under the assumption (4.9), we have that $y_i := \sqrt{s_i/\sum_j s_j}$ satisfies

\[
\lim_{t \to \infty} y_i(t) = a_i,
\]
where \( a_i = 0 \) or \( a_i = 1/\sqrt{M} \) and \( M \in [1, N] \). Therefore, the dynamic of the system is quite simple (gradient system) and the authors are able to give the number of survival follicles independently of the initial data \( s_i(0) \).

Even in the reduced model, a follicle is represented by its maturity (estradiol production) and its mass and the dynamic of the follicular system is much more complicated. In particular, the dynamic depends on the initial data of the mass and maturity of the follicles. Moreover, in the reduced model appears bifurcations and catastrophes, for instance a pool of follicles can disappear (atresia), and the more mature and big follicle at the beginning time \( (t = 0) \) is not necessarily the one which survives. This kind of dynamic, which are biologically observed, cannot be obtained by the H.M. Lacker model.

5. Discussion and perspectives. In this paper, we have studied the dynamics of a complex nonlinear partial differential system of equations. Using the Wasserstein distance, we have shown that the cell density concentrates its mass which means that the cells in a follicle have their maturity which become uniform. Then, we reduce the PDE system to an ODE system (always nonlinear). The dynamic of the "simpler" system is hard to study. Nevertheless, when we focus on a follicle, we are able to show that appears bifurcations (catastrophes) in its dynamic with taking in account the pressure of the others follicles (on this follicle) as an exogenous parameter. Then, we see that a follicle evolution is done in tree steps: first the follicle grows, second the follicle is sensitive to the pressure of the other follicle, finally if the follicle reaches the saved zone (not sensitive to the pressure) the important parameter is the mass the follicle acquired in the proliferation zone (first step).

The dynamic in this reduced model is much more complex than the dynamic of the Lacker model and is closer to the biology applications. In a future work, we will focus on finding the number of surviving follicles as it is possible to do in the Lacker model.

We have shown, see remark 4, that the injection of FSH improve the stability of the system but considering that injecting high level of FSH is dangerous for the body, we are interested to improve, efficiently, the number of follicles by injecting exogenous FSH.

Finally, we will see the impact of the variation of some parameters (in the definition of the local and global feedback control [14]) on the dynamic of the follicles and on the number of surviving follicles.

In a future work, we will focus on the explanation of biological observation on follicles evolution through the model proposed by INRIA team Sisyphe [14] we have studied here. For instance, with the help of biologists and specialists of folliculogenesis ([28, 5, 6]), we will study the problems such as poly-kistic case where we observe large number of non-mature follicles without ovulation (see fig. 5.1), polyovulation (see fig 5.2), hormonal problems (FSH and LH) and their impact on the growth and maturation of follicles and finally to improve the understanding of the dynamic of follicle growth during the folliculogenesis.
Fig. 5.1. Simulation: The follicle which has the better maturity at the end is not necessarily the one which was the more mature at the beginning $t = 0$.

Moreover, here we see that none of the follicle reach the ovulation threshold (poly-kistic).
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