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Abstract—The problem of interpolation of images is defined as - given two images at time $t = 0$ and $t = T$, one must find the series of images for the intermediate time. This problem is not well posed, in the sense that without further constraints, there are many possible solutions. The solution is thus usually dictated by the choice of the constraints/assumptions, which in turn relies on the domain of application. In this article we follow the approach of obtaining a solution to the interpolation problem using the operators from Mathematical Morphology (MM). These operators have an advantage of preserving structures since the operators are defined on sets. In this work we explore the solutions obtained using MM, and provide several results along with proofs which corroborates the validity of the assumptions, provide links among existing methods and intuition about them. We also summarize few possible extensions and prospective problems of current interest.

Index Terms—Image Interpolation, Mathematical Morphology, Morphological Interpolation.

I. INTRODUCTION

The problem of image interpolation can be stated as - given two images $I_0$ (source) and $I_1$ (target), find the series of images $\{Z_\alpha, \alpha \in [0, 1]\}$ such that $Z_0 = I_0$ and $Z_1 = I_1$. Image interpolation problem requires the answers to be ‘visually appealing’ which is very hard to characterize rigorously. For instance in figure 1, let the source image be as in (a) and target image be as in (b). A simple linear interpolation $(0.5 \ast I_0 + 0.5 \ast I_1)$ would result in the one as obtained in (c). However, one intuitively expects that - the ‘structure’ to change from the circle to square gradually.

Image interpolation problem is also referred to as image morphing which is widely used for special effects and animation [18], [39], [37]. In this work, the aim is to analyze the problem from the perspective of remote sensing and geoscience and, as described in section II, the nature of the solutions is very different from that of image morphing. Several possible applications exist for such a solution. For example, a satellite maps the surface at regular intervals and one might be interested in visualizing the intermediate states. Apart from this, the problem of image interpolation is of interest to the Geographic Information Science community [26].

Note that this problem is different from the usual interpolation problem - given a function values at a few points, find the value of the function at the intermediate points [19], [36]. Since the techniques used in this article are developed under the branch of ‘morphological interpolation’, we refer to the former problem as the image interpolation problem and the latter problem as the image scaling problem. The image scaling problem requires estimating the pixel values in between the existing pixels, which would in turn increase the resolution of the image. In contrast, the resolution of the images in the interpolation problem does not change. We remark that few of the techniques used for one problem can be used for other as well (with slight modification), but the end objective of the problem are inherently different. We also remark that morphological techniques have been used for image upscaling [17].

The solution to the image interpolation problem can be approached from various starting points. In this work, the main interest is in analyzing the solution obtained using operators from Mathematical Morphology (MM). MM is a theory of non-linear operators on images introduced by Georges Matheron and Jean Serra in the late 1970s [32]. These operators are famous for preserving the ‘structure’ as the operators are defined on sets instead of pixels. This makes the subject of morphological operators a good candidate to deal with the problem of image interpolation.

Different solutions to the problem of image interpolation via MM operators are proposed in several works [23], [30]. One of the aims of this article is to provide a consolidated theoretical review of the earlier methods and claim that MM operators are suitable for interpolation. Several extensions and prospective problems for future work are also discussed. The main contributions of this article are -

- Systematic review of the ideas presented in the existing literature, consolidated theoretically. Specifically, the propositions 1 - 6 provide better intuition and understanding of the assumptions made and methods discussed. To the best of our knowledge, all properties presented in this article are novel.
- Few simple simulated examples which discuss the pros and cons of the methods.
- Provide a platform for various extensions and future work.

The methods described in this article are not the only possible solutions to the interpolation problem [5], [34], [23].
Also, we concentrate on binary and greyscale interpolations but these techniques can also be extended to color images as well [9], [1].

The outline of the paper is as follows - In section II, we briefly describe various MM operators and other definitions required for the remaining portion of the article. In section III, we discuss one approach to interpolates using MM. In section IV, we reduce the problem of interpolation to the problem of constructing the median by a series of simplifications. We offer several results justifying the assumptions. In section V, we discuss yet another approach to interpolates, and identify offer several results justifying the assumptions. In section V, we discuss one approach to interpolates using MM. In section VI, we briefly describe various MM operators and other definitions required for the remaining portion of the article. In section III, we provide several problems for future research and briefly describe each of these problems.

II. REVIEW OF MORPHOLOGICAL OPERATORS

In this section we introduce the basic operators of Mathematical Morphology (MM), recall the definitions and setup the notation as required by the rest of the article [29], [24], [22], [28].

Loosely speaking, the basic MM operators - dilation, erosion, opening and closing, are defined on binary images and can be extended to greyscale images. This is achieved on the abstract level by defining the operators on abstract structures called Complete Lattices. However, for the purposes of this article, we only review the basic operators on binary and greyscale images. Interested readers can refer to [29], [24] for theoretical details on MM operators and [3], [7] for details about lattices.

A. Binary Images

A binary image is a map, $I : E \rightarrow \{0,1\}$. $E$ is called the domain of definition and is usually taken as $\mathbb{R}^2$ or $\mathbb{Z}^2$. Here $\mathbb{R}$ refers to the real line and $\mathbb{Z}$ denotes the set of integers. For most of theoretical aspects we consider $E = \mathbb{R}^2$. Note that, practically, images are restricted to a finite domain. However results, henceforth, are stated on infinite domain and hold true for finite domains as well. This distinction is blurred for the rest of the article for pedagogical reasons.

An equivalent way of characterizing the binary image is to look at sets $\{x \in E \mid I(x) = 1\}$. Such sets belong to the space of $\mathcal{P}(E)$, where $\mathcal{P}(E)$ is the power set - set of all possible subsets of $E$. Basic MM operators on binary are maps from $\mathcal{P}(E) \rightarrow \mathcal{P}(E)$. To define these operators one needs another set, called structuring element, with a defined origin.

There are several ways to look at the structuring element. Theoretically, a structuring element is the set to which the set $\{0\}$ maps to. Then using the assumption - Invariance to translation, we can extend the mapping to all unit sets $\{x\}$. Then using the assumption - Invariance to supremum gives us the dilation and using the assumption -invariance to infimum gives us erosion. For the remaining part of the paper it is assumed that $B$ denotes a unit disk with origin at the center. Accordingly, $\lambda B$ indicates the disk with radius $\lambda$.

1) Dilation: The first MM operator we discuss is that of Morphological Dilation, or simply Dilation, $\delta_B(.)$. Recall that it is a map from $\mathcal{P}(E)$ to itself. Thus we have

$$\delta_B(X) = X \oplus B = \bigcup_{b \in B} X_b = \{x \in E \mid B_x \cap X \neq \emptyset\},$$

where $X \oplus B$ is usual Minkowski addition and $X_b$ is the set $X$ translated by $b$.

2) Erosion: Morphological Erosion, or simply Erosion, $\epsilon_B(.)$ with respect to the structuring element $B$ is defined as

$$\epsilon_B(X) = X \ominus B = \bigcap_{b \in B} X_{-b} = \{x \in E \mid B_x \subseteq X\},$$

where $X \ominus B$ is usual Minkowski subtraction. When the dilations and erosions are restricted to a domain, they are called Geodesic Dilations and Geodesic Erosions respectively [33]. Assume that we have two sets $X \subset Y$. The geodesic dilation and geodesic erosion are respectively defined by

$$\Delta_{Y,B}(X) = \delta_B(X) \cap Y$$

$$\mathcal{E}_{X,B}(Y) = \epsilon_B(Y) \cup X$$

B. Greyscale Images

A greyscale image is defined as a function $I : \mathbb{R}^2 \rightarrow \mathbb{R}$, where $\mathbb{R} = \mathbb{R} \cup \{-\infty, \infty\}$. An equivalent way of looking at the greyscale image is using the umbra [24] defined as

$$U(I) = \{(x,t) \mid I(x) \leq t\}$$

Note that $U(I) \subset \mathbb{R}^3$. Using these sets, the definitions of dilation and erosion for binary images can be extended to greyscale images as well. The main distinction being how the structuring element is extended from $\mathbb{R}^2$ to $\mathbb{R}^3$.

The most important point to note is that - all dimensions are not created equal. Observe that two dimensions correspond to the spatial co-ordinates while the third corresponds to the greyscale value. The spatial co-ordinates can be handled the same way as before. The greyscale value on the other hand, can be handled in two ways - with/without changing the maximum greyscale value in the image. This results in non-flat and flat structuring elements respectively.

1) Flat Structuring Elements: Given a set $B \subset \mathbb{R}^2$, a flat structuring element is defined as

$$g(x) = \begin{cases} 
0 & x \in B \\
-\infty & x \notin B 
\end{cases}$$

Fig. 1. (a) Source Image. (b) Target Image. (c) Linear interpolation between (a) and (b).
2) Non-Flat Structuring Elements: Given a set \( B \subseteq \mathbb{R}^2 \), a non-flat structuring element is defined as
\[
g(x) = \begin{cases} i_x & x \in B \\ -\infty & x \notin B \end{cases}
\]
where \( i_x \) can take any value in \( \mathbb{R} \).

3) Greyscale Operators: Greyscale Morphological Dilation
with respect to the structuring element \( g(x) \), \( d(g)(\cdot) \) is defined as
\[
d_g(f)(x) = \sup \{ f(h) + g(x - h) \mid h \in E \}
\]
Greyscale Morphological Erosion with respect to the structuring element \( g(x) \), \( e_g(\cdot) \) is defined as
\[
e_g(f)(x) = \inf \{ f(h) - g(x - h) \mid h \in E \}
\]
The importance of the distinction between flat and non-flat structuring elements and greyscale operators is further discussed in section VI. Unless otherwise mentioned, in what follows the dilation and erosion operators refer to operators on binary images.

C. Hausdorff Distances

Another concept used in the remaining portion of the article is that of distance between sets. There are various distances which can be defined on two sets. Dilation distance, \( \overline{d}(X,Y) \) is defined as \( \inf \{ \lambda \mid \lambda B(X) \supseteq Y \} \). Hausdorff Dilation distance is defined as \( d(X,Y) = \sup \{ \overline{d}(X,Y), \overline{d}(Y,X) \} \). The following are the list of properties which follow from the definition -

1) \( d(X,Y) = d(Y,X) \)
2) \( d(X,Y) = 0 \) if and only if \( X = Y \).
3) \( d(X,Y) \leq d(X,Z) + d(Y,Z) \).
4) If we have that \( X \subseteq Y \), then \( d(X,Y) = \overline{d}(X,Y) \)

We can also define the dual distance operator, Erosion distance as \( \tau(X,Y) \) is defined as \( \inf \{ \lambda \mid e_{\lambda B}(X) \subseteq Y \} \). And the Hausdorff Erosion distance is defined as \( e(X,Y) = \sup \{ \overline{\tau}(X,Y), \overline{\tau}(Y,X) \} \). Note that, the convention that \( \emptyset \subseteq X \) for all sets \( X \) is followed here.

D. Influence Zones

If \( Z_1 \) and \( Z_2 \) are two sets in \( \mathbb{R}^2 \), then the influence zone of \( Z_1 \) with respect to \( Z_2 \) is defined as
\[
IZ(Z_1 | Z_2) = \{ x : \overline{d}(Z_1,x) < \overline{d}(Z_2,x) \}
\]
Similarly, influence zone of \( Z_2 \) with respect to \( Z_1 \) is defined as
\[
IZ(Z_2 | Z_1) = \{ x : \overline{d}(Z_2,x) < \overline{d}(Z_1,x) \}
\]
One can give a simpler characterization for the influence zone. Fix a point \( x \). Now \( x \in IZ(Z_1 | Z_2) \) if and only if we have that \( x \in Z_1 \oplus \lambda B \) and \( x \notin Z_2 \oplus \lambda B \). That is \( x \in (Z_2 \oplus \lambda B)^c \). Thus we have
\[
IZ(Z_1 | Z_2) = \bigcup_{\lambda \geq 0} (Z_1 \oplus \lambda B) \cap (Z_2 \oplus \lambda B)^c
\]
We can also define the Skeleton by Influence Zone (SKIZ) as
\[
SKIZ(Z_1, Z_2) = \{ x : \overline{d}(Z_2,x) = \overline{d}(Z_1,x) \}
\]
Remark : As stated before, there exists several possible solutions to an interpolation problem. To obtain a unique solution, one needs to place constraints on the solution set. Such constraints are usually dictated by the domain of application. One of the areas of application of morphological interpolation is that of geo-spatial variables [27].

III. First Attempts

In this section we review the two methods described in [30]. Recall that we are interested in constraints so that we can pick uniquely the set of interpolates between the two images. One such constraint is given by Hausdorff distances. That is, one picks shortest path between source and target as dictated by Hausdorff distances.

Rigorously speaking, consider the space \( \mathbb{P}(E) \), with the metric given by Hausdorff distance. If \( X \) and \( Y \) are two sets, then we shall be interested in shortest path between \( X \) and \( Y \) in this space. A shortest path given by the First Hausdorff Interpolates is defined below.

Definition 1 (First Hausdorff Interpolates). Let \( X \) and \( Y \) be two sets. Let \( \rho = d(X,Y) \) (Hausdorff distance). Let \( B \) denote the disk structuring element with radius 1. Then the first Hausdorff interpolates, \( \{ Z_\alpha : \alpha \in [0,1] \} \) is defined as
\[
Z_\alpha = \delta_{\alpha \rho B}(X) \bigcap \delta_{(1-\alpha) \rho B}(Y)
\]
The interpolates defined in definition 1 satisfy
\[
d(Z_\alpha, X) = (\alpha) \rho \quad d(Z_\alpha, Y) = (1 - \alpha) \rho
\]
The proof of this can be found in [30]. The above relation implies that the first Hausdorff interpolates falls on the shortest path between the sets X and Y.

![Fig. 3. First Hausdorff Interpolates. (a) Source Image. (b) - (g) First Hausdorff Interpolates. (h) Target Image. Note that the target image is a simple translation of the object in source image.](image)

An example of the first Hausdorff interpolates is given in figure 3. It is observed that these interpolates even though theoretically sound, suffer from the problem of ‘thick’ interpolates as illustrated in figure 3. There are two ways around this problem - 1) Observe that the sets X and Y are simple translations of each other. Thus negating the affine transformations might reduce this effect. 2) A simpler solution is to restrict the interpolates to the convex hull of sets X and Y. This also reduces the problem of ‘thick’ interpolates.

Definition 2 (Second Hausdorff Interpolates). Let X and Y be two sets. Let ρ = d(X, Y) (Hausdorff distance). Let B denote the disk structuring element with radius 1. Then the second Hausdorff interpolates, \{Z_α : α ∈ [0, 1]\} is defined as

\[ Z_α = \delta_{αρB}(X) \bigcap \delta_{(1-α)ρB}(Y) \bigcap ((1-α)X \oplus (α)Y) \] (16)

The second method above makes up the Second Hausdorff Interpolates as defined in definition 2. The corresponding second Hausdorff interpolates for figure 3 are shown in figure 4. Second Hausdorff interpolates also satisfy (15).

![Fig. 4. Second Hausdorff Interpolates. (a) Source Image. (b) - (g) Second Hausdorff Interpolate. (h) Target Image. Note that the target image is a simple translation of the object in source image.](image)

IV. INTERPOLATIONS THROUGH MEDIAN

In this section we look at an alternate method to construct the interpolates. In this section we combine several ideas/assumptions from [23], [30], [10], [2], giving intuitive justifications to each of the assumptions and by providing rigorous statements in support of them. To start with we propose a series of simplifications which reduces and simplifies the problem of finding image interpolates, and then propose a solution to this simplified version of the interpolation problem. We also analyze various properties and explain their significance. We assume that \{Z_α\} indicates the interpolates, with α ranging from 0 to 1. The proofs of the propositions are given in the appendix for ease of reading.

A. Series Of Simplifications

Here, we reduce the problem of finding image interpolates to a simpler problem, which would be easier to solve. Recall that binary images can be described as sets in \( \mathbb{P}(E) \). In this section, we assume that the problem is to find the interpolates between sets X and Y, which are in fact binary images on domain E.

1) \( X \cap Y \neq \emptyset \): Consider the case when a set X is deformed by a translation in space to \( X_\lambda = X + \{h\} \). The ideal interpolates must be of that of a translation, i.e \( Z_α = X + \{αh\} \). Morphological operators are not equipped to handle such transformations. Indeed, the dilation and erosion operators are extended assuming translation invariance. Hence, if the operators assume translation invariance, they cannot simulate translation. Hence it makes sense to negate the translation before calculating the interpolates and then adjust the solution accordingly. In fact we negate all affine transformations.

Proposition 1. Let \( T \) denote an affine transformation. Let X and Y be two sets. If \( T(X) \cap Y = \emptyset \) for all \( T \) then either X is empty or Y is empty.

The above proposition is easy to see. Proposition 1 and negating the affine transformations allows the assumption

\[ X \cap Y \neq \emptyset \] (17)

to hold true. The ‘ideal’ affine transformation is obtained by

\[ T^* = \arg \max Area(T(X) \cap Y) \] (18)

the affine transformation which maximizes the area of intersection between X and Y. This problem is computationally hard, but there exists several approximations [10]. We assume that any affine transformation has 3 parts - translation, rotation and scaling, that is

\[ T = T_λR_θS_λ \] (19)

We can accordingly define,

\[ T^{-(1-α)} = T_{-(1-α)λ}R_{-(1-α)θ}S_{-(1-α)λ} \] (20)

How to reconstruct the Interpolates? Let interpolates between \( T(X) \) and \( (Y) \) be \{\( Z_α \)\}. Then the interpolates between X and Y is obtained by

\[ Z_α = T^{-(1-α)}(Z_α') \] (21)

To check this, observe that \( Z_0 = T^{-(1)}(Z_0') = T^{-(1)}T(X) = X \). And similarly we have \( Z_1 = Y \).
2) \( X \subseteq Y \): Intuitively, an interpolation method between two sets \( X \) and \( Y \) must gradually remove features from \( X \) and gradually incorporate features from \( Y \). The features in \( X \cap Y \) must remain unchanged. Taking this heuristic into account, to calculate the interpolates between \( X \) and \( Y \), one can calculate the interpolates between \( X \) and \( X \cap Y \), \( \{U_\alpha\} \), and interpolates between \( Y \) and \( X \cap Y \), \( \{W_\alpha\} \). Then the interpolates between \( X \) and \( Y \) are given by, \( \{Z_\alpha\} \), where,

\[
Z_\alpha = U_{1-\alpha} \cup W_\alpha \tag{22}
\]

Thus we need only develop a method to calculate the interpolates between \( X \) and \( Y \) under the assumption \( X \subseteq Y \), and any such method extends to the general case using (22).

To assess the reasonability of the above simplification, consider the case when the interpolates \( U_\alpha \) and \( W_\alpha \) are obtained using definition 2. The following relations then hold true.

\[
d(X, U_\alpha) = (1 - \alpha) \rho_1 \quad \text{and} \quad d(Y \cap Y, U_\alpha) = (\alpha) \rho_1
\]

\[
d(Y, W_\alpha) = (1 - \alpha) \rho_2 \quad \text{and} \quad d(X \cap Y, W_\alpha) = (\alpha) \rho_2
\]

\[
U_\alpha \subseteq X \quad \text{and} \quad W_\alpha \subseteq Y
\]

Here we assumed that \( d(X, X \cap Y) = \rho_1 \) and \( d(Y, X \cap Y) = \rho_2 \). Then the proposition 2 holds true.

**Proposition 2.** Let \( \{U_\alpha\} \) and \( \{W_\alpha\} \) be as described above and without loss of generality assume that \( \rho_1 \leq \rho_2 \). Also assume that \( d(X, Y) = \rho_2 \). Let the interpolates be defined by (22). Then we have

\[
d(X, Z_{0.5}) = d(Y, Z_{0.5}) \tag{23}
\]

Note that the assumption \( d(X, Y) = \rho_2 \) needs to be justified. Firstly, note that \( d(X, Y) \leq \rho_2 \) since we have that \( d(X \cap Y, Y) = \rho_2 \). The assumption implies that there exists no point in \( X \setminus Y \) closer to \( Y \) than in \( X \cap Y \) and vice versa. This intuitively follows from the previous simplification which maximizes the area \( (X \cap Y) \). Since otherwise, one can find an affine transformation which would increase the value of area \( (X \cap Y) \).

Proposition 2 provides a justification for this construction in that, under some conditions, the ‘middle’ element constructed is equidistant from both \( X \) and \( Y \). Proposition 3 states an interesting property of the construction above.

**Proposition 3.** Let \( \{U_\alpha\} \) and \( \{W_\alpha\} \) be as described above. Let the interpolates be defined by (22). Then we have

\[
d(X \cap Y, Z_{0.5}) = d(X \cup Y, Z_{0.5}) \tag{24}
\]

Remark: A few methods in the existing literature avoid the affine transformation by considering a mask \( R \) (usually taken as a convex hull) such that \( X \subseteq Y \subseteq R \). Accordingly, they construct the median \( U_{0.5} \) between \( X \) and \( R \), and \( W_{0.5} \) between \( Y \) and \( R \). The final median is then defined to be

\[
Z_{0.5} = U_{0.5} \cup W_{0.5} \tag{25}
\]

The main difference being - intersections instead of unions. Assuming that medians is self-dual, this is equivalent to the method described above. That is - in the case of \( X \cap Y = \emptyset \), consider the sets \( X^c \) and \( Y^c \). Then we have that \( X^c \cap Y^c \neq \emptyset \). Construct the median between \( X^c \cap Y^c \rightarrow X^c \) and \( X^c \cap Y^c \rightarrow Y^c \) and proceed accordingly. If the median constructed is self-dual, then we have that median obtained is the same as \( X \rightarrow X \cap Y \). This is the same as taking the mask, \( R \), to be \( X \cap Y \). We reiterate that this equivalence holds only when the median construction is self-dual.

3) **Construct only medians:** Any \( \alpha \in [0, 1] \) can be written in binary code. Thus, if one has a method to generate only the interpolate \( Z_{0.5} \), one can generate the interpolate for any \( \alpha \). For example, let \( \alpha = 5/8 \). The following steps would generate \( Z_{0.5} \).

(i) Generate interpolate between \( Z_0 \) and \( Z_1 \), we get \( Z_{0.5} \).

(ii) Generate interpolate between \( Z_{0.5} \) and \( Z_1 \), we get \( Z_{0.75} \).

(iii) Generate interpolate between \( Z_{0.5} \) and \( Z_{0.75} \), we get \( Z_{0.625} = Z_0 \).

The interpolate \( Z_{0.5} \) is referred to as the median interpolater. Thus, if one has the method to generate the median then one can generate the interpolate for any \( \alpha \). However, note that any such method to produce the median must satisfy the consistency property 1. For instance, the median between \( Z_{0.25} \) and \( Z_{0.75} \) must equal the median between \( Z_0 \) and \( Z_1 \).

**Property 1 (Consistency of Median).** Let \( Z_{\alpha_1} \) and \( Z_{\alpha_2} \) be two interpolates. Then the median between \( Z_{\alpha_1} \) and \( Z_{\alpha_2} \) must be \( Z_{(\alpha_1+\alpha_2)/2} \).

**Proposition 4.** Suppose \( X \subseteq X' \subseteq Y' \subseteq Y \) and \( m(X,Y) \) denotes the median between \( X \) and \( Y \) then

\[
m(X, Y) = m(X', Y') \Rightarrow m(X, Y) = m\left(m(X, X'), m(Y, Y')\right) \tag{26}
\]

\[
m(Z_0, Z_1) = m(Z_{0.25}, Z_{0.75}) \tag{27}
\]

if (26) and (27) holds true then the property 1 holds as well.

Note that consistency of the medians is a desired property. However, the heuristic is still valid and can be followed to reduce the computational costs. Remark: One can also selectively generate the medians between the frames with highest error rates instead [11]. This can further reduce the computation costs.

**B. Median**

In [30] a procedure to construct the median is proposed, as per definition 3 below. This is referred henceforth as Serra’s median.

**Definition 3 (Serra’s Median).** Given two sets \( X \subseteq Y \), the median \( m(X,Y) \) is defined as

\[
m(X, Y) = \bigcup_{\lambda \geq 0} \left( (X \oplus \lambda B) \cap (Y \oplus \lambda B) \right) \tag{28}
\]

Serra’s median defined above can also be characterized in terms of influence zones as shown in proposition 5.
Proposition 5. Let \( X \subseteq Y \) be two sets and \( B \) be the disk structuring element. Let Serra’s median be defined as in (28). Then we have that

\[
m(X, Y) = IZ(X \mid Y^c) = \lambda_B(X, Y)
\]

(29)

Another property we expect from a median is duality. That is, we expect that \( m(X, Y) = (m(Y^c, X^c))^c \) to hold. Serra’s median does not satisfy this property, but one can show that they are ‘close enough’. The dual Serra’s median is defined as

\[
M(X, Y) = (m(Y^c, X^c))^c
\]

(30)

Proposition 6. Let \( X \subseteq Y \) be two sets. Let \( m(X, Y) \) be Serra’s median as defined in (28). Let \( M(X, Y) \) be the dual Serra’s median as defined in (30). Then we have

\[
M(X, Y) = \bigcap_{\lambda > 0} \{ (Y \ominus \lambda B) \cup (X \oplus \lambda B) \}
\]

(31)

and

\[
M(X, Y) \setminus m(X, Y) = \{ x \mid \bar{d}(X, x) = \bar{d}(Y, x) \}
\]

(32)

Thus although, duality does not hold, we have that Serra’s median and the dual Serra’s median only differ in the boundary.

Recall that we have stated earlier that it is favorable for median to satisfy the consistency property 1. Although, Serra’s median defined above satisfy this property for simple sets, it is still an open question as to whether it is true for all sets \( X \subseteq Y \). We discuss further on this in section VII.

Another problem with Serra’s median arises in the case of non-convex shapes. Consider the sets \( X \) and \( Y \) as in figure 5 (a) and (b). One expects the median to be close to figure 5(e) while Serra’s median calculation results in 5(c).

V. MEYER’S METHOD

We now describe yet another method to calculate the interpolates between two images, thanks to F. Meyer, as described in [23]. Given two sets \( X \) and \( Y \), we are required to find a median. As mentioned earlier, we assume that \( X \subseteq Y \). Let \( x \) be a point in the set \( Y \setminus X \). Recall \( \bar{d}(X, x) = \inf \{ \lambda \mid x \in X \oplus \lambda B \} \). For this section we denote \( \bar{d}(X, x) = d_e(X, x) \) to be consistent with the notation in [23]. Let \( d_e(x, Y) = \inf \{ \lambda \mid x \notin Y \ominus \lambda B \} \). Define

\[
f(x) = \begin{cases} 
1 & x \in X \\
\frac{d_e(x, Y)}{d_e(x, Y) + d_e(x, x)} & x \in Y \setminus X \\
0 & x \in Y^c
\end{cases}
\]

(33)

We thus have a greyscale image with values in \([0, 1]\). To calculate the interpolate, we take

\[
Z_\alpha = T_\alpha(f)
\]

(34)

where, \( T_\alpha(.) \) is a threshold operator and \( f \) is the greyscale image obtained by (33). This formulation gives us an easy and efficient way to calculate the interpolates. An example is shown in figure 5(d). Note that, (33) suffers from the same problem as that of Serra’s median.

An alternative simple solution was proposed in [4] to get the interpolates in these kind of situations. Assume that \( X \subseteq Y \). Let \( \bar{d}(X, Y) = \rho \). For all \( x \in Y \setminus X \). Define

\[
f(x) = \begin{cases} 
1 & x \in X \\
1 - \frac{d_e(x, x)}{\rho} & x \in Y \setminus X \\
0 & x \in Y^c
\end{cases}
\]

(35)

Thresholding the greyscale image in (35) gives the interpolates. This method works better in cases as in figure 5. The median image in figure 5(e) is obtained using this method. Meyer’s method is related to the one in definition 3 as shown in following proposition.

Proposition 7. Let \( X \subseteq Y \) be two sets. Serra’s median calculated by (28), is the same as one obtained by (34), taking \( \alpha = 0.5 \).

Note that although Meyer’s median and Serra’s median are the same, in general this need not be true for all interpolates. The main advantage of Meyer’s method is that one can calculate all the interpolates simultaneously and this saves a lot of computation.

Note that the methods described above in (33) and (35) are proposed in a generalized framework as

\[
f(x) = \begin{cases} 
1 & x \in X \\
1 - \frac{d_e(x, x)}{k(d_e(x, Y) + d_e(x, x) + (1-k)\rho)} & x \in Y \setminus X \\
0 & x \in Y^c
\end{cases}
\]

(36)
referred to as universal morphological interpolator. There are several other advantages of universal morphological interpolator as well [15], [13].

VI. GREYSCEALE IMAGES

Recall that the operators of binary images are extended to greyscale images using subgraphs. An important point to note is that not all the three dimensions can be treated the same. Two dimensions belong to the spatial domain, and the third gives the value domain. This impacts the way structuring elements would be handled. This results in two kinds of structuring elements - flat and non-flat as discussed in II-B. In this section we first look at how the interpolation methods discussed above extend to greyscale images. We then analyze the distinction between flat and non-flat structuring elements.

Firstly, note that simply replacing the binary dilation/erosion with greyscale dilation/erosion will enable to extend the interpolations in definitions 1 and 2 to greyscale images as well. Since greyscale images are just sets (subgraphs) in a different space, all the properties generalize accordingly.

Calculating Serra’s median as per definition 3, one needs to verify the validity of series of simplifications in section IV-A. The assumption 1, \( X \cap Y \neq \emptyset \) trivially holds for greyscale images since we consider the subgraphs. This is because of having a value domain. Assumption 2, \( X \subseteq Y \) also holds for greyscale images, since we still are considering sets, although in higher dimensions. Assumption 3, that medians are enough, also would apply greyscale images. Thus, if \( f_1 \) and \( f_2 \) are two 1-d greyscale images, we assume that \( f_1 \geq f_2 \) and the problem of interpolation drops to finding the median element.

Meyer’s median can also be extended to greyscale images using the idea of 3d interpolators and is discussed in [14]. In this section, we only analyze the medians constructed hierarchically, using Serra’s median.

A. Flat vs Non-Flat structuring elements

We say that we get ‘thin’ interpolates between two sets \( X \subseteq Y \) if the \( SKIZ(X,Y^c) \) has empty interior. Otherwise they are called ‘thick’ interpolates. It is easy to see that in binary images we are assured of getting thin interpolates using influence zones. This does not extend to greyscale images. Recall that

\[
SKIZ(X,Y^c) = \{ x \mid \overline{d}(X,x) = \overline{d}(Y^c,x) \}
\]  

(37)

In case of binary images, for any \( X \) and \( x \) we have that \( \overline{d}(X,x) < \infty \). Intuitively, this is the reason why one gets thin interpolates. However, if we consider a greyscale image and a flat structuring element, then it is possible that \( \overline{d}(X,x) = \infty \). Thus, thin interpolates are not assured when considering greyscale images and using flat structuring elements. However, a transformation on the greyscale value domain would allow us to obtain thin interpolates.

**Proposition 8.** Let \( f_1(x) \geq f_2(x) \) for all \( x \), be two greyscale images defined on finite domain \( E \subset \mathbb{R}^2 \). If, \( \inf f_1 \leq \sup f_2 \), then \( SKIZ(f_2,f_1^c) \) has the empty interior; when influence zones are calculated using flat structuring elements.

The proof of proposition 8 follows from noting that in case we have \( \inf f_1 \leq \sup f_2 \), then for all \( x \) either \( \overline{d}(f_2,x) < \infty \) or \( \overline{d}(f_1^c,x) < \infty \). This implies that case when \( \overline{d}(f_2,x) = \overline{d}(f_1^c,x) = \infty \) does not happen, and hence the proposition follows [38], [21].

The above proposition implies that under some regularity conditions, thick boundaries do not appear even with flat structuring elements. It is not tough to see that, there exists a transformation on the value domain, under which one can guarantee \( \inf f_1 \leq \sup f_2 \). A simple transformation is to take

\[
f(x) = \frac{f(x) - \min(f)}{\max(f) - \min(f)}
\]  

(38)

Note that this transformation results in the changes to brightness and contrast in an image. We assume that whenever the method uses flat structuring elements, this transformation is suitably applied.

In summary, the procedure to calculate the median according to definition 3 is

1) Let \( f_1 \) and \( f_2 \) be two greyscale images.
2) Calculate \( f = \min(f_1,f_2) \).
3) Calculate the medians between \( f_1 \) and \( \{x_\alpha\} \) and \( f_2 \) and \( \{y_\alpha\} \). If using flat structuring elements, appropriately scale \( f_1 \) and \( f_2 \).
4) The median between \( f_1 \) and \( f_2 \) is then given by \( \sup\{x_\alpha,y_\alpha\} \).
5) Repeat the above steps iteratively to get the interpolates.

**Which to choose- Flat or Non-Flat?** Usually, Non-flat structuring elements are preferred since (1) they do not result in thick interpolates and (2) Flat structuring elements does not necessarily converge to the source/target images. However, the proposition 8 states that even flat structuring elements can be used and still avoid thick interpolates under some conditions. In practice, it has been observed that non-flat structuring elements gives smoother interpolates as illustrated in the following example.

**Example - Simulated shoreline interpolation:** As an example to illustrate the difference between flat and non-flat structuring elements, we simulate shorelines at two distinct times and calculate the interpolates. Evolving shorelines has also been studied in [31], using medians to extrapolate the shape of the source/target images. The functions \( f_1 \) and \( f_2 \) are shown in figures 6 (a) and (b). The median obtained by flat/non-flat structuring elements is plotted in figures 6 (c) and (d) respectively. It can be seen that the median calculated using non-flat structuring element takes into account the shape of \( f_1 \) better than the median using flat structuring element, between 4 and 8 on the x-axis. This is because, in that patch the flat structuring element cannot go below the minimum. This in effect shows that proposition 8
Fig. 6. (a) Shoreline at time $t = 0$ denoted by the cyan region. (b) Shoreline at time $t = 1$ denoted by the magenta region. The grey region indicates the part which did not change between times $t = 0$ and $t = 1$. (c) Median (boundary) obtained by flat structuring element indicated by the blue line. (d) Median (boundary) obtained by non-flat structuring element indicated by the blue line. (e) Plot of the distances as in (40) between successive interpolates obtained by flat structuring element. (f) Plot of the distances as in (40) between successive interpolates obtained by non-flat structuring element.

is not enough to justify the use of flat structuring elements instead of non-flat structuring elements.

$$L^\infty(f_1, f_2) = \sup_x |f_1(x) - f_2(x)|$$  \hspace{1cm} (40)

To analyze the difference further, hierarchical medians were generated to the level 4 (which gives 16 interpolates in total) for both flat and non-flat structuring elements. Then distance measured by $L^\infty$ (40) is calculated between successive interpolates and plotted in figures 6 (e) and (f). From this, one can deduce that non-flat structuring elements gives smoother interpolates compared to the flat structuring elements especially at the ends. This is because, even though proposition 8 holds true on the whole domain, it fails in the interior (for instance between 4 and 6 in figure 6). So, in order to use flat structuring elements to generate the whole set of interpolates, one has to divide the domain into finer parts and proceed accordingly.

VII. EXTENSIONS AND FUTURE WORK

As stated earlier, another important aim of this paper is to provide a platform for various extensions and future work. In this section, we pose several questions, discuss their importance and possible questions to be answered.

A. Graph based Interpolation

A graph $\mathcal{G} = (V, E)$ is a tuple of a vertex set $V$ and an edge set $E \subseteq V \times V$. An image can be represented as a graph, taking the set of pixels as the vertex set and edges between two adjacent pixels. Recently, MM operators are generalized to graphs [6], [8], [25]. So, a natural question arises - Can we extend the morphological interpolates to graphs as well? We briefly review the question here.

The basic MM operators, dilation and erosion, can be extended to the graphs using the lattice definitions - dilation defined as the operator which preserves the supremum and erosion being the operator which preserves the infimum. There are in fact two different kinds of dilations/erosions one can define - $\delta^\star, \delta^\times, \epsilon^\star, \epsilon^\times$. (Complete details can be found in [6]). The operators $\delta^\star, \epsilon^\star$ map the set of edges to a set of vertices while the operators $\delta^\times, \epsilon^\times$ map a set of vertices to a set of edges.

Defining,

$$\Delta(X) = \delta^\star(\delta^\times(X))$$
$$\mathcal{E}(X) = \epsilon^\star(\epsilon^\times(X))$$

allows us to define the dilation and erosion operators on the set of vertices to vertices. All the above methods to obtain binary interpolates can be directly extended to graphs using these operators instead.

There is also another possibility of extending the operators using only $\delta^\times$ or $\delta^\star$. Each of these operators can be thought of as half-dilations. To represent these, one has to use a different representation of the image using cubical complexes as established in [16].
For greyscale images, one can think of them as binary images in higher dimension as in (5), construct a graph and then proceed as above. However, an alternate solution would be to extend the graph based MM operators to edge weighted graphs and accordingly define the interpolates. The main advantage of extending the framework to graphs is - several kinds of data can be represented in terms of edge weighted graphs. Extending the techniques (non graph based) discussed to RGB scale is non trivial since there is no natural order. This presents a problem with extending the techniques to other domains (in particular for hyperspectral images). On the other hand, it is widely followed practice to convert data into edge weighted graphs and there exists several methods [35]. Thus, extending the techniques of morphological interpolation to graphs would prove useful.

Apart from above, this would allow us to use morphological interpolation techniques for the image upscaling problem using label propagation [20]. The topic of analyzing the graph based interpolations on graphs is a topic of further research.

### B. Problem of median being consistent

Recall that in property 1 we stated that any median must be consistent, and in proposition 4 we have given an equivalent condition for the property to hold. It can be easily seen that the median obtained by using (35) follows this property. However, it is still an open question whether medians proposed in definition 3 satisfies this property or not. Apart from this, other equivalent conditions to the consistency property 1 might provide better insights into the interpolation problem.

### C. Loss function for judging interpolates

An important task is to have an ability of judging interpolates obtained via a loss function. This would allow us to compare different methods of interpolation and maybe obtain new interpolation methods as well. The basic criteria for such a function is

- It should have higher values for non-smooth interpolates compared to smoother interpolates
- Should be independent of the number of interpolates obtained.

As a starting point, one can consider the following metric. Let \(d(I_1, I_2)\) be any metric to measure the distance between two images. For instance \(L^\infty\) measure in(40). Let \(Z = \{Z_0 = Z, Z_1, Z_2, \cdots, Z_n = I_1\}\) be a set of interpolates. Define,

\[
D(Z) = \sup_{0 \leq i < n - 1} d(Z_i, Z_{i+1})
\]  

(41)

This satisfies the condition to penalize non-smooth interpolates. However, increasing the number of interpolates can reduce this metric. Finding a right metric to judge interpolates is also a subject of future research.

Another advantage of having a loss function is that, one can pose the problem of interpolation as an optimization problem which would allow us to solve the interpolation problem by making use of the vast number of techniques in the area of optimization.

### VIII. Conclusion

In this article we reviewed some methods to get a solution to the problem of image interpolation. Constraining the data domain to -science and remote sensing allowed to justify the use of the MM operators (which heuristically simulate geophysical processes). We have reviewed several methods to construct medians and provided the links between existing methods. We have discussed the validity of various assumptions (section IV-A). The argument of flat vs non-flat structuring elements was discussed in section VI. Also, discussed are the problems of future research extending the techniques discussed.
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### Appendix

**Proof for Proposition 2**

**Proof.** Firstly, note that

\[
\bar{d}(X, Z_\alpha) = \bar{d}(X, W_\alpha) \leq \bar{d}(X \cap Y, W_\alpha) = \alpha \rho_2
\]

(42)

Hence we have,

\[
d(X, Z_\alpha) \leq \sup\{\alpha \rho_1, \alpha \rho_2\}
\]

(43)

Taking \(\alpha = 0.5\), we have that

\[
d(X, Z_{0.5}) \leq 0.5 \rho_2
\]

(44)

Similarly, we also have that

\[
d(Y, Z_{0.5}) \leq 0.5 \rho_2
\]

(45)

From triangle inequality,

\[
\rho_2 = d(X, Y) \\
\leq d(X, Z_{0.5}) + d(Y, Z_{0.5}) \\
\leq 0.5 \rho_2 + 0.5 \rho_2 = \rho_2
\]

(46)

Hence we can deduce that

\[
d(X, Z_{0.5}) = d(Y, Z_{0.5})
\]

\(\square\)
Proof for Proposition 3

Proof. Assume, without loss of generality that \( \rho_1 \leq \rho_2 \). Then we have that

\[
\begin{align*}
d(X \cap Y, Z_{0.5}) &= \sup \{d(X \cap Y, W_{0.5}), d(X \cap Y, U_{0.5})\} \\
&= \sup \{0.5 \rho_1, 0.5 \rho_2\} = 0.5 \rho_2
\end{align*}
\]

Also, we have that

\[
\begin{align*}
d(X \cap Y, X \cup Y) &= \sup \{d(X \cap Y, X), d(X \cap Y, Y)\} = \rho_2
\end{align*}
\]

From (42) we have

\[
\begin{align*}
d(X, Z_\alpha) &\leq \sup \{\alpha \rho_2, \alpha \rho_1\} \\
d(Y, Z_\alpha) &\leq \sup \{\alpha \rho_2, \alpha \rho_1\}
\end{align*}
\]

Taking \( \alpha = 0.5 \) we have

\[
\begin{align*}
d(Z_{0.5}, X \cup Y) &= \sup \{d(Z_{0.5}, X), d(Z_{0.5}, Y)\} \\
&\leq 0.5 \rho_2
\end{align*}
\]

Using triangle inequality,

\[
\begin{align*}
\rho_2 &= d(X \cap Y, X \cup Y) \\
&\leq d(X \cap Y, Z_{0.5}) + d(Z_{0.5}, X \cup Y) \\
&\leq 0.5 \rho_2 + 0.5 \rho_2 = \rho_2
\end{align*}
\]

From this we can deduce that

\[
\begin{align*}
d(X \cap Y, Z_{0.5}) = d(X \cap Y, Z_{0.5}) = 0.5 \rho_2
\end{align*}
\]

Proof of Proposition 4

Proof. Here we only provide the intuitive idea of why the proposition is correct. Let \( Z_0 = X \subset Y = Z_1 \). Indicate the median, \( m(Z_{0.5}, Z_{0.5}) \) by \( Z_{(\alpha_1+\alpha_2)/2} \). Thus \( Z_{0.5} = m(Z_0, Z_1) \). Assume that,

\[
Z_{0.5} = m(Z_{0.25}, Z_{0.75}) = m(Z_0, Z_1) = m(Z_{0.5}, Z_{0.5})
\]

Using (26) we get,

\[
Z_{0.5} = m(\lambda_{0.125}, \lambda_{0.875}) = m(Z_0, Z_1) = m(Z_{0.375}, Z_{0.625})
\]

One can continue this to show that, for all \( \epsilon < 0.5 \)

\[
Z_{0.5} = m(Z_{0.5-\epsilon}, Z_{0.5+\epsilon})
\]

This can be generalized to any \( \alpha \), that is

\[
Z_{\alpha} = m(Z_{\alpha-\epsilon}, Z_{\alpha+\epsilon})
\]

by observing that sets \( X \) and \( Y \) are arbitrary. So, the first time we encounter \( \alpha \), we can name the sets \( Z_0 \) and \( Z_1 \) and proceed accordingly.

Proof of Proposition 5

Proof. We have

\[
\begin{align*}
IZ(X | Y^c) &= \bigcup_{\lambda \geq 0} \{(X \oplus \lambda B) \cap (Y^c \oplus \lambda B)^c\} \\
&= \bigcup_{\lambda \geq 0} \{(X \oplus \lambda B) \cap (Y \oplus \lambda B)\} \\
&= m(X, Y)
\end{align*}
\]

The first equality follows from (12). The second equality comes from the duality between dilation and erosion operators [24].

Proof of Proposition 6

Proof. Equation (31) can be obtained by set transformations. To show (32) - Since, we have that, from proposition 5.

\[
\begin{align*}
m(X, Y) &= IZ(X | Y^c) = \{x | \bar{d}(X, x) < \bar{d}(Y^c, x)\}
\end{align*}
\]

and

\[
\begin{align*}
M(X, Y) &= (m(X^c, Y^c))^c \\
&= (IZ(Y^c | X))^c = \{x | \bar{d}(Y^c, x) < \bar{d}(X, x)\}^c \\
&= \{x | \bar{d}(X, x) \leq \bar{d}(Y^c, x)\}
\end{align*}
\]

Thus we have,

\[
\begin{align*}
M(X, Y) \setminus m(X, Y) &= \{x | \bar{d}(X, x) = \bar{d}(Y, x)\} \\
\end{align*}
\]

Proof of Proposition 7

Proof. The proof follows from the fact that, at \( \alpha = 0.5 \) we have that the Meyer’s median consists of

\[
\{x : d_\epsilon(X, x) \leq d_\epsilon(x, Y)\}
\]

In other words, the Meyer’s median is equal to \( IZ(X | Y^c) \), which from proposition 5 equals the one in (28).
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