
HAL Id: hal-01468904
https://hal.science/hal-01468904

Submitted on 15 Feb 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A MINI-COURSE ON MORAVA STABILIZER
GROUPS AND THEIR COHOMOLOGY

Hans-Werner Henn

To cite this version:
Hans-Werner Henn. A MINI-COURSE ON MORAVA STABILIZER GROUPS AND THEIR COHO-
MOLOGY. Algebraic Topology, 2194, pp.149-178, 2017, Lecture Notes in Mathematics, �10.1007/978-
3-319-69434-4_3�. �hal-01468904�

https://hal.science/hal-01468904
https://hal.archives-ouvertes.fr


A MINI-COURSE ON MORAVA STABILIZER GROUPS AND

THEIR COHOMOLOGY

HANS-WERNER HENN

1. Introduction

The Morava stabilizer groups play a dominating role in chromatic stable ho-
motopy theory. In fact, for suitable spectra X, for example all finite spectra, the
chromatic homotopy type of X at chromatic level n > 0 and a given prime p is
largely controlled by the continuous cohomology of a certain p-adic Lie group Gn,
in stable homotopy theory known under the name of Morava stabilizer group of
level n at p, with coefficients in the corresponding Morava module (En)∗X .

These notes notes are slightly edited notes of a mini-course of 4 lectures delivered
at the Vietnam Institute for Advanced Study in Mathematics in August 2013.
The aim of the course was to introduce participants to joint work of the author
with Goerss, Karamanov, Mahowald and Rezk which uses group cohomology in a
crucial way to give a new approach to previous work by Miller, Ravenel, Wilson,
and by Shimomura and his collaborators. This new approach has lead to a better
understanding of old results as well as to substantial new results.

The notes are structured as follows. In section 2 and section 3 we give a short
survey on certain aspects of chromatic stable homotopy theory. In section 2 we
recall Bousfield localization and the chromatic set up. In section 3 we discuss the
problem of finding finite resolutions of the trivial Gn-module Zp and associated
resolutions of the K(n)-local sphere and we describe known resolutions. The form
of these resolutions depend on cohomological properties of the groups Gn and the
remaining sections concentrate on those properties. Section 4 contains an essentially
self contained discussion of some basic group theoretical properties of these groups.
Section 5 discusses the (co)homology of these groups with trivial coefficients; this
is self contained except for the discussion of Poincaré duality and the discussion of
the case n = 2 and p = 3 which is only outlined. Section 6 concentrates mostly
on the continuous cohomology H∗(G1, (E1)∗) and gives a fairly detailed account
on how the short resolutions of the G1-module Zp can be used to understand the
homotopy of LK(1)S

0. This homotopy is closely related to the image of the J-
homomorphism studied in the 1960’s by Adams, Mahowald, Quillen, Sullivan, Toda
and others. Section 6 also contains some brief comments on how the algebraic
resolutions surveyed in section 3 can be used to analyze H∗(G2, (E2)∗), at least for
odd primes.
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2. Bousfield localization and the chromatic set up

This section is a very brief introduction to the chromatic set up. More details
with more references can be found in the introduction of [7].

2.1. Bousfield localization. Let E∗ be a generalized homology theory. Bousfield
localization with respect to E∗ is a functor LE from spectra to spectra together
with a natural transformation λ : X → LEX which is terminal among all E∗-
equivalences. LE exists for all homology theories E∗ [2]. Bousfield-localization
makes precise the idea to ignore spectra which are trivial to the eyes of E∗-homology.

Example LetMG be a Moore spectrum for an abelian group G. Then LMZ(p)
resp.

LMQ are the homotopy theoretic versions of arithmetic localization with respect
to Z(p) resp. Q (e.g. homology groups and homotopy groups of a spectrum get
localized by these functors).

2.2. Morava K-theories. Fix a prime p. We are interested in the localization
functors LK(n) with respect to Morava K-theory K(n). We recall that K(n) is a

multiplicative periodic cohomology theory with coefficient ring K(n)∗ = Fp[v
±1
n ],

where vn is of degree 2(pn − 1) if n > 0. In case n = 0 the convention is that
K(0) =MQ, independant of p. FurthermoreK(n) admits a theory of characteristic
classes and the associated formal group law Γn is the Honda formal group law of
height n.

The functors LK(n) are elementary “building blocks” of the stable homotopy
category of finite p-local complexes in the following sense.

a) The localization functor LK(n) is “simple” in the sense that the category of
K(n)-local spectra contains no nontrivial localizing subcategory, i.e. no non-trivial
thick subcategory which is closed under arbitrary coproducts [14]

b) There is a tower of localization functors

. . .→ Ln → Ln−1 → . . .

(with Ln = LK(0)∨...∨K(n)) together with natural transformations id → Ln such
that

X ≃ holimnLnX

for every finite p-local spectrum X . Furthermore, for each n and p there is a
homotopy pullback diagram (a “chromatic square”)

LnX //

��

LK(n)X

��

Ln−1X // Ln−1LK(n)X

i.e. Ln is determined by LK(n) and Ln−1.

The functors LK(n) do not commute with smash products. Therefore the ap-
propriate smash product of K(n)-local spectra X and Y is given by X ∧K(n) Y :=
LK(n)(X ∧ Y ).
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2.3. LK(n)S
0 as homotopy fixed point spectrum. The functors LK(n) are con-

trolled by cohomological properties of the Morava stabilizer group Sn resp. Gn
where Sn is the group of automorphisms of the formal group law Γn (extended to
the finite field Fq with q = pn). The Galois group Gal(Fq : Fp) acts on Sn and
Gn is defined as semidirect product Gn = Sn ⋊ Gal(Fq : Fp). This group acts
on the Lubin-Tate ring which classifies deformations of Γn (in the sense of Lubin-
Tate). The Lubin-Tate spectrum En is a complex oriented 2-periodic cohomology
theory whose associated formal group law is a universal deformation of Γn; its ho-
motopy groups are given as (En)∗ = π∗(En) = π0(En)[u

±1] with u ∈ π−2(E) and
π0(En) ∼= WFq

[[u1, . . . , un−1]], the ring of power series on n− 1 generators over the
ring of Witt vectors of Fq. The group Gn acts on deformations and hence on (En)∗,
and by the Hopkins-Miller-Goerss theorem [10] this action can be lifted to E∞-ring
spectra, i.e. Gn acts on En through E∞-maps.

By Devinatz-Hopkins [4] the “homotopy fixed point spectrum” EhGn
n can be

identified with LK(n)S
0 and its Adams-Novikov spectral sequence can be identified

with the associated homotopy fixed point spectral sequence

(2.1) Es,t2
∼= Hs

cts(Gn, (En)t) =⇒ πt−sLK(n)S
0 .

Therefore methods of group theory and group cohomology can be used to study
the K(n)-local sphere and more generally the K(n)-local category.

Warning: The “homotopy fixed point spectrum” is taken with respect to the action
of a profinite group. We will not try to explain how this is done in detail but we
insist that in [4] there is a construction such that there is an associated homotopy
fixed point spectral sequence with an E2-term which is given in terms of continuous
group cohomology as in (2.1).

3. Resolutions of K(n)-local spheres

The case n = 0 is both exceptional and trivial: K(0) = MQ = HQ (with HQ

the Eilenberg-MacLane spectrum for the rationals) and LK(0) is rationalization.
From now on we will assume n > 1.

3.1. The example n = 1 and p > 2. The case n = 1 is well understood. In this
case we have E1 = KZp (p-adic complex K-theory). The formal group law Γ is the
multiplicative group law given by 1+(x+Γ y) = (1+x)(1+ y). The endomorphism
ring of Γ over Fp is isomorphic to Zp: in fact, the element p ∈ Zp corresponds
to the endomorphism [p]Γ(x) = (1 + x)p − 1 ≡ xp mod (p) and the canonical
homomorphism Z → End(Γ), n 7→ [n](x) extends to an continuous isomorphism
Zp → End(Γ). Therefore the group G1 = S1 can be identified with Z×

p , the units in
the p-adic integers. The group acts on KZp by Adams operations, and the action
on its homotopy π∗(K) = Zp[u

±1] is via graded ring automorphisms determined by
(λ, u) 7→ λu. If p is odd then Z×

p
∼= Cp−1 ×Zp, and the homotopy fixed points with

respect to Z×
p can be formed in two steps, first with respect to the cyclic group Cp−1

and then with respect to Zp. Taking homotopy fixed points with respect to Cp−1

is quite simple; on homotopy groups it amounts to taking invariants with respect
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to the action of Cp−1. Hence we get

π∗(KZhCp−1
p ) ∼= Zp[u

±(p−1)] .

In fact, KZ
hCp−1
p is the Adams summand of KZp. The Adams operation ψp+1

still acts on KZ
hCp−1
p , taking homotopy fixed points with respect to Zp amounts to

taking the fibre of ψp+1 − id and we get a fibration

(3.1) LK(1)S
0 → KZhCp−1

p
ψp+1−id
−→ KZhCp−1

p .

We will get back to this in section 6.1.1.

3.2. The case that p−1 does not divide n. The fibration (3.1) can be considered
as an example of a KZp-resolution in the sense of Miller [19].

Following Miller we say that aK(n)-local spectrum I is En-injective if the canon-
ical map I → LK(n)(En∧I) splits, i.e. it has a left inverse in the homotopy category.
A sequence of maps X1 → X2 → X3 is said to be En-exact if the composition of the
two maps is nullhomotopic and if [−, I]∗ transforms X1 → X2 → X3 into an exact
sequence of abelian groups for each En-injective spectrum I. An En-resolution of
a spectrum X is a sequence

I• : ∗ → X → I0 → I1 → . . .

such that the sequence is En-exact and each Is is En-injective. If there exists an
integer k ≥ 0 such that k is minimal with the property that Is is contractible for
all s > k then we say that the En-resolution is of length k.

The spectrum En is En-injective because En is K(n)-local and a ring spectrum.

The following result is in essence due to Morava.

Theorem 3.1. [12] If n is neither divisible by p− 1 nor by p then LK(n)S
0 admits

an En-resolution of length n2 in which each Is is a summand in a finite wedge of
En’s.

Remarks a) Suppose G = limαGα is a profinite group and suppose p is a prime.
We write Zp[[G]] = limαZp[Gα] for the profinitely completed group algebra over
Zp. Likewise, for a profinite set S = limαSα we write Zp[[S]] for limαZp[Sα]. The
theorem is derived from the existence of a finite projective resolution of length n2

P• : 0 → Pn2 → . . .→ P0 → Zp → 0

of the trivial Gn-module Zp in the category of profinite Zp[[Gn]]-modules. A more
precise form of the theorem is that the En-resolution “realizes the projective reso-
lution” in the sense that there is an isomorphism of chain complexes

(3.2) Homcts(P•, (En)∗) ∼= E∗(I•)

where here and elesewhere in these notes we adopt the convention that (En)∗X for
K(n)-local X means π∗(En ∧K(n) X).
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b) The assumption that n is divisible by p (but not by p−1) is not a very serious
restriction. There is still a useful variation of this theorem which holds. However,
the assumption that n is not divisible by p− 1 is quite crucial.

3.3. The example n = 2 and p > 3. In the case n = 2 and p > 3 (even if p = 3)
the group G2 can be decomposed as a product G2

∼= G1
2×Zp (cf. section 5.4). The

following two results are analogues of results of Ravenel (cf. chapter 6 of [22]).

Theorem 3.2. [12] There is an exact complex of projective Zp[[G
1
2]]-modules

0 → C3 → C2 → C1 → C0 → Zp → 0

with C0 = C3 = Z3[[G2/F2(p2−1)]] and C1 = C2 = Z3[[G
1
2]]⊗Zp[F2(p2−1)]

λ1−p where

λ1−p is a certain projective Zp[F2(p2−1)]-module of Zp-rank 2 and F2(p2−1) is a

maximal finite subgroup of order 2(p2 − 1) of G1
n.

Theorem 3.3. [12] There exists a fibration

LK(2)S
0 → E

hG1
2

2 −→ E
hG1

2
2

and an E2-resolution

∗ → E
hG1

2
2 → X0 → X1 → X2 → X3 → ∗

with X0 = X3 = E
hF2(p2−1)

2 and X1 = X2 = Σ2(p−1)E
hF2(p2−1)

2 ∨ Σ2(1−p)E
hF2(p2−1)

2 .

3.4. The example n = 1 and p = 2. This case is again well understood. The
isomorphism G1 = Z×

2
∼= C2 × Z2 allows, as before, to form the homotopy fixed

points in two stages and we obtain the following fibration

(3.3) I• : LK(1)S
0 → KZ

hC2
2

ψ3−id
−→ KZ

hC2
2 .

The homotopy fixed points KZ
hC2
2 can be identified with 2-adic real K-theory

KOZ2. Note that this is not an example of Theorem 3.1, in fact a finite length
En-resolution as in Theorem 3.1 cannot exist in this case because G1 contains an
element of order 2, and hence H∗

cts(G1,F2) is nontrivial in arbitrarliy high cohomo-
logical degrees. Nevertheless this is a very useful substitute. We will get back to
this in section 6.1.2.

3.5. The general case p − 1 divides n. The natural question arises whether
there are generalizations of the fibre sequence (3.3) for higher n and p such that
p − 1 divides n. What could they look like? In other words, can we explain the
appearance of KZ

hC2
2 in (3.3) so that it fits into a more general framework?

A good point of view is provided by group cohomology as follows:

Applying the functor KZ2∗ to (3.3) gives a short exact sequence

0 → KZ2∗ → KZ2∗(KZ
hC2
2 ) → KZ2∗(KZ

hC2
2 ) → 0

in which KZ2∗(KZhC2
2 ) can be identified with the group of continuous homomor-

phisms from the permutation module Z2[[Z
×
2 /C2]] to (KZ2)∗. The fibre sequence
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(3.3) can therefore be considered as a homotopy theoretic realization of the exact
sequence of profinite Z2[[Z

×
2 ]]-modules (cf. section 6.1)

(3.4) P• : 0 → Z2[[Z
×
2 /C2]] → Z2[[Z

×
2 /C2]] → Z2 → 0 .

in the sense that KZ2∗(I•) ∼= Homcts(P•,KZ2∗) where I• is the fibration of (3.3)
and P• the exact sequence of (3.4). However, in this case I• is not a KZ2-resolution
in the sense of section 3.2 and P• is not a free (neither a projective) resolution but
rather a resolution by permutation modules.

This suggests that we should look for a resolution of the trivial Gn-module Zp in
terms of permutation modules Zp[[Gn/F ]] with F running through finite subgroups
(or summands thereof) and try to realize those in the sense of (3.2). In fact, if F
is any finite subgroup of Gn there is a canonical isomorphism

(3.5) (En)∗E
hF
n

∼= Homcts(Zp[[Gn/F ]], En∗) .

This leads to the following questions?

Questions: 1) Are there resolutions of finite length and finite type of the trivial
Zp[[Gn]]-module Zp by (direct summands of) permutation modules of the form
Zp[[Gn/F ]] for finite subgroups F ⊂ Gn?

2) Can these resolutions be realized by resolutions of spectra where the resolving
spectra are the corresponding homotopy fixed point spectra with respect to these
finite subgroups?

3) If the answers to (a) and (b) are yes, how unique are these resolutions?

Here we call a sequence of spectra

∗ → X = X−1 → X0 → X1 → . . .

a resolution of X if the composite of any two consecutive maps is nullhomotopic
and if each of the maps Xi → Xi+1, i ≥ 0, can be factored as Xi → Ci → Xi+1

such that Ci−1 → Xi → Ci is a cofibration for every i ≥ 0 (with C−1 := X−1). We
say that the resolution is of length n if Cn ≃ Xn and Xi ≃ ∗ if i > n.

Remark The group Sn is of finite virtual mod-p cohomological dimension (vcdp)
equal to n2, i.e. there is a finite index subgroup whose continuous mod-p cohomol-
ogy vanishes in degrees > n2. In the case of a discrete group G of finite vcdp there is
a geometric source for resolutions of the trivial module Zp by permutation modules
of the form Zp[G/F ] with F runing through finite subgroups. In fact, they can be
obtained as the cellular chains of a contractible finite dimensional G-CW -complex
on which G acts with finite stabilizers. Such spaces always exist (if vcdp(G) <∞)
and hence such resolutions always exist. In our case such spaces are not known to
exist and we have to manufactor our resolutions by hand.

3.6. The example n = 2 and p = 3. This is the first new case.

Theorem 3.4. [7] There is an exact complex of Z3[[G
1
2]]-modules

0 → C3 → C2 → C1 → C1 → Z3 → 0
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with C0 = C3 = Z3[[G2/G24]] and C1 = C2 = Z3[[G
1
2]] ⊗Z3[SD16] χ where SD16 is

a maximal finite subgroup of G2 which is isomorphic to the semidihedral group of
order 16, χ is a suitable character χ of SD16 defined over Z3, and G24 is another
maximal finite subgroup of order 24 of G2.

Theorem 3.5. [7] There exists a fibration

LK(2)S
0 → E

hG1
2

2 −→ E
hG1

2
2

and a resolution of E
hG1

2
2 of length 3

∗ → E
hG1

2
2 → X0 → X1 → X2 → X3 → ∗

with X0 = EhG24
2 , X1 = Σ8EhSD16

2 ≃ X2 = Σ40EhSD16
2 and X3 = Σ48EhG24

2 .

Remarks a) The homotopy fixed point spectrum EhSD16
2 is 16-periodic and the

suspensions Σ8EhSD16
2 and Σ40EhSD16

2 are due to the presence of the character χ

in the previous theorem. The (E2)∗-homology of EhG24
2 is 24-periodic and this

resolution realizes the one of the previous theorem in the same sense as before, i.e.
there is an isomorphism of complexes (E2)∗(X•) ∼= Homcts(C•, (E2)∗). However,

the spectrum EhG24
2 itself is only 72-periodic and the 48-fold suspension appearing

with X3 is a homotopy theoretic subtlety which is not explained by the algebra.

b) The spectrum EhG24
2 is a version of the Hopkins-Miller higher real K-theory

spectrum EO2. It is equivalent to LK(2)tmf , the K(2)-localization of the spectrum
tmf of topological modular forms at p = 3.

There is a second resolution which can be described as follows: we choose an
8-th primitive roof of unity in WF9 . This defines a one-dimensional faithful rep-
resentation of C8 over WF9 which we denote it by λ1, and its k-th tensor power
by λk. Then the λk are naturally Z3[SD16]-modules and λ4 splits as λ4,+ ⊕ λ4,−.
Furthermore λ4,− is the representation χ of 3.4.

The following results are implicit in [6].

Theorem 3.6. [12] There is an exact complex of Z3[[G
1
2]]-modules

0 → Z3[[G
1
2/SD16]] → Z3[[G

1
2]]⊗Z3[SD16] λ2 →

(Z3[[G
1
2]]⊗Z3[G24]χ̃)⊕ (Z3[[G

1
2]]⊗Z3[SD16] λ4,−) → Z3[[G

1
2/G24]] → Z3 → 0

where χ̃ is a suitable nontrivial one-dimensional character of G24 defined over Z3.

Theorem 3.7. [12] There exists a resolution of E
hG1

2
2 of length 3

∗ → E
hG1

2
2 → EhG24

2 →Σ36EhG24
2 ∨ Σ8EhSD16

2 →

→Σ4EhSD16
2 ∨Σ12EhSD16

2 → EhSD16
2 → ∗ .

Remark As in Theorem 3.5 the suspensions are due to the presence of the characters
in the previous theorem.
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3.7. Permutation resolutions and realizations.

Proposition 3.8. [12] Let p be an odd prime and n = k(p− 1) with k 6≡ 0 mod p.
Then the trivial Zp[[Gn]]-module Zp admits a resolution of finite length in which all
modules are finite direct sums of modules which are of the form Zp[[Gn/F ]] with F
a finite subgroup of Gn.

In the case of general profinite groups G work of Symonds [26] suggests that
such resolutions exist under suitable finiteness assumptions on G. In the case of
the stabilizer group [12] provides a more direct approach to their construction.

Theorem 3.9. [12] For p odd and n = p − 1 there is a resolution of LK(n)S
0 of

finite length in which all spectra are summands in finite wedges of spectra of the
form EhFn and F is a finite subgroup of Gn.

3.8. Applications and work in progress. The pioneering work of Shimomura
and collaborators on calculating the homotopy groups π∗(LK(2)X) for X = S0 [24]

resp. the Moore spectrum V (0) [23] at the prime 3 and of π∗(LK(2)S
0) for primes

p > 3 [25] have been poorly understood by the community. Therefore an alternative
approach (using group cohomology in a systematic way) is useful. Accomplished
respectively ongoing projects include the following:

3.8.1. The exact complex of Theorem 3.4 has been made into an efficient calcula-
tional tool in the thesis of Nasko Karamanov [15]. This has lead to calculations at
p = 3 of π∗(LK(2)X) for X = V (1), the cofibre of the Adams self map of V (0) [6],
as well as for V (0) [13]. The results in [13] refine Shimomura’s results of [23] and
correct some errors. The case of S0 is a joint project with Goerss, Karamanov and
Mahowald. Details should appear in the near future.

The main result of [7] together with partial information from [13] have lead to
major structural results on the homotopy category of K(2)-local spectra at the
prime 3: the rational homotopy of LK(2)S

0 has been calculated and the chromatic
splitting conjecture for n = 2 and p = 3 has been established in [8], the Picard
group of smash-invertible K(2)-local spectra has been calculated in [16] and [9] and
the Brown-Comenetz dual of the sphere has been determined in [5].

3.8.2. The exact complex of Theorem 3.2 has been turned into an efficient calcu-
lational tool in the thesis of O. Lader [17]. Among other things he has recovered
Shimomura’s calculation of π∗LK(2)V (0) and Hopkins unpublished calculation of
the Picard group Pic2, both for primes p > 3.

3.8.3. Resolutions for n = p = 2 which resemble those of section 3.5 were announced
in [12] although the precise form of X3 in the analogue of Theorem 3.5 remained
unclear at the time. These resolutions have since been constructed in the recent
Northwestern theses of Agnès Beaudry and Irina Bobkova. Beaudry has used this
to disprove the chromatic splitting conjecture at n = p = 2 [1]. The resolutions
can be expected to lead to further progress in K(2)-local homotopy at the prime 2
similar to the case of the prime 3 mentioned in subsection 3.8.1 above.
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In the remaining sections 4-6 of these notes we will explain some of the algebraic
aspects of this story in more detail, in particular group theoretical and cohomolog-
ical properties of Gn. The homotopy theoretic aspects will mostly remain in the
background.

4. The Morava stabilizer groups. First properties

There are different ways to discuss these groups. They arise in stable homotopy
theory as automorphism groups of certain p-typical formal group laws Γn defined
over Fp. For our purposes it seems best to introduce them as follows.

Definition 4.1. Let p be a prime and let On be the non-commutative algebra
over W(Fpn), the ring of Witt vectors for the field Fpn , generated by an element S
subject to the relations Sn = p and Sw = wσS for each w ∈ W(Fpn) where w

σ is
the result of applying the lift of Frobenius on w. In other words

(4.1) On = W(Fpn)〈S〉/(S
n = p, Sw = wσS) .

Remarks (on Witt vectors) a) The ring of Witt vectors W(Fpn) is a Zp-algebra
which is a complete local ring with maximal ideal (p). It is an integral domain
which is free of rank n as Zp-module. As the notation suggests W is a functor, say
from the category of finite field extensions of Fp to the category of integral domains
which are unramified Zp-algebras.

b) Because of functoriality the Frobenius automorphism of Fpn lifts to a Zp-algebra
automorphism.

c) By Hensel’s lemma each root of unity in F×
pn lifts uniquely to a root of unity in

W(Fpn).

d) Each element of w ∈ W(Fpn) can be uniquely written as
∑

i≥0 wip
i where all

wi ∈ W(Fpn) satisfy w
pn

i = wi. (Already for n = 1 this is a non-trivial statement).

e) A concrete construction (which, however, does not immediately reveal the func-
toriality of the construction) can be given as follows. Over Fp[X ] the polynomial

Xpn −X can be factored as product of irreducible polynomials whose degrees di-
vide n. For each divisor d of n there is at least one factor pd of degree d. Then
Fpn ∼= Fp[X ]/(pn) and W(Fpn) ∼= Zp[X ]/(p̃n) where p̃n is any lift of pn to a poly-
nomial p̃n ∈ Zp[X ].

Remarks (on On) a) The left W(Fpn)-submodule of On generated by S is a two
sided ideal with quotient On/(S) ∼= Fpn and On is complete with respect to the
filtration given by the powers of the ideal (S). In fact, On is a non-commutative
complete discrete valuation ring. The valuation v is normalized such that v(p) = 1,
i.e. v(S) = 1

n .
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b) On is a free W(Fpn)-module of rank n. A basis is given by the elements
1, S, . . . Sn−1 and every element in x ∈ On can be uniquely written as

x =

n−1∑

i=0

aiS
i

with ai ∈ W(Fpn), and thus as

x =

∞∑

j=0

xjS
j

with all xj ∈ W(Fpn) satisfying xp
n

j = xj . In fact, if ai =
∑∞

j=0 ai,jp
j then

xi+jn = ai,j .

c) Inverting p makes On into a division algebra Dn which is central over Qp and free
of rank n2 as a vector space over Qp. In fact, On is a domain and if x =

∑
j≥k xjS

j

with xk 6= 0, then x = Skx′ and x′ is invertible in On. Inverting p also inverts S
and thus every nontrivial element admits an inverse.

d) The Galois group Gal(Fnp : Fp) of the extension Fp ⊂ Fpn acts on On by algebra

automorphisms via (σ,
∑n−1

i=0 xiS
i) 7→

∑n−1
i=0 x

σ
j S

j where as before xσj is the result

of applying the lift of Frobenius to xj . We note that by the relation in (4.1) this
action of Frobenius can be realized by conjugation by S inside D×

n .

Definition 4.2. The n-th Morava stabilizer group at p is defined as the group of
units in On. It is denoted Sn, i.e. Sn = O×

n . The extended n-th Morava stabilizer
group at p is the semidirect product Gn := Sn ⋊Gal(Fnp : Fp).

Remarks a) Because On is a complete (non-commutative) discrete valuation ring,
an element x ∈ On is invertible in On if and only if v(x) = 0.

b) It can be shown that Sn is the group of automorphisms of a suitable formal
group law Γn (associated to the complex oriented cohomology theory given by
Morava K-theory K(n)). The group law Γn is already defined over Fp but Sn is its
automorphism group considered as a formal group law over the field Fpn .

4.1. The Morava stabilizer group as a profinite group. The filtration of On

by powers of (S) leads to a very useful filtration of Sn. For i =
k
n with k ∈ N we let

Fi := FiSn := {x ∈ Sn |x ≡ 1 mod (Sin)}

Then we get a decreasing filtration

(4.2) Sn = F0 ⊃ F 1
n
⊃ F 2

n
⊃

by normal subgroups and Sn is complete and seperated with respect to this filtra-
tion, i.e. the canonical map Sn → limiSn/FiSn is an isomorphism. In particular
Sn is a profinite group. Furthermore F 1

n
Sn is the kernel of the reduction homomor-

phism
Sn = O×

n → F×
pn .

This group is also denoted by Sn and is often called the strict Morava stabilizer
group. Furthermore for each i = k

n > 0 there are canonical isomorphism
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(4.3) F k
n
/F k+1

n
→ Fpn , x = 1 + aSk 7→ a

if a ∈ On and if a denotes the residue class of a in On/(S) ∼= Fpn . In particular

Sn/Fi is a finite p-group for each i > 0 and Sn is a profinite p-group. As Sn is also
normal in Sn, Sn is the p-Sylow subgroup of the profinite group Sn. Furthermore
the exact sequence

1 → Sn → Sn → F×
pn → 1

splits, i.e. Sn ∼= Sn ⋊ F×
pn is a semidirect product. In fact, the splitting is given by

Remark c on Witt vectors above.

4.2. The associated mixed Lie algebra of Sn. The associated graded object
grSn with respect to the above filtration with

griSn := F k
n
Sn/F k+1

n
Sn

for i = k
n becomes a graded Lie algebra with Lie bracket [ā, b̄] induced by the

commutator [x, y] := xyx−1y−1 in Sn. Furthermore, if we define a function ϕ from

{ kn |k = 1, 2, . . .} to itself by ϕ(i) := min{i+ 1, pi} then the p-th power map on Sn
induces maps

P : griSn −→ grϕ(i)Sn

which define on grSn the structure of a mixed Lie algebra in the sense of Lazard
[18]. If we identify the filtration quotients with Fpn as above then the Lie bracket
and the map P are explicitly given as follows.

Proposition 4.3. [11] Let ā ∈ griSn, b̄ ∈ grjSn. With respect to the isomorphism
(4.3) the mixed Lie algebra structure maps are given by

a)

[ā, b̄] = āb̄p
ni

− b̄āp
nj

∈ gri+jSn

b)

P ā =





ā
ppni

−1

pni
−1 i < (p− 1)−1

ā+ ā
ppni

−1

pni
−1 i = (p− 1)−1

ā i > (p− 1)−1 .

Proof. a) Write i = k
n , j = l

n and choose representatives x = 1 + aSk ∈ FiSn,

y = 1 + bSl ∈ FjSn. Then x−1 = 1 − aSk mod Sk+1, y−1 = 1 − bSl mod Sl+1

and the formula

xyx−1y−1 = 1 + ((x − 1)(y − 1)− (y − 1)(x− 1))x−1y−1

shows

xyx−1y−1 = 1 + (aSkbSl − bSlaSk) mod Sk+l+1 .

Because On/(S) ∼= W(Fpn)/(p) we can choose a and b from W(Fpn). Then Sw =
wσS and wσ ≡ wp mod (p) give the stated formula.
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b) Again we write i = k
n and we choose a representative x = 1+aSk with a ∈ WFpn

.

Consider the expression xp =
∑

r

(
p
r

)
(aSk)r. Because

(
p
r

)
is divisible by p for

0 < r < p and because Sn = p we get

xp ≡ 1 + aSn+k + . . .+ (aSk)p mod S2k+n .

Furthermore, modulo Skp+1 we get

(aSk)p = aaσ
k

. . . aσ
(p−1)k

Spk ≡ aap
k

. . . ap
(p−1)k

Spk ≡ a1+p
k+...+p(p−1)k

Spk .

Now we only have to determine whether pk is smaller resp. equal resp. larger than
n + k. i.e. whether pi is smaller resp. equal resp. larger than 1 + i. These cases
are equivalent to i < (p − 1)−1 resp. i = (p − 1)−1 resp. i > (p − 1)−1 and hence
we are done. �

4.3. Torsion in the Morava stabilizer groups. As an immediate consequence
of Proposition 4.3 we obtain the following result.

Corollary 4.4.

a) If g ∈ Fi has finite order and i > (p− 1)−1 then g = 1.

b) Sn is torsionfree if n is not divisible by p− 1. �

Examples a) In particular, if n = 1 and p > 2 and n = 2 and p > 3 then the groups
Sn are torsionfree.

b) For n = 1 we have On = Zp, S1 = {x ∈ Z×
p | x ≡ 1 mod (p)}. Furthermore, it

is well known that

Z×
p
∼=

{
F1 × F×

pn p > 2

F2 × {±1} p = 2

and F1 is isomorphic to the additive group Zp if p is odd. For p = 2 it is F2 which
is isomorphic to the additive group Z2.

c) For n = 2 the group S2 is nonabelian and its structure is complicated. Non-trivial
torsion elements can exist only if p = 2 or p = 3.

For p = 3 a non-trivial torsion element must be nontrivial in F 1
2
/F1. An easy

calculation shows that if ω is a fixed chosen primitive 8-th root of unity in WF9

then the element

(4.4) a = −
1

2
(1 + ωS)

satisfies a3 = 1. (It is clearly in F 1
2
and its image in F 1

2
/F1 is ω.)

For p = 2 there is always, i.e. for each n, the element −1 = 1 − Sn which is in
F1 and is a nontrivial element of order 2. If n = 2 there are elements of order 4
which must be nontrivial in F 1

2
/F1.

d) If n = 4 and p = 2 there is a chance for the existence of elements of order 8
which are nontrivial in F 1

4
/F 2

4
. In fact, such elements exist and they are in the

background of the recent solution of the Kervaire invariant one problem by Hill,
Hopkins and Ravenel.
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5. On the cohomology of the stabilizer groups with trivial

coefficients

The stabilizer groups are examples of p-adic Lie groups. For such groups the
category of profinite modules over Zp[[G]] has enough projectives and one can de-
fine continous cohomology with coefficients in a profinite Zp[[G]]-module M sim-
ply as Hs

cts(G,M) = ExtsZp[[G]](Zp,M). Likewise one can define continuous ho-

mology with coefficients in a profinite Zp[[G]]-module N simply as Hcts
s (G,M) =

TorZp[[G]]
s (Zp, N). In the sequel cohomology resp homology will always be continu-

ous cohomology resp continuous homology and we will simply write is as H∗(G,M)
resp. H∗(G,M).

5.1. H1. The stabilizer group made abelian. The commutator formula in
Proposition 4.3 can be used to calculate the abelianization of the groups Sn. In this
profinite setting it is the quotient Sn/[Sn, Sn] which identifies with the homology
H1(Sn,Zp). (Here E denotes the closure of a given subset E ⊂ Sn). Likewise

H1(Sn,Z/p) identifies with the quotient Sn/〈[Sn, Sn], S
p
n〉.

Here is the crucial lemma on commutators.

Lemma 5.1. Let p be any prime and let k and l be integers > 0.

a) If k+1
n is not an integer then the commutator map gr k

n
Sn ⊗ gr 1

n
Sn → gr k+1

n
Sn

is onto.

b) If k+1
n is an integer then the image of the commutator map gr k

n
Sn ⊗ gr 1

n
Sn →

gr k+1
n
Sn is equal to the kernel of the trace tr : Fpn → Fp

c) If k+l
n is an integer then the image of the commutator map gr k

n
Sn ⊗ gr l

n
Sn →

gr k+l
n
Sn is contained in the kernel of the trace tr : Fpn → Fp.

Proof. a) By Proposition 4.3 the commutator map is given by the formula

[ā, b̄] = āb̄p
k

− b̄āp

By taking b = 1 one sees that all elements of the form ā− āp belong to the image.
This is an Fp-linear subspace of Fpn of Fp-codimension 1 which is contained in and

therefore equal to the kernel of the trace. Furthermore, if k+ln is not an integer, it

is enough to exhibit a couple (ā, b̄) such that

tr(āb̄p
k

− b̄āp) = tr(āp(b̄p
k+1

− b̄) 6= 0 .

Now, if k + 1 is not divisible by n there exists b̄ such that c := b̄p
k+1

− b̄ 6= 0.
Because the trace is a nontrivial linear form and because

Fpn → Fpn , ā→ āpc

is bijective we are done.
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b) If k+1
n is an integer, i.e. k + 1 divisible by n, then b̄p

k+1

− b̄ = 0 for all b̄ and
therefore

tr(āb̄p
k

− b̄āp) = tr(āp(b̄p
k+1

− b̄) = 0 .

On the other hand we have already seen in the proof of (a) that the kernel of the
trace is in the image of the commutator map.

c) In general the commutator map gr k
n
Sn ⊗ gr l

n
Sn → gr k+l

n
Sn is given by

[ā, b̄] = āb̄p
k

− b̄āp
l

and hence

tr(āb̄p
k

− b̄āp
l

) = tr(āp
l

(b̄p
k+l

− b̄)) .

If k+ln is an integer then k + l is divisible by n and hence b̄p
k+l

− b̄ = 0. �

Proposition 5.2. Let p be an odd prime and n > 1. Then

H1(Sn,Zp) ∼= Zp ⊕ (Z/p)n .

As topological generator of Zp one can choose 1+ cSn = 1+ 2c where c is in WFpn

of valuation 0 with tr(c̄) 6= 0 and as generators of the n summands Z/p one can

choose the elements 1+ωp
j

S, j = 0, . . . , n−1 of order p where ω is a fixed primitive
root of unity of order pn − 1.

Proof. The filtration on Sn introduced in (4.2) induces one on Sn/[Sn, Sn] and

Lemma 5.1 shows that gri(Sn/[Sn, Sn]) is isomorphic to griSn ∼= Fq if i = 1
n ,

isomorphic to the image of tr : Fq → Fp) if i is an integer, and zero other-

wise. By Proposition 4.3 the induced p-th power map sends gri(Sn/[Sn, Sn])

isomorphically to gri+1(Sn/[Sn, Sn]) if i is an integer, and it is clearly trivial

on gr 1
n
(Sn/[Sn, Sn]) except possibly if n = p. Furthermore, if n = p we get

tr(P (ā)) = tr(ā1+p+...p
(p−1)

) = 0 because ā1+p+...p
(p−1)

is fixed by Frobenius and
thus the trace is p times this element, hence trivial modulo p. Now Lemma 5.1
implies that the induced p-th power map is always trivial on gr 1

n
(Sn/[Sn, Sn]) and

this implies the result. �

Proposition 5.3. Let p = 2 and n > 1. Then

H1(Sn,Z2) ∼= Z2 ⊕ (Z/2)n+1 .

As topological generator of Z2 one can choose 1+cS2n = 1+4c and as generators of

the n+1 summands Z/2 one can choose the elements 1+cSn, 1+ω2kS, k = 1, . . . , n,
where c is in WF2n

of valuation 0 and tr(c̄) 6= 0, and ω is a fixed primitive root of
unity of order 2n − 1.

Proof. Again the filtration on Sn introduced in (4.2) induces one on Sn/[Sn, Sn]

and the previous lemma shows that gri(Sn/[Sn, Sn]) is isomorphic to griSn ∼= Fq
if i = 1

n and isomorphic the image of tr : Fq → Fp if i is an integer, and zero

otherwise. By Proposition 4.3 the induced p-th power map on gri(Sn/[Sn, Sn])

sends gri(Sn/[Sn, Sn]) isomorphically to gri+1(Sn/[Sn, Sn]) if i is an integer > 1,
and it is clearly trivial on gri except possibly if i = 1

2 or i = 1. The same argument
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as in the previous proof shows that the induced p-th power map is trivial on gr 1
2
.

For i = 1 Proposition 4.3 gives

P (ā) = ā+ ā
22n−1

2n−1 = ā+ ā2
n+1 = ā+ ā2 .

The trace of this element is again trivial and the result follows once again by Lemma
5.1. �

Corollary 5.4. Let p be a prime and n > 1. Then

H1(Sn,Z/p) ∼=

{
(Z/p)n+1 p > 2

(Z/2)n+2 p = 2 . �

5.2. The chomology of S1. This case is fairly easy.

Proposition 5.5.

a) If p is odd then

H∗(S1,Zp) ∼=

{
Zp n = 0, 1

0 else .

b) If p = 2 then

H∗(S1,Zp) ∼=

{
Z2 n = 0, 1

Z/2 n ≥ 2 .

Proof. We have S1 = Zp if p > 2 and S1 = Z×
2

∼= Z/2 × Z2 if p = 2. The
result follows therefore as soon as we know that Hn(Zp,Zp) ∼= Zp if n = 0, 1 and
trivial otherwise. (For p = 2 we use the Kuenneth theorem). Now cohomology is

calculated from a resolution of the trivial module Zp by projective modules over
the completed group ring Zp[[Zp]]. There is an obvious algebra homomorphism
from the polynomial algebra Zp[T ] to the group algebra Zp[Zp] which sends T to
t − e where t is a topological generator of the group Zp. This map extends to a
continuous homomorphism from the power series ring Zp[[T ]] to Zp[[Zp]] which can
be checked to be an isomorphism. In fact, this isomorphism is the starting point
for Iwasawa theory in number theory (cf. [20]). Now it is obvious that the trivial
Zp[[T ]]-module Zp admits a projective resolution

(5.1) 0 → Zp[[T ]]
T

−→ Zp[[T ]] → Zp

and the result follows. �

5.3. Structural properties of H∗(Sn,Z/p). Proposition 5.5 and its proof yield
immediately the additive structure of H∗(S1,Z/p) resp. of H∗(Zp,Zp). In fact,
there is a cup product structure which is uniquely determined by the additive
result.
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Proposition 5.6. Let p be any prime. Then

H∗(Zp,Z/p) ∼= ΛZ/p(H
1(S1,Z/p)) ∼= Λ(e)

with e ∈ H1 given by the reduction homomorphism Zp → Z/p considered as an
element in H1(Zp,Z/p) = Hom(Zp,Z/p) and ΛZ/p denotes the exterior algebra
over Z/p. �

Via the Kuenneth theorem we get the following corollary.

Corollary 5.7. Let p be any prime. Then

H∗(Znp ,Z/p)
∼= ΛZ/p(H

1(Znp ,Z/p))
∼= ΛZ/p(e1, . . . , en) .

with ei ∈ H1 for i = 1, . . . , i = n, a dual basis of Znp/(p) and ΛZ/p denoting the
exterior algebra over Z/p. �

An interesting feature of the stabilizer groups is that although they do not con-
tain abelian subgroups of rank > n (i.e. free Zp submodules of rank > n) they do
contain finite index subgroups which look abelian of rank n2 from the point of view
of mod-p cohomology. The following result follows from [18].

Proposition 5.8.

a) Let p > 2 and let i = k
n ≥ 1. Then

H∗(Fi,Z/p) ∼= ΛZ/p(H
1(Fi,Z/p)) ∼= ΛZ/p(ei,j)

where 0 ≤ i, j ≤ n− 1 and ei,j is dual to to 1 + ωiSk+j.

b) For p = 2 the same result holds if i = k
n > 1.

Corollary 5.9. The mod-p cohomology ring of Sn is a noetherian algebra over
Z/p.

Proof. This follows from Proposition 5.8 by analyzing the spectral sequence of the
group extension 1 → Fi → Sn → Sn/Fi → 1. �

Definition 5.10. Let p be any prime. A profinite p-group is called a Poincaré
duality group of dimension d if

• Hs(G,Z/p) is finite dimensional for each s ≥ 0

• Hd(G,Z/p) ∼= Z/p

• The cup productHs(G,Z/p)×Hd−s(G,Z/p) → Hd(G,Z/p) is a nondegenerate
bilinear form for each s > 0.

Examples a) Zdp is a Poincaré duality group of dimension d.

b) FiSn is a Poincaré duality group of dimension n2 whenever i = k
n ≥ 1 if p > 2,

and whenever i > 1 if p = 2.
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Theorem 5.11. [18] Suppose that G is a profinite p-group without torsion which
contains a finite index subgroup which is a Poincaré duality group of dimension n.
Then G is itself a Poincaré duality group of dimension n.

5.4. The reduced norm and a decomposition of Sn. If n = 2 and p > 3 then
S2 is torsionfree and hence it is a Poincaré duality group of dimension 22 = 4. In
fact, we can even reduce to the case of a Poincaré duality group 3 as follows.

In the case of general n and p we consider On as a left W(Fpn)-module of rank
n. Multiplying on the right gives a multiplicative homomorphism

On →Mn(W(Fpn))

and hence

Sn → GLn(W(Fpn)) .

Following this by the determinant gives a homomorphism Sn → (W(Fpn))
× which

is invariant with respect to the natural actions of Gal(Fpn : Fp). On the other hand
we have noted in the remark preceeding Definition 4.2 that the Galois action on Sn
is induced by conjugation by the element S in D×

n . It follows that the determinant
restricted to Sn takes its values in the Galois invariant part Z×

p of W(Fp2)
×.

If n = 2 this can also be seen by an easy calculation as follows. If we choose 1
and S as W(Fp2) basis for O2 then right multiplication defines

O2 →M2(W(Fp2 )), a+ bS 7→

(
a pbσ

b aσ

)

with obviously Galois-invariant determinant.

The resulting homomorphism Sn → Z×
p is often called the reduced norm. Re-

stricted to the central Z×
p in Sn the reduced norm is given by the n-th power map.

By restricting to the p-Sylow subgroup and assuming that p does not divide n we
get a splitting of the sequence

1 → S1
n → Sn → P (Z×

p ) → 1

where P (Z×
p ) is the p-Sylow subgroup of Z×

p .

Proposition 5.12. Suppose p does not divide n. Then the group Sn is isomorphic
to the direct product of its subgroups S1

n and P (Z×
p ), i.e.

Sn ∼=

{
S1
n × {g ∈ Z×

p | g ≡ 1 mod (p)} p > 2

S1
n × Z×

2 p = 2 . �

5.5. Cohomology in case n = 2 and p > 2.

5.5.1. The case p > 3. In this case we have

S2
∼= S1

2 × {g ∈ Z×
p | g ≡ 1 mod (p)} ∼= S1

2 × Zp

The group S2 is a Poincaré duality group of dimension 4, hence S1
2 is a Poincaré

duality group of dimension 3. Calculating its mod p-cohomology is therefore easy.
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By Poincaré duality it is enough to calculate H1(S1
2 ,Fp). From Corollary 5.4 we

obtain the following result.

Theorem 5.13. [12] Let p > 3. Then

H∗(S1
2 ,Z/p)

∼=






Z/p ∗ = 0, 3

(Z/p)2 ∗ = 1, 2

0 ∗ > 3 . �

5.5.2. The case p = 3. The cases n = 2 and p = 2, 3 are considerably more com-
plicated. In this case the groups Sn do contain p-torsion and they are no longer
Poincaré duality groups. In fact, their vcdp is infinite. We will be content to discuss
the case p = 3. For p = 3 we still have the decomposition

S2
∼= S1

2 × {g ∈ Z×
p | g ≡ 1 mod (p)} ∼= S1

2 × Zp

and the problem is again reduced to the case of S1
2 . Even though the group S1

2 is
not a Poincaré duality group it contains one of index 9, namely the group F1S

1
2 =

F1S2 ∩ S
1
2 . In fact, it even contains one of index 3. In order to see this we consider

the formula for the 3-rd power map

P : F 1
2
→ F1, ā 7→ ā+ ā1+3+9 .

This shows that if if there is an element g ∈ S1
2 of order 3 then it has the form

g = 1 + aS mod F1 with ā4 = −1. Thus if we define K to be the kernel of
the homomorphism S1

2 → S1
2/F1S

1
2
∼= F9 → F9/F3 then K is torsion-free and by

Theorem 5.11 it is a Poincaré duality group of dimension 3.

Proposition 5.14. [11]

H∗(K,Z/3) ∼=





Z/3 ∗ = 0, 3

(Z/3)2 ∗ = 1, 2

0 ∗ > 3 .

Proof. Because K is without torsion Theorem 5.11 implies that it is a Poincaré du-
ality group (of dimension 3). So it is enough to calculateH1(K,Z/3) ∼= H1(K,Z/3).
For this we consider the filtration on K given by FiK := K ∩ F1S2. It is not hard
to check that H1(K,Z3) ∼= Z/9⊕ Z/3 generated by b := [a, ω] and c = [a, b] where
as before

a = −
1

2
(1 + ωS)

is the element of order 3 of (4.4) and ω is a primitive 8th root of unity in W(F9).
This implies the desired result. �

The cohomology of S1
2 can now be calculated by using the (non-central) split

exact sequence

1 → K → S1
2 → Z/3 → 1 .

The quotient map S1
2 → Z/3 makes H∗(S1

2 ,Z/3) into a module over the polynomial
algebra generated by y ∈ H2(Z/3,Z/3). It is true (but far from obvious) that this
spectral sequence degenerates at E2. In fact, it is equivalent to knowing that
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H∗(S1
2 ,Z/3) is a free module over the polynomial algebra Z/3[y]. Using that we

obtain the following result.

Theorem 5.15. [11] Let p = 3. Then H∗(S1
2 ,Z/3) is a free module over Z/3[y] on

8 generators in degrees 0, 1, 1, 2, 2, 3, 3, 4.

The cup product structure is also known. It can be approached as follows. Up
to conjugacy there are two subgroups of order 3 in S1

2 , namely the subgroup 〈a〉
generated by a and the subgroup 〈ωaω−1〉. The centralizers of these elements are
isomorphic and CS1

2
〈a〉 ∼= 〈a〉 ×Z3. The cup product structure is detemined by the

following result.

Theorem 5.16. [11] a) The restriction homomorphisms induce a monomorphism

H∗(S1
2 ,Z/3) → H∗(CS1

2
〈a〉,Z/3)×H∗(CS1

2
〈ωaω−1〉,Z/3)

whose target is isomorphic to
∏2
i=1 Z/3[yi]⊗ΛZ/3(xi, ai) where the elements yi are

of degree 2 and xi and ai are of degree 1.

b) This map is an isomorphism in degrees > 2. Its image in degree 0 is the diagonal,
in degree 1 it is the subspace generated by x1 and x2 and in degree 2 the subspace
generated by y1, y2 and x1a1 − x2a2.

c) The image is a free module over Z/3[y1 + y2] on the following 8 generators: 1,
x1, x2, y1 − y2, x1a1 − x2a2, y1a1, y2a2, y1x1a1 + y2x2a2.

5.5.3. The case p = 2. The case of the prime 2 is even more complicated but it
is also understood (cf. [12] and the recent Northwestern theses of Beaudry and
Bobkova).

6. Cohomology with non-trivial coefficients and resolutions

For homotopy theoretic applications we will be interested in calculating coho-
mology with certain non-trivial coefficients, in particular H∗(Gn, (En)∗). For this
we use explicit resolutions of the trivial module. In this section we will discuss the
classical case n = 1 in fair detail and briefly comment on the case n = 2.

6.1. The case n = 1. In the case n = 1 we have already seen such resolutions for
the group S1, at least if p > 2. More precisely we have seen in (5.1) seen that there
is a free resolution

0 → P1
t−e
−→ P0 → Zp → 0

of the trivial Zp[[Zp]]-module with P0 = P1 = Zp[[Zp]] and t a topological generator
of Zp. In the case of S1 = G1 we can use the same resolutions but enriched
as resolutions by Zp[[G1]]-modules. In fact because of the product decomposition

G1 = Z×
p
∼= Zp×F where F = {±1} if p = 2 resp. F = Z/p

×
if p > 2, every Zp[[Zp]]-

module resp. every Zp[[Zp]]-module homomorphism can be considered as a Zp[[G1]]-
module resp. Zp[[G1]]-module homomorphism via the projection map G1 → Zp. Of
course, in this case the modules are no longer free modules. However, if p is odd they
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are still projective and in case p = 2 they are at least permutation modules. Indeed
as Zp[[G1]]-modules we always have P0 = P1 = Zp[[G1/F ]] = Zp[[G1]]⊗Zp[F ]Zp and
the trivial Zp[F ]-module Zp is projective if p > 2 because the order of F is prime to
p in this case. But even in the case p = 2 this permutation resolution is useful for
calculating group cohomology. In fact, it gives rise to a long exact sequence (with
R = Zp[[G1]] and ψ denoting a topological generator of Z×

p /F
∼= Zp)

. . .→ ExtsR(Z2,M) → ExtsR(P0,M)
ψ−id
−→ ExtsR(P1,M) → Exts+1

R (Z2,M) → . . .

which can be identified by definition of H∗ and by using Shapiro’s Lemma with

(6.1) . . .→ Hs(G1,M) → Hs(F,M)
ψ−id
−→ Hs(F,M) → Hs+1(G1,M) → . . . .

6.1.1. The case p > 2. If p > 2 the groups in the middle of (6.1) are trivial unless
s = 0. Now we consider the graded module M = (E1)∗ = Zp[u

±1] with |u| = −2.
The action of G1 = Z×

p on this graded algebra is by algebra homomorphisms and
is thus specified by the action on the polynomial generator u. It is the tautological
action (g, u) 7→ g.u. Then we get

H∗(F,Zp[u
±1]) =

{
Zp[u

±(p−1)] s = 0

0 s 6= 0 .

For ψ we can take the element p+ 1 ∈ Z×
p . Then

(ψ − id)∗(u
t(p−1)) = ((p+ 1)t(p−1) − 1)ut(p−1) = cpνp(t)+1ut(p−1)

where νp(t) is the p-adic valuation of the integer t and c is a unit modulo p. This
proves the following result.

Theorem 6.1. Let p be an odd prime. Then

Hs(S1, (E1)t) =






Zp t = 0, s = 0, 1

Z/pνp(t
′)+1 t = 2(p− 1)t′, s = 1

0 else . �

Then the homotopy fixed point spectral sequence (2.1)

Es,t2 = Hs(S1, (E1)t) =⇒ πt−s(LK(1)S
0)

collapses by sparseness, and we get the following result which is essentially equiva-
lent to Ravenel’s calculation of π∗L1S

0 (cf. [21]).

Theorem 6.2. Let p be an odd prime. Then

πn(LK(1)S
0) ∼=

{
Zp n = 0,−1

Z/pνp(t
′)+1 n = 2(p− 1)t′ − 1 . �
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6.1.2. The case p = 2. For p = 2 we get

(6.2) Hs(C2,Z2[u
±1]) =






Z2[u
±2] s = 0

Z/2[u±2]{ys
′

} s = 2s′

Z/2[u±2]{ys
′

x} s = 2s′ + 1

with y ∈ H2(C2,Z2), x ∈ H1(C2,Z2{u}). We note that this group cohomol-
ogy is the E2-term for the homotopy fixed point spectral sequence converging to
π∗KOZ2 = π∗KU

hC2. The bidegree of u, y and x are |u| = (0,−2), |y| = (2, 0)
and |x] = (1,−2). The full multiplicative stucture is determined by the relation
x2 = yu2. One can thus rewrite this E2-term as

(6.3) E∗,∗
2 = Z/2[u±2, η]/(2η)

with η = xu−2. The notation is chosen so as to agree with usual notation in
homotopy theory, i.e. η ∈ E1,2

2 is a permanent cycle which represents the image
of η ∈ πS1 in π1(KOZ2). In the homotopy fixed point spectral sequence there is a

single differential. In fact, in the sphere we have η4 = 0 so η4 has to be hit by a
differential. There is only one way how this can happen, namely via

(6.4) d3(u
−2) = η3 .

The spectral sequence is multiplicative. Therefore we get

Es,t4 = Z2[u
±4]{2u2, η, η2}/(2η) ,

the spectral sequence degenerates at E4 and we find the well known homotopy
groups of π∗(KOZ2) given as

πs(KOZ2) ∼=





Z2 s ≡ 0, 4 mod (8)

Z/2 s ≡ 1, 2 mod (8)

0 s ≡ 3, 5, 6, 7 mod (8) .

Independently of this homotopy theoretic calculation we can use (6.2) and the long
exact sequence (6.1) in order to calculate Hs(G1, (E1)∗). The induced homomor-
phism in Hs is trivial if s > 0 because ψ necessarily acts trivially on Hs(C2, (E1)t)
if s > 0 (because the group is either trivial or Z/2). For s = 0 we have a similar
phenomenon as before, namely we take for ψ the element 3 = 1+ 2 ∈ Z×

2 . Because
of

(ψ − id)∗(u
2t) = ((1 + 2)2t − 1)u2t = ((1 + 8)t − 1)u2t = c2ν2(t)+3u2t

with c a unit modulo 2 we obtain the following result.

Theorem 6.3. Let p = 2. Then

Hs(S1, (E1)t) ∼=






Z2 t = 0, s = 0, 1

Z/(2ν2(t
′)+3) s = 1, t = 4t′ 6= 0

Z/2 s = 1, t = 4t′ + 2

Z/2 s ≥ 2, t even

0 else . �

In cohomological degrees s ≥ 2 the E2-term of the homotopy fixed point spectral
sequence (2.1)

Es,t2 = Hs(S1, (E1)t) =⇒ πt−s(LK(1)S
0)
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agrees with the algebra Z2[u
±2, η, ζ]/(2η, ζ2) with ζ ∈ H1(S1,Z2[u

±1]0). In coho-
mological degree s = 0 the E2-term is isomorphic to Z2 concentrated in internal
degree t = 0. In bidegrees (1, 4t′ + 2) it is isomorphic to Z/2 generated by ηu−2t′

and in bidegrees (1, 4t′) it is isomorphic to Z/(2ν2(t
′)+3) resp. Z2 generated by

ζu−2t′ if t′ 6= 0 resp. by ζ if t′ = 0.

To get at the homotopy of LK(1)S
0 we still need to understand the differentials

in this spectral sequence. They are determined via naturality and via the geometric
boundary theorem [3] by those for the homotopy fixed point spectral sequence for
KOZ2, i.e. by (6.4). The d3-differential is linear with respect to the permanent
cycles η and ζ, and it is determined by

d3(ηu
−2t) =

{
η4u−2t+2 t ≡ 1 mod (2)

0 t ≡ 0 mod (2)

and

d3(ζu
−2t) =

{
ζη3u−2t+2 t ≡ 1 mod (2)

0 t ≡ 0 mod (2) .

By sparseness all higher differentials are trivial. In dimension ≡ 1, 3 mod (8)
there are still extension problems to be solved. This can be done, for example,
by comparing with the calculation for the mod-2 Moore space. In dimension ≡ 1
mod (8) the extensions turn out to be trivial while in dimensions ≡ 3 mod (8)
they are non-trivial. The final result reads as follows and is essentially once again
equivalent to Ravenel’s calculation of π∗L1S

0 in [21].

Theorem 6.4. Let p = 2. Then

πn(LK(1)S
0) ∼=





Z2 ⊕ Z/2 i = 0

Z/2 i ≡ 0 mod (8), i 6= 0

Z/2⊕ Z/2 i ≡ 1 mod (8)

Z/2 i ≡ 2 mod (8)

Z/8 i ≡ 3 mod (8)

Z2 i = −1

Z/(2ν2(s)+4) i = 8s− 1, i 6= −1

0 otherwise . �

6.2. Some comments on the case n = 2. As a first step one needs to establish
the resolutions of the trivial module described in sections 3.3 and 3.6 and make
them into effective calculational tools.

For p > 3 these resolutions are projective minimal resolutions which are con-
structed from the calculations ofH∗(S1

2 ,Z/p) discussed in section 5.5. For example,
one can construct a resolution of the trivial S1

2 -module Zp of the form

0 → P3 → P2 → P1 → P0 → Zp → 0

such that P0 = P3 = Zp[[S
1
2 ]] and P1 = P2 = Zp[[S

1
2 ]]

⊕2. As in the case n = 1 this
projective resolution can be promoted to one of G1

2. However, it is not true that
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S1
2 is a quotient of G1

2 so the details of promoting this resolution to one of G1
2 are

not as straightforward.

Nevertheless the existence of the resolution is fairly formal and knowledge of the
existence of such resolutions is already quite useful. However, mere existence is not
good enough to carry out actual calculations like that of H∗(G1

2, (E2)∗). A great
deal of work is necessary in order to describe the homomorphism in the resolution
explicitly, or at least closely enough such that actual calculations can be carried
out. Another problem is that of getting sufficient control of the action of G2 on
(E2)∗. At least modulo p all these problems have been resolved in the thesis of O.
Lader [17] (cf. section 3.8.2).

In the case of the prime 3 the resolution has a similar form except that the
modules are no longer projective (just as in the case p = 2 and n = 1 before).
Nevertheless in the thesis of Karamanov [15] and in [13] this resolution has been
made into a very effective computational tool (cf. section 3.8.2).

As noted in section 3.8.3 the case of the prime 2 is currently actively developped.
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