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\textbf{A B S T R A C T}

Nuclear data evaluation aims to provide estimates and uncertainties in the form of covariance matrices of cross sections and related quantities. Many practitioners use the Generalized Least Squares (GLS) formulas to combine experimental data and results of model calculations in order to determine reliable estimates and covariance matrices. A prerequisite to apply the GLS formulas is the construction of a prior covariance matrix for the observables from a set of model calculations. Modern nuclear model codes are able to provide predictions for a large number of observables. However, the inclusion of all observables may lead to a prior covariance matrix of intractable size. Therefore, we introduce mathematically equivalent versions of the GLS formulas to avoid the construction of the prior covariance matrix. Experimental data can be incrementally incorporated into the evaluation process, hence there is no upper limit on their amount. We demonstrate the modified GLS method in a tentative evaluation involving about three million observables using the code TALYS. The revised scheme is well suited as building block of a database application providing evaluated nuclear data. Updating with new experimental data is feasible and users can query estimates and correlations of arbitrary subsets of the observables stored in the database.

1. Introduction

The increasing performance of computers and the availability of computer clusters enable nowadays simulations of complex nuclear systems such as reactors. These simulations guide design choices regarding efficiency and safety. An important prerequisite for such simulations are reliable estimates of reaction cross sections and emission spectra. There is also an increasing demand for uncertainty information in the form of covariance matrices. Usually, perturbation theory is used to propagate these uncertainties through simulations in order to obtain the corresponding uncertainties of the integral observables (e.g. [1]). An alternative to perturbation theory is the total Monte Carlo method [2]. The latter is able to deal with non-Gaussian distributions but is computationally more demanding [3]. Therefore, perturbation theory using covariance matrices remains a viable option for uncertainty propagation.

Estimates and covariance matrices are generated with the help of an evaluation method. An evaluation method is a statistical procedure which combines results of model calculations and experimental data to obtain an improved set of estimates and covariance matrices for the observables. Several evaluation methods were proposed (e.g. [4–13]) which differ in their details but commonly employ the framework of Bayesian statistics. For an overview of the different methods see e.g. [14] and [15, pp. 61–74].

The basic formulas used by most of these methods are often referred to as Generalized Least Squares (GLS) formulas. There are two approaches to include information of a nuclear model into the GLS formulas. In the linearization approach, one linearizes the model and assumes a multivariate normal distribution for the model parameters (e.g. [5,7]). In the sampling approach, one creates a sample of model calculations with varied model parameters and constructs a multivariate normal distribution for the predicted observables (e.g. [9,11]). The linearization approach requires only a small number of model parameters to be updated. The advantage of the sampling approach is that it allows evaluations to better resemble experimental data because the final evaluation does not necessarily need to correspond to a model prediction with a specific choice of model parameters [15, p. 37–41]. However, a disadvantage of the sampling approach is its restriction on the number of observables which can be taken into account.

Nuclear model codes such as TALYS [16,17] are able to predict a number of observables in the order of millions if one considers a broad range of incident energies (e.g. between 1 and 200 MeV). Updating such a number of observables and the associated covariance matrix is troublesome using the sampling approach in combination with the
standard GLS formulas.

The main obstacle for the large scale application of the GLS formulas is the prior covariance matrix for the observables. As an example, the GANDR code suite [18] developed at the International Atomic Energy Agency [19] allows the consistent evaluation of 91 000 observables on a personal computer, which involves a 91 000×91 000 covariance matrix taking about 30 gigabytes of storage space. If the number of observables were increased to millions, the covariance matrix would inflate to a size in the order of 10 terabytes. Consequently, the computation time would surpass an acceptable level.

In this paper, we present a revised computation scheme to evaluate the GLS formulas which avoids the explicit construction of the prior covariance matrix. We exploit the fact that the $L \times L$ covariance matrix for $L$ observables is constructed from a much smaller number $N$ of model calculations (e.g. $L = 10^6$ and $N = 10^4$). Concerns may be raised that estimating a covariance matrix of larger dimension than the number of model calculations is problematic from a statistical point of view. However, model predictions are determined by a limited number of parameters, hence the intrinsic dimension of the covariance matrix is much lower than its nominal dimension. The number of model calculations must be only sufficiently larger than the intrinsic dimension to justify the application of the GLS formulas.

In order to represent an updated state of knowledge, neither updated estimates of observables nor corresponding covariance matrices have to be stored. It suffices to keep (1) a vector $\mathbf{w}_i$ containing a weight for each of the $N$ model calculations, (2) a $N \times N$ covariance matrix $\mathbf{W}_i$ referring to model calculations instead of observables, and (3) the results of model calculations.

Experimental data can be included in several stages, which is a significant extension to the work presented in [20]. The time need to update the information of millions of observables based on experimental data is in the order of seconds on a modern personal computer. Estimates of observables and relevant pieces of the full evaluated covariance matrix can be efficiently reconstructed from $\mathbf{w}_i$, $\mathbf{W}_i$ and the model calculation results.

These features make the revised GLS scheme well suited to be implemented as a database application. Estimates, uncertainties and correlations of arbitrary subsets of observables can be computed on demand. Due to the large size of a full covariance matrix for all observables, libraries such as JEFF [21] or TENDL [22] provide covariances only for the most significant reaction channels. On the other hand, the flexibility of the envisaged database application would give the user the freedom to retrieve any covariance matrix which is important for his application.

Finally, we note that the idea to avoid the construction of a possibly large matrix and instead to work with the vectors from which it would be constructed has already been successfully applied in other fields and contexts, see e.g. the Ensemble Kalman Filter [23,24] and the L-BFGS method for optimization [25,26].

The structure of this paper is as follows. Section 2 provides a concise sketch of the GLS method and elaborates on the required modifications to enable the evaluation of a large number of observables. Section 3 compares the time and storage requirement of the standard approach and the modified approach. Section 4 contains details about the application of the revised GLS method in an evaluation of neutron-induced reactions on $^{181}$Ta with 854 experimental data points and about three million observables predicted by the nuclear models code TALYS. Section 5 underlines important aspects of the revised evaluation scheme. Section 6 provides conclusions and an outlook.

2. Method

2.1. Basic method

We give a brief sketch of the GLS method, which will serve as the basis to discuss the modifications for a large number of observables. A derivation of the GLS formulas is given in Appendix A.

The purpose of the GLS method is to infer best estimates of observables and an associated covariance matrix by taking into account both the results of model calculations and experimental data. In the GLS method, both experimental uncertainties and the variations of model predictions due to variations of parameters are described by multivariate normal distributions.

The GLS method takes place in three steps: First, the results of model calculations are used to construct the so-called prior, defined by a prior mean vector and a prior covariance matrix. Second, one assembles the measured values of experiments into a measurement vector and constructs an associated covariance matrix based on the knowledge about statistical and systematic measurement errors. And third, the quantities of the first and second steps are combined using the GLS formulas to obtain the posterior, which comprises a posterior mean vector and a posterior covariance matrix. Following, we discuss each step in more detail and provide the mathematical formulas.

Construction of the prior. Information from model calculations has to be represented by a vector of best estimates $\mathbf{\tilde{e}}_0$ and an associated covariance matrix $\mathbf{A}_0$. In order to determine these two quantities, one performs a certain number $N$ of model calculations with different model parameter sets $\{\mathbf{p}_i\}_{i=1..N}$. For example, using TALYS the vectors $\mathbf{p}_i$ contain the parameters of the optical model in the global parametrization of Koning–Delaroche [27]. The values of the parameter vectors are usually drawn from a uniform or a multivariate normal distribution. Different procedures have been suggested to determine sensible ranges (in the case of a uniform distribution) or a center vector and a covariance matrix (in the case of a multivariate normal distribution) for the parameter vector. These procedures either make use of constraints stemming from physics considerations [11] or specify the parameter ranges in such a way that the associated predictions cover the majority of available experimental data [28].

Once the model prediction vector $\mathbf{\tilde{y}}_i$ is available for each model parameter vector $\mathbf{p}_i$ in the set $\{\mathbf{p}_i\}_{i=1..N}$, the prior mean vector $\mathbf{\tilde{e}}_0$ and the prior covariance matrix $\mathbf{A}_0$ are calculated by

$$\mathbf{\tilde{e}}_0 = \frac{1}{N} \sum_{i=1}^{N} \mathbf{\tilde{y}}_i \quad \text{and} \quad \mathbf{A}_0 = \frac{1}{N} \sum_{i=1}^{N} (\mathbf{\tilde{y}}_i - \mathbf{\tilde{e}}_0)(\mathbf{\tilde{y}}_i - \mathbf{\tilde{e}}_0)^T.$$  

(1)

Another possible way to set up $\mathbf{\tilde{e}}_0$ is to make a model calculation based on the mean vector of the parameter distribution and to use the result as prior mean vector $\mathbf{\tilde{e}}_0$ for the observables. One can see from these formulas that the vector $\mathbf{\tilde{e}}_0$ is of the same dimension as the model prediction vectors $\mathbf{\tilde{y}}$. The position of a value in these vectors indicates to which observable this value refers. Observables predicted by a nuclear model are typically cross sections, angle-differential cross sections and spectra. However, any continuous observable predicted by a model may be used.

Experimental data. The knowledge from experimental data has to be cast into a measurement vector $\mathbf{\tilde{e}}_{\text{exp}}$ and an associated experiment covariance matrix $\mathbf{B}$. The measurement vector contains the values obtained in the experiments. Of course, one has to keep track to which observables these values relate. The level of trust in the measured values is used to set up a covariance matrix $\mathbf{B}$. The squared statistical uncertainties due to a limited number of detected events have to be placed in the diagonal of the covariance matrix. Systematic errors, which tie together uncertainties of different values, lead to contributions to both diagonal and off-diagonal elements. For example, an uncertainty about the proper calibration of the employed detector translates to a systematic uncertainty of all cross sections of different atomic nuclei measured with the detector. More information about the construction of covariance matrices can be found in [29].

Performing the update. The information from model calculations represented by a prior center vector $\mathbf{\tilde{e}}_0$ and a prior covariance matrix $\mathbf{A}_0$ provides one source of information; the information from experiments given by a measurement vector $\mathbf{\tilde{e}}_{\text{exp}}$ and an experiment
covariance matrix $B$ another one. The application of the Bayesian update formulas allows us to combine these quantities to obtain the posterior center vector $\tilde{\sigma}$ and the posterior covariance matrix $A$. If new measurement data are available, one can use the obtained posterior as the new prior. Hence we will use the notation $\tilde{\sigma}$ and $A$ to denote the prior of the current iteration. The Bayesian update formula to calculate the posterior mean vector $\tilde{\sigma}_{i+1}$ of the current iteration reads (see Appendix)

$$\tilde{\sigma}_{i+1} = \tilde{\sigma}_{i} + A_{i}S_{i}^{T}(SA_{i}S_{i}^{T} + B)^{-1}(\overline{\sigma}_{i} - S_{i}\tilde{\sigma}_{i}).$$

(2)

The observables in $\tilde{\sigma}$ are usually defined on a different energy/angular grid than those in $\overline{\sigma}_{i}$. The sensitivity matrix $S$ maps the observables from the model grid associated with $\tilde{\sigma}_{i}$ to the grid associated with $\overline{\sigma}_{i}$. Depending on the choice of $S$, different mapping schemes such as linear or spline interpolation are possible. In the opinion of the authors, linear interpolation has to be preferred over other interpolation schemes because it leads to very sparse matrices $S$, which is computationally beneficial. The reduced smoothness compared to e.g. splines can be compensated by using more grid points.

The posterior covariance matrix $A_{i+1}$ with a reduced uncertainty is given by (see Appendix)

$$A_{i+1} = A_{i} - A_{i}S_{i}^{T}(SA_{i}S_{i}^{T} + B)^{-1}SA_{i}.$$  

(3)

These update formulas are convenient tools in nuclear data evaluation due to their simplicity. The numerically most complex operation is the inversion of an $M \times M$ matrix with $M$ being the number of measurements and thus the dimension of $\overline{\sigma}_{i}$. The number $L$ of observables in the vector $\overline{\sigma}_{i}$ is from a computational perspective rather uncritical, because the corresponding $L \times L$ covariance matrix $A_{i}$ is only involved in a matrix product. However, admissible computation time and storage space pose practical limits on the number of observables. For instance, a TALYS calculation up to 200 MeV yields millions of predicted observables. The storage requirement of the associated covariance matrix $A_{i}$ would be in the order of 10 terabytes.

2.2. Modified method

Following we describe the modified method, which enables evaluations with a much larger number of observables than the basic method.

The methods are mathematically equivalent, which is shown in Section 2.4. Like the basic method, the input quantities of the modified method are the mean prediction vector $\overline{\sigma}_{i}$ (see Eq. (1)), the model prediction vectors $\overline{\sigma}_{i}^{k}$ and the measurement vector $\overline{\sigma}_{i}$ with the associated covariance matrix $B$. Three execution blocks can be distinguished in the modified method: constructing the prior, performing the update, and making predictions.

Constructing the prior. The quantities being updated in the modified method are a vector of weights $\overline{w}_{i}$ and an associated covariance matrix $W_{i}$. The dimensions are $N$ and $N \times N$, respectively, with $N$ being the number of model calculations. The index $i$ indicates that updates can be performed in several stages, where a new experimental data set is included in each stage. In the very first update, the assignments are $\overline{w}_{0} = 0$ and $W_{0} = I$, where $I$ is the $N \times N$ identity matrix.

Performing the update. Each update step requires the calculation of the matrix

$$V = (\overline{v}_{1}, \overline{v}_{2}, \ldots, \overline{v}_{N})$$

(4)

with $\overline{v}_{i} = S_{i}(\overline{\sigma}_{i} - \tilde{\sigma}_{i})$. The matrix $S$ maps observables from the model grid to the energies and angles of the measurement vector $\overline{\sigma}_{i}$. Thus, the $i$th column of $V$ contains the prediction of a model calculation based on parameter set $\overline{\sigma}_{i}$ for the experimental data set. Depending on the number of experimental data points $M$ and the number of observables $L$ predicted by the model code, the $M \times L$ matrix $S$ can attain a significant size. However, $S$ is usually very sparse and this feature allows for both efficient storage and computation. We elaborate on this point in more detail in Section 2.3. The $M \times N$ matrix $V$ fits in typical evaluation scenarios completely into main memory. If not, the matrix products in the following equations can be performed block wise, reading the blocks of $V$ sequentially from the hard drive.

Introducing the abbreviation

$$X_{i} = \left(\frac{1}{N}VV^{T} + B\right)^{-1}.$$

we can write the update formulas as

$$\overline{w}_{i+1} = \overline{w}_{i} + W_{i}V_{i}X_{i}(\overline{\sigma}_{i} - S_{i}\overline{w}_{i} - \frac{1}{N}VV_{i}),$$

(6)

and

$$W_{i+1} = W_{i} - \frac{1}{N}W_{i}V_{i}X_{i}V_{i}W_{i}.$$

(7)

Noteworthy, the modified method updates the $N \times N$ matrix $W_{i}$ whereas the basic method updates the $L \times L$ matrix $A_{i}$. Evaluations may involve $N=1000$ model calculations and $L = 10^{6}$ observables. The smaller size of the matrix to be updated in the modified method is the main reason why the modified method is much faster than the basic method. We compare the differences between the methods with respect to execution time and storage requirement thoroughly in Section 3.

Making predictions. Let $S^{T}$ be the matrix that maps the observables from the model grid to the energies and angles of interest. Using the weight vector $\overline{w}_{i}$, the mean prediction vector $\overline{\sigma}_{i}$ and the model prediction vectors $\overline{\sigma}_{i}^{k}$, the predictions for the observables of interest are

$$\overline{\sigma}_{i}^{p} = S^{T}\overline{\sigma}_{i} + \frac{1}{N}VV_{i}\overline{w}_{i},$$

(8)

where $V^{p}$ is defined as in Eq. (4) with $S$ replaced by $S^{T}$. The associated covariance matrix reads

$$A_{i}^{p} = \frac{1}{N}VV_{i}W_{i}(V^{p})^{T}.$$  

(9)

In contrast to the basic method, there is no need to evaluate the complete covariance matrix $A_{i}$ during updating. Blocks may only be computed when they are themselves of interest.

2.3. Efficient mapping

Both modified update equations (6) and (7) contain the matrix $V$ whose columns are given by $SV_{i} = S_{i} - S_{i}\overline{w}_{i}$. The sensitivity matrix $S$ is of dimension $M \times L$ where $M$ is the number of elements in $\overline{\sigma}_{i}$ and $L$ is the number of elements in $\overline{\sigma}_{i}$. For instance, assuming $L = 10^{6}$ and $M=5000$, the matrix $S$ needs about 40 gigabytes of storage space. However, $S$ is usually very sparse and one could exploit this sparsity to reduce the storage size. Assuming linear interpolation for cross sections, which are functions of incident energy, and bilinear interpolation for angle-differential cross sections and spectra, which are functions of incident energy and emission energy or scattering angle, the sensitivity matrix contains not more than four non-zero elements in each row. Storing just the positions and the values of the non-zero elements, instead of $M \times L$ numbers only $3 \times 4 \times M$ numbers have to be stored. The sparse representation also speeds up the computation of $S_{i}^{T}$ and $S_{i}\overline{w}_{i}$ by the same factor.

Furthermore, it is possible to avoid completely the explicit determination of $S$. The only purpose of $S$ is to interpolate observables from the model grid to the experiment grid. The multiplication with $S$ can therefore be replaced by directly performing the required interpolation.

Because the task to compare model predictions with experimental data is quite common, scripts to interpolate results of model calculations to the energies and angles of the experimental data are often available. Building on existing scripts, the modified GLS method can be quickly implemented in a high-level language like R or MatLab.
2.4. Derivation of the modified method

The modified method presented in Section 2.2 is the direct consequence of a reformulation which is outlined in the following. For a concise notation, we introduce the shifted prediction vectors \( \overrightarrow{u}_i = x_i - \overrightarrow{s}_0 \) and reiterate the abbreviation \( \overrightarrow{v}_i = S\overrightarrow{x}_i \). We bundle these quantities to matrices of dimension \( L \times N \) and \( M \times N \) respectively, \[ U = (\overrightarrow{u}_1, \overrightarrow{u}_2, \ldots, \overrightarrow{u}_N) \quad \text{and} \quad V = (\overrightarrow{v}_1, \overrightarrow{v}_2, \ldots, \overrightarrow{v}_N). \] (10)

Key idea of the modified GLS method is to avoid the explicit computation of the prior covariance matrix. Therefore, we introduce an \( N \times N \) matrix \( W_i \) and rewrite the prior covariance matrix \( A_i \) of some iteration \( i \) as \[ A_i = \frac{1}{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \overrightarrow{u}_j W_{j,k} \overrightarrow{u}_k = \frac{1}{N} U W U^T. \] (11)

In the very first update, the choice \( W_0 = I \) yields the prior covariance \( A_0 \) given in Eq. (1). In later update iterations, the respective matrix \( W_i \) will in general also contain non-diagonal elements. We use this decomposition of \( A_i \) to express the inverted matrix occurring in Eqs. (2) and (3) as \[ X_i = (S_A S^T + B)^{-1} = \left( \frac{1}{N} W V V^T + B \right)^{-1}. \] (12)

Using the introduced notation, we can rewrite Eq. (2) \[ \overrightarrow{\sigma}_{i+1} = \frac{1}{N} \sum_{k=1}^{N} \overrightarrow{u}_k W_{k,i} \overrightarrow{u}_i = \frac{1}{N} U W_i \overrightarrow{u}_i \] (13)

The expression in the squared bracket at the end is just a number. Therefore, the difference \( \overrightarrow{\sigma}_i - \overrightarrow{\sigma}_0 \) can be described as a linear combination of the shifted model prediction vectors \( \overrightarrow{u}_i \).

This feature allows us to express \( \overrightarrow{\sigma}_i \) of any iteration \( i \) in the form \[ \overrightarrow{\sigma}_i = \overrightarrow{\sigma}_0 + \frac{1}{N} \sum_{k=1}^{N} \overrightarrow{u}_k W_{k,i} \overrightarrow{u}_i = \overrightarrow{\sigma}_0 + \frac{1}{N} U \overrightarrow{w}_i, \] (14) where the vectors \( \overrightarrow{w}_i \) have to be determined during updating. In the first update iteration, we have \( \overrightarrow{w}_0 = 0 \). Inserting Eq. (14) into Eq. (13) leads to \[ \overrightarrow{\sigma}_{i+1} - \overrightarrow{\sigma}_0 = \frac{1}{N} U_0 \overrightarrow{w}_i + \frac{1}{N} U_0 W V V^T \overrightarrow{\sigma}_{i+1} - S \overrightarrow{\sigma}_0 - \frac{1}{N} V \overrightarrow{w}_i \] \[ = \frac{1}{N} U \left( \overrightarrow{w}_i + W V V^T \overrightarrow{\sigma}_{i+1} - S \overrightarrow{\sigma}_0 - \frac{1}{N} V \overrightarrow{w}_i \right) = \frac{1}{N} U \overrightarrow{w}_{i+1}. \] (15)

The result of this update formula can be written as the product of \( U \) and an updated vector of weights \( \overrightarrow{w}_{i+1} \). Therefore, it suffices to consider the reduced update equation \[ \overrightarrow{w}_{i+1} = \overrightarrow{w}_i + W V V^T \overrightarrow{\sigma}_{i+1} - S \overrightarrow{\sigma}_0 - \frac{1}{N} V \overrightarrow{w}_i \] (16) which is exactly Eq. (6) in the outline of the modified method in Section 2.2.

We proceed with the calculation of \( A_{i+1} \). Inserting Eq. (11) into the update Eq. (3) gives \[ A_{i+1} = \frac{1}{N} U W_i U^T - \frac{1}{N} U W_i V^T X V W_i U^T \] (17) \[ A_{i+1} = \frac{1}{N} U \left( W_i - \frac{1}{N} W V V^T X V W_i \right) U^T = \frac{1}{N} U W_i U^T. \] (18)

Thus, we just consider the update equation \[ W_{i+1} = W_i - \frac{1}{N} W V V^T X V W_i. \] (19)

whose structure resembles the original update equation (3). This update equation appears as Eq. (7) in the outline of the modified method in Section 2.2. Similar to the original update equations (2) and (3), also the modified equations (16) and (19) allow the inclusion of experimental data in several stages.

Predictions of observables can be computed by taking recourse to Eq. (14). Let \( S^P \) be the matrix to map from the model grid to the energies and angles of interest. Multiplying Eq. (14) from the left by \( S^P \) yields \[ \overrightarrow{\sigma}^P_i = S^P \overrightarrow{\sigma}_0 + \frac{1}{N} V \overrightarrow{w}_i \] (20) with \( \overrightarrow{\sigma}^P_i = S^P \overrightarrow{\sigma}_i \). Similarly, multiplying Eq. (18) from the left by \( S^P \) yields \[ A^P_i = \frac{1}{N} V^T W_i (V^P)^T \] (21) with \( A^P_i = S^P A_i (S^P)^T \) commonly known as sandwich formula.

3. Comparison of methods

Flow charts of the standard and the revised GLS scheme are shown in Fig. 1. The most important difference between them is that updating and making predictions are clearly separated processes in the revised scheme. To enable updating with experimental data in several stages in the standard scheme, the full covariance matrix \( A_i \) has to be updated within each stage. If the employed nuclear model predicts e.g. \( L = 10^6 \) different observables, the \( L \times L \) posterior covariance matrix would need 4 terabytes of storage space. While this amount of storage space may be available on a well-equipped personal computer, the calculation of the posterior covariance matrix and writing it to disk takes considerable time. How much time will be studied in the course of this section.

In contrast to that, an update in the revised scheme consists of updating the auxiliary quantities \( \overrightarrow{w}_i \) and \( W_i \) of dimension \( N \) and \( N \times N \), respectively, with \( N \) being the number of performed model calculations. Typically, \( N \) is in the order of \( 10^3 \) and therefore the storage requirement of \( W_i \) about 400 megabytes—a remarkable reduction compared to the earlier mentioned 4 terabytes of \( A_i \).

The auxiliary quantities \( \overrightarrow{w}_i \) and \( W_i \) in combination with the vector \( \overrightarrow{s}_0 \) and the model prediction vectors \( \overrightarrow{x}_i \) completely characterize the current state of knowledge. On their basis, predictions of observables and associated covariance matrices can be calculated whenever needed. We emphasize again the important difference to the standard scheme, in which the full set of predictions and the associated covariance matrix must be calculated during updating.

Having outlined the conceptual differences between the two schemes, we want to test their performance in practice, such as their time need. Because the time need depends on the employed computer as well as the used programming language, we feel obliged to provide these technical details. The calculations presented in the next two subsections were performed on a computer equipped with an Intel i5-3550 processor with four cores at 3.3 GHz, 32 gigabytes of main memory, and a solid-state drive. The throughput of the solid-state drive has been measured to be around 350 megabytes per second. We used the programming language R [30] to implement the matrix formulas. This language relies on the Basic Linear Algebra Subprogram routines to perform basic linear algebra operations. We employed the optimized OpenBLAS [31] implementation which makes use of all available cores in parallel. In order to work with matrices whose size exceeds available main memory, we employed the bigmemory [32] package. Using this package, matrices are stored in files but within \( R \) they can be treated as if they would be located in the main memory.
3.1. Prior generation

Both schemes contain a prior generation phase. In the standard scheme, this phase includes the construction of the prior mean vector \( \sigma_0 \) and the associated prior covariance matrix \( A_0 \). The prior generation in the revised scheme comprises the construction of \( \sigma_0 \), the determination of the model prediction vectors \( x_k \) as well as the initializations of the vector \( w_0 = 0 \) and the matrix \( W_0 = 0 \). We also include the generation of the matrix \( U = ( \cdots ) \) into the prior generation of the modified method. This matrix remains the same for each update and allows us to slightly speed up the calculation of \( V \) (see Eq. (4)). Once \( \sigma_0 \) and \( U \) are available, the now redundant model prediction vectors \( x_i \) can be discarded.

We are interested in the required time of both schemes to generate the prior as a function of the number \( L \) of observables and the number \( N \) of model calculations. We do not account for the time need to perform the model calculations but assume that their results are already available in the form of \( N \) prediction vectors \( x_i \). Because the origin of the numbers in the prediction vectors does not influence the efficiency of the method, we initialized their elements with random numbers drawn from a uniform distribution in the range between zero and one. The computed quantities were always written to the solid-
state drive even if they would fit completely into main memory. Thereby, we accounted for the real use-case in which data have to be stored permanently for later usage.

Table 1 summarizes the obtained timings. The time and storage requirement as a function of the number \( L \) of observables grow more rapidly for the standard scheme than for the revised scheme. Since the matrix \( U \) is of dimension \( N \times L \), time need and storage space scale linearly with \( L \) for the revised scheme. In contrast to that, building the \( L \times L \) matrix \( A_0 \) in the standard scheme causes the time need and storage space to scale quadratically with \( L \). This important difference permits a much larger number of observables in the revised scheme. For example, the last row of Table 1 shows that a prior on the basis of \( N=2000 \) model calculations and \( L=10^6 \) observables can be created and stored in about eight minutes using the revised scheme. Extrapolating from the table, the prior generation for the same setup in the standard scheme can be expected to take about 20 h and needs about 8 terabytes of storage space (or 4 terabytes if exploiting the symmetry of \( A_0 \)).

### 3.2. Updating

We proceed with the comparison of the time need for updating. The revised scheme requires the update of the quantities \( \overline{w}_i \) and \( W \) of dimension \( N \) and \( N \times N \), respectively. In the standard scheme, the quantities \( \overline{w}_i \) and \( \overline{A}_0 \) of dimension \( N \) and \( L \times L \) have to be updated.

We use linear interpolation to map the observables from the model grid to the experiment grid. Linear interpolation leads to a \( M \times L \) sensitivity matrix \( S \) with exactly two non-zero elements in each row, where \( M \) is the number of experimental data points in the vector \( \overline{\sigma}_{\exp} \). We exploit this sparsity in both schemes and only store positions and values of non-zero elements. This measure significantly reduces storage space. Furthermore, the information about the positions of non-zero elements enables to perform only the element-wise products that contribute. For example, only \( 2ML \) instead of \( ML^2 \) element-wise multiplications are needed to compute the product of the \( M \times L \) matrix \( S \) with the \( L \times L \) matrix \( A_0 \).

The priors for the two schemes were constructed as described in Section 3.1. Because the position and the specific choice for the non-zero values in the matrix \( S \) do not affect the efficiency of the method, we selected randomly two elements in each row and assigned to them random values drawn from a uniform distribution between zero and one.

Table 2 shows the time need for updating of both schemes. The most important difference is that the time need grows quadratically with \( L \) in the standard scheme whereas it is independent from \( L \) in the revised scheme. This feature allows us to update the information of millions of observables within seconds in the revised scheme. In contrast to that, an update involving \( L=10^6 \) observables would take about four days using the standard scheme.

### 3.3. Making predictions

Contrary to the revised scheme, making an update with measurements in the standard scheme implies computing the predictions of all \( L \) observables. As has been shown in the last subsection, updating a large number of observables in the standard scheme is time consuming. However, it is possible to skip the calculation of \( A_{i+1} \) and to only calculate \( \overline{\sigma}_{i+1} \). Such an incomplete update can be performed much faster than a full update, but without \( A_{i+1} \) no further updates are possible afterward.

Here, we want to compare the time needs of an incomplete update in the standard scheme (see Eq. (2)) and the prediction of all \( L \) observables in the revised scheme (see Eq. (8) with \( S'' = I_{M,L} \)). The timings are reported in Table 3. The number of predicted observables is the same in both schemes. Because experimental information enters an incomplete update (see Eq. (2)), the timings of the standard scheme are also dependent on the number \( M \) of measurement points. The time need for a prediction in the revised scheme depends besides \( L \) on the number \( N \) of model calculations.

As can be seen from Table 3, the time need for predicting scales linearly with the number \( L \) of observables for both schemes. However, comparing the case \( N=2000 \) in the revised scheme with the case \( M=1000 \) in the standard scheme, the slope of the increase in time need is larger in the standard scheme. Noteworthy, the combined time for an update and a subsequent prediction in the revised scheme is still significantly smaller than the time for an incomplete update in the standard scheme.

Finally, we emphasize that it is possible to compute the predictions only for a subset of the observables. This means that the predictions of e.g. 1000 observables can be calculated in about 0.01 s, irrespective of the total number of observables considered in the update procedure.

### 4. Demonstration

The last section showed that the formulas of the revised scheme can be much faster evaluated than those of the standard scheme. In this section, we provide details about a tentative evaluation of neutron-induced reactions on \(^{188}\)Ta using the revised scheme. Especially, information needed for updating and predicting was directly retrieved from the output files of the nuclear model, hence besides \( \overline{w}_i \) and \( W \), no additional data structures were introduced.

We performed 2000 TALYS [17] calculations with random varia-

---

**Table 1**

<table>
<thead>
<tr>
<th>( L )</th>
<th>Time (s)</th>
<th>Revised scheme</th>
<th>Standard scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( N=1000 )</td>
<td>( N=2000 )</td>
</tr>
<tr>
<td>1000</td>
<td>0.008</td>
<td>0.016</td>
<td>0.300</td>
</tr>
<tr>
<td>5000</td>
<td>0.095</td>
<td>0.195</td>
<td>1.092</td>
</tr>
<tr>
<td>10 000</td>
<td>0.195</td>
<td>0.397</td>
<td>1.944</td>
</tr>
<tr>
<td>20 000</td>
<td>0.407</td>
<td>1.052</td>
<td>3.645</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>14.401</td>
<td>28.794</td>
<td>*86.000</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>( L )</th>
<th>( M )</th>
<th>Time (s)</th>
<th>Revised scheme</th>
<th>Standard scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>( N=1000 )</td>
<td>( N=2000 )</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.473</td>
<td>1.032</td>
<td>3.894</td>
</tr>
<tr>
<td>5000</td>
<td>1000</td>
<td>0.366</td>
<td>1.030</td>
<td>3.877</td>
</tr>
<tr>
<td>10 000</td>
<td>1000</td>
<td>0.370</td>
<td>1.024</td>
<td>3.906</td>
</tr>
<tr>
<td>20 000</td>
<td>1000</td>
<td>0.370</td>
<td>1.053</td>
<td>3.906</td>
</tr>
<tr>
<td>40 000</td>
<td>1000</td>
<td>0.372</td>
<td>1.043</td>
<td>3.900</td>
</tr>
<tr>
<td>1000</td>
<td>2000</td>
<td>1.043</td>
<td>2.314</td>
<td>6.784</td>
</tr>
<tr>
<td>5000</td>
<td>2000</td>
<td>1.025</td>
<td>2.280</td>
<td>6.796</td>
</tr>
<tr>
<td>10 000</td>
<td>2000</td>
<td>1.039</td>
<td>2.271</td>
<td>6.818</td>
</tr>
<tr>
<td>20 000</td>
<td>2000</td>
<td>1.033</td>
<td>2.311</td>
<td>6.773</td>
</tr>
<tr>
<td>40 000</td>
<td>2000</td>
<td>1.046</td>
<td>2.293</td>
<td>7.168</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>2000</td>
<td>1.041</td>
<td>2.294</td>
<td>7.000</td>
</tr>
</tbody>
</table>
tions of the neutron, proton and alpha optical model parameters. The parameters were sampled uniformly in the range between 80% and 120% relative to their default values. In total, 72 model parameters were adjusted—24 optical model parameters for each particle type. The same grid of 150 incident energies between 1 MeV and 200 MeV was used for all calculations. The calculations were performed on a computer cluster in parallel. TALYS was configured to provide detailed output, which led to the generation of about 4 \times 10^4 text files in each calculation. The files generated in each calculation required 300 megabytes of storage space and contained predictions for about 3 \times 10^6 quantities. Such a number of quantities clearly surpass the domain of application of the standard formulas, especially in the case of stage-wise updates. We bundled the resulting files of each calculation to a compressed tar archive. Each archive took about 30 megabytes. The total storage requirement for all archives was 60 gigabytes. For updating and making predictions, the relevant files were extracted whenever needed.

The linear interpolation from the model grid to the experiment grid was directly performed during the process of reading the content of the result files. In other words, instead of calculating \( \widetilde{\sigma} = S(\overrightarrow{x} - \overrightarrow{\xi}_0) \) (see Eq. (4)), we calculated \( \widetilde{\sigma} = S\overrightarrow{x} - S\overrightarrow{\xi}_0 \); and instead of constructing the sensitivity matrix \( S \) and multiplying it with the vectors \( \overrightarrow{x} \) and \( \overrightarrow{\xi}_0 \), we directly interpolated from these vectors. Furthermore, the vectors \( \overrightarrow{x} \) and \( \overrightarrow{\xi}_0 \) containing the predictions of model calculation never have to be explicitly constructed because their values are already available in the result files of TALYS. To interpolate a model calculation to an experimental observable, it suffices to locate the two relevant values in the result files. Thus, besides \( \overrightarrow{w} \) and \( \overrightarrow{W} \), only the output files of the model calculations were stored.

It is important to mention that storing the text files produced by the model calculations as compressed tar archives is convenient but not efficient. Unpacking and parsing the files introduces a significant overhead to the update procedure. Thus, the time need will be larger than reported in the previous section, where timings were based on an efficient binary representation of the matrix \( V \). However, using directly the output files of TALYS offers great flexibility. In order to introduce a new observable into the update procedure, it suffices to implement a function to read that observable from the TALYS result files.

We performed an update with the experimental data stated in [33]. The 854 experimental data points are distributed over 14 reaction channels. It took about 10 min to evaluate Eqs. (6) and (7). This time span includes unpacking and reading 14 files from each of the 2000 archives to construct the matrix \( V \) defined in Eq. (4). The update formulas can be evaluated in seconds, hence the overall time need is mainly determined by unpacking and reading the files.

The obtained quantities \( \overrightarrow{w} \) and \( \overrightarrow{W} \) enable the computation of arbitrary observables according to Eq. (8). As an example, we computed the evaluated estimates and associated covariances for the \((n, 2n)^{181}Ta\) cross section and the neutron spectrum at 10 MeV incident energy. These cross sections are displayed in Fig. 2 and their correlations in Fig. 3. The computation of the matrix \( V^0 \) including the extraction of 151 files from each tar archive took about 14 min. This example shows that predictions, uncertainties, and correlations can be calculated for any observable predicted by the model in reasonable time.

One might wonder whether the computation of all \( 3 \times 10^6 \) evaluated estimates contained in about \( 4 \times 10^4 \) files is feasible. To answer this question, we computed 45,300 evaluated estimates of emission spectra at different incident energies with the neutron, proton, deuteron, triton, helium-3 nucleus, and alpha nucleus as emitted particles. The computation involves interpolations of the values from 900 files from each calculation. Using the already unpacked files, the computation of the evaluated estimates required 30 min. Both in terms of number of files and in terms of number of observables, there is about a factor 50 to the computation of all evaluated quantities. Thus, the time needed to obtain the estimates of all \( 3 \times 10^6 \) observables can be estimated to be roughly one day. As shown in Section 3.3, using an efficient binary representation, for example in the form of the matrix \( U \), would allow the prediction of all \( 3 \times 10^6 \) observables in about 2 min.

5. Discussion

The revised scheme presents a fundamentally different view on the GLS formula than the standard formulas. Rather than updating the values of observables \( \overrightarrow{\xi}_0 \), one updates a vector of weights \( \overrightarrow{w}_0 \). Each weight in this vector is associated with a specific calculation. Similarly, instead of computing all elements of a possible large posterior covariance matrix \( A \) for the observables, one only computes a matrix \( W \) which contains the covariances between calculations.

The revised scheme clearly demonstrates which information is considered in the update process. The updated quantities \( \overrightarrow{w}_i \) and \( W_i \) are functions of the results of the model calculations interpolated to the grid of the measurements. Predicted observables not directly related to the measurements play no role in the update process. The information of measurements included in earlier updates affects the current update only through the induced modifications in \( \overrightarrow{w}_0 \) and \( W_0 \). It must be emphasized that the latter two quantities are global information at the level of complete calculations. These two quantities in combination with \( \overrightarrow{\xi}_0 \) and the model prediction vectors \( \overrightarrow{x} \) completely specify the current state of knowledge.

One could go even one step further. The information in \( \overrightarrow{\xi}_0 \) and the model prediction vectors \( \overrightarrow{x} \) is fully determined by the predictions of a model \( M \) performed with some parameter sets \( \{ p_0 \}_{k=1..M} \). Thus, in principle, it is not necessary to keep the results of model calculations after an update. Required information from model calculations for updating and making predictions can be recomputed at any time. Whether the results of model calculations should be stored or rather recomputed depends on the time requirement of the computation, the size of the output, and the available storage space.

These features allow us to add missing observables at a later point, even if updates have already been performed. In contrast to that, in the standard scheme all relevant observables must be specified at the very beginning before the generation of the prior. Every eventual measurement and any prediction of interest in the future has to be anticipated. If at some point, a prediction of some observable not taken into account is needed, the whole chain from prior generation over updating with measurement data has to be redone.

The increased flexibility in the revised scheme in combination with its speed advantage make it suitable to be implemented as a database application. As has been shown in Section 3.2, the information for millions of observables can be updated in seconds. The predictions of about \( 10^5 \) observables can be calculated in about 30 s, see Section 3.3. The time need to predict a subset of them, e.g. 1000 observables, is in the order of 0.01 s. These timings were measured on a personal computer. Therefore, these operations could even be performed faster on a server with more powerful hardware, for instance a system where the results of model calculations are distributed over several solid-state drives.

6. Summary and outlook

We presented an alternative computation scheme for the GLS formula which avoids the explicit calculation of the prior covariance matrix and instead works directly with the set of model calculations. The outlined computation scheme is mathematically equivalent to the standard scheme. In typical evaluation scenarios, the feasible number of observables is increased by two or three orders of magnitude compared to the standard scheme. We applied the new scheme in a tentative evaluation of neutron-induced reactions of \(^{180}Ta\) involving about \( 3 \times 10^5 \) observables.

The revised scheme allows us to add missing observables at a later point, even after updates with experimental data. Updating and making
predictions are separate processes, and both of these processes can be performed quickly. These features make the revised scheme suited to be implemented as a database application with public access. Users could query evaluated predictions, uncertainties and correlations of any observable which can be predicted by the employed nuclear model. The flexibility of such a database would be a valuable complement to existing data services such as the JEFF or the TENDL library.

Finally, the ability to deal with a large number of observables is a key requirement for the evaluation of high-energy reactions. Evaluated uncertainties may provide essential information for the uncertainty quantification of novel technologies, such as the currently planned MYRRHA reactor and future fusion and transmutation devices.
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Appendix A. Derivation of the GLS formulas

We derive the GLS formulas by taking recourse to Bayesian statistics (e.g. [40]). An alternative derivation adopting a minimum-variance viewpoint is presented in [4].

Prior knowledge about the true cross section vector \( \bar{\sigma} \) is specified in terms of a probability density function (pdf). In the GLS method, this
prior pdf is given as a multivariate normal distribution
\[ p_{\tau}(\vec{\sigma}_{\text{true}}) \propto \exp \left\{ -\frac{1}{2} (\vec{\sigma}_{\text{true}} - \vec{\sigma}_0)^T \Sigma^{-1} (\vec{\sigma}_{\text{true}} - \vec{\sigma}_0) \right\}. \] (A.1)

The center vector \( \vec{\sigma}_0 \) and the covariance matrix \( \Sigma \) define its shape. Section 2 outlined their determination based on model calculations. We do not need to know normalization constants in the following discussion.

The dispersion of the measurement vector \( \vec{\sigma}_{\text{exp}} \) around the true cross section vector is also described by a multivariate normal distribution,
\[ \ell(\vec{\sigma}_{\text{exp}}|\vec{\sigma}_{\text{true}}) \propto \exp \left\{ -\frac{1}{2} (\vec{\sigma}_{\text{exp}} - S \vec{\sigma}_{\text{true}})^T B^{-1} (\vec{\sigma}_{\text{exp}} - S \vec{\sigma}_{\text{true}}) \right\}. \] (A.2)

This pdf is called the likelihood. The covariance matrix \( B \) reflects statistical and systematic errors associated with the measurements. The sensitivity matrix \( S \) maps the values of \( \vec{\sigma}_{\text{true}} \) to the grid of \( \vec{\sigma}_{\text{exp}} \).

Both pdfs can be combined using the Bayesian update formula:
\[ p_{\tau}(\vec{\sigma}_{\text{true}}|\vec{\sigma}_{\text{exp}}) \propto \ell(\vec{\sigma}_{\text{exp}}|\vec{\sigma}_{\text{true}})p_{\tau}(\vec{\sigma}_{\text{true}}). \] (A.3)

The posterior pdf \( p_{\tau} \) represents an improved knowledge about \( \vec{\sigma}_{\text{true}} \). The exponents of both prior pdf and likelihood are quadratic forms with respect to \( \vec{\sigma}_{\text{true}} \). The exponent of the posterior is the sum of the exponents of the prior pdf and the likelihood and therefore also a quadratic form. Thus, the posterior pdf is a multivariate normal distribution,
\[ p_{\tau}(\vec{\sigma}_{\text{true}}|\vec{\sigma}_{\text{exp}}) \propto \exp \left\{ -\frac{1}{2} (\vec{\sigma}_{\text{true}} - \vec{\mu})^T \Sigma^{-1} (\vec{\sigma}_{\text{true}} - \vec{\mu}) \right\}. \] (A.4)

The center vector \( \vec{\mu} \) and the covariance matrix \( \Sigma \) can be determined by comparing the exponents of the left and right hand side of Eq. (A.3):
\[ \vec{\mu}_{\text{true}} = \vec{\mu}_{\text{true}} + \Sigma^{-1} B^{-1} S (\vec{\sigma}_{\text{true}} - \vec{\sigma}_{\text{true}}). \] (A.5)

Using normalized pdfs for the prior and the likelihood, the Bayesian update formula yields a normalized posterior pdf. Terms independent of \( \vec{\sigma}_{\text{true}} \) in the exponents of the pdfs only affect the normalization constant. Therefore, the sides of Eq. (A.5) are allowed to differ by a constant \( C \) and we only have to consider terms with \( \vec{\sigma}_{\text{true}} \). Matching the terms with \( \vec{\sigma}_{\text{true}} \) of the left and right hand side of Eq. (A.5) leads to
\[ A_1^{-1} = A_3^{-1} + S^T B^{-1} S \] (A.6)
\[ A_1^{-1} \vec{\sigma} = A_3^{-1} \vec{\sigma} + S^T B^{-1} \vec{\sigma}_{\text{exp}} \] (A.7)

Applying the Woodbury matrix identity for inversion [41], the posterior covariance matrix can be expressed as
\[ A_1 = A_3 - A_3 S^T (S A_3 S^T + B) \] (A.8)

Multiplying Eq. (A.7) from the left with this representation of \( A_1 \) yields
\[ \vec{\sigma}_{\text{true}} = \vec{\mu}_{\text{true}} + A_3^{-1} (S A_3 S^T + B) \vec{\sigma}_{\text{true}} + A_3^{-1} S^T B^{-1} \vec{\sigma}_{\text{exp}} \] (A.9)

We rearrange the bracketed expression in the second line:
\[ B^{-1} \vec{\sigma}_{\text{true}} + A_3^{-1} S^T B^{-1} \vec{\sigma}_{\text{exp}} = \vec{\sigma}_{\text{true}} + A_3^{-1} S^T (S A_3 S^T + B) \vec{\sigma}_{\text{true}} \] (A.10)

Using this identity, we can write Eq. (A.9) as
\[ \vec{\sigma}_{\text{true}} = \vec{\mu}_{\text{true}} + A_3^{-1} (S A_3 S^T + B) \vec{\sigma}_{\text{true}} + A_3^{-1} S^T B^{-1} \vec{\sigma}_{\text{exp}} \] (A.11)

Eqs. (A.8) and (A.11) are the final forms of the GLS formulas as stated in Eqs. (2) and (3).