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A harmonic-based method for computing the stability of periodic
solutions of dynamical systems

Une méthode fréquentielle pour le calcul de stabilité des solutions périodiques des
systèmes dynamiques
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In this Note, we present a harmonic-based numerical method to determine the local
stability of periodic solutions of dynamical systems. Based on the Floquet theory and the
Fourier series expansion (Hill method), we propose a simple strategy to sort the relevant
physical eigenvalues among the expanded numerical spectrum of the linear periodic system
governing the perturbed solution. By mixing the harmonic-balance method and asymptotic
numerical method continuation technique with the developed Hill method, we obtain a
purely-frequency based continuation tool able to compute the stability of the continued
periodic solutions in a reduced computation time. To validate the general methodology,
we investigate the dynamical behavior of the forced Duffing oscillator with the developed
continuation technique.

r é s u m é

Dans cette Note, nous présentons une méthode numérique fréquentielle pour déterminer
la stabilité des solutions périodiques d’un système dynamique. La méthode, basée sur la
théorie de Floquet et le développement en série de Fourier (méthode de Hill), consiste à
extraire les valeurs propres physiques de l’ensemble des valeurs propres numériques du
système perturbé étendu dans le domaine fréquentiel. En combinant alors la méthode
de l’équilibrage harmonique et la méthode asymptotique numérique avec la précédente
méthode de Hill, on obtient un outils de continuation purement fréquentiel où le calcul de
la stabilité des solutions suivies est quasiment immédiat. Afin de valider la méthode, nous
appliquons la méthode de continuation à un oscillateur de Duffing forcé.

1. Introduction

Determining the local stability of a dynamical system periodic solution is of primary interest in an engineering con-
text since only stable solutions are experimentally encountered. Moreover, a change in the stability can lead to significant
qualitative, and possibly dramatic, changes in the system response. A commonly-used method consists in computing the
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monodromy matrix of the linear periodic system governing the evolution of the perturbed solution and compare its eigen-
values (Floquet multipliers) moduli to one. Two well-known numerical strategies are classically used. The first technique
consists in a time-integration of the Jacobian matrix of the initial dynamical system over one period [1]. In the second
technique, the monodromy matrix is simply a by-product of a shooting continuation method [2].

The efficiency of those methods has been proved for years, but, inherently, the eigenvalues accuracy depends on the
chosen time-steps size, leading to possible long time computations. Furthermore, those time-domain approaches are not
necessarily best suited for nonlinear periodic solution computed, for instance, with a harmonic-balance method. In the
latter, eigenvalues of the linear operator can naturally be computed with Hill’s method also based on the Fourier series
expansion. This harmonic-based method deals with linear periodic systems and has been introduced by Hill one century
ago for the determination of the lunar perigee [3]. Since then, it has been applied to a wide range of physical problems like
the computation of energy eigenvalues of the Schrödinger equation [4,5], the stability of limit cycles in electrical circuits
[6] or the vibratory behavior of flexible rotating machines [7,8]. However, although Hill’s method often provides satisfactory
results, the meaning of the computed eigenvalues is generally misunderstood and may lead to wrong results. Actually, this
method is not of a trivial use since it requires to approximate the spectra of infinite-dimensional operators, i.e. to sort the
most converged eigenvalues among all the numerical ones. In this Note, we propose a simple numerical strategy to sort
these eigenvalues and therefore properly determine the stability of periodic solutions of dynamical systems.

Based on the Floquet theory and the Fourier series expansion of both the Jacobian matrix and perturbed solution, we
express the infinite-dimensional harmonic state operator of the linear periodic system governing the disturbance of the pe-
riodic solutions. We propose a simple criterion based on the energy distribution of the computed eigenvectors to extract the
most converged eigenvalues (Floquet exponents) of the truncated problem and therefore determine the local stability of the
solution. By mixing the standard harmonic-balance method with the so-called asymptotic numerical method continuation
technique based on the quadratic recast of the dynamical system [9], it becomes a straightforward and efficient procedure
to continue the periodic solutions as well as their associated Floquet exponents. To validate the general methodology, the
developed harmonic-based continuation tool is applied to the forced Duffing oscillator. We confirm not only the convergence
of the proposed Hill method but also its considerable running time benefit as compared to the time-domain monodromy
matrix computation.

2. Stability of periodic solutions

2.1. General formulation

We consider continuous-time dynamical systems governed by the general equation

ẋ(t) = f
(
x(t), t, λ

)
(1)

where x is an N-dimensional state vector and f is a nonlinear N-dimensional vector field that depends on a control param-
eter λ. In the following, f may explicitly depend on t (the system is non-autonomous) or not (the system is autonomous).

We consider a periodic solution x0(t) of (1), with minimal period T , at the particular control parameter value λ = λ0.
The stability of this periodic solution is studied by superimposing a small disturbance y(t):

x(t) = x0(t) + y(t) (2)

Substituting (2) into (1), assuming that f is at least twice continuously differentiable, expanding the result in a Taylor series
about x0, and retaining only linear terms in the disturbance, we obtain:

ẏ(t) = J (t)y(t) (3)

with

J (t) = J
(
x0(t), t, λ0

) = ∂ f

∂x

(
x0(t), t, λ0

)
(4)

J (t) is the N × N Jacobian matrix of f , at x = x0 and λ = λ0. The stability study of the periodic solution x0 consists in
finding if the disturbance y(t), solution of (3), fades away or is amplified as t is increased. Since x0(t) is T -periodic in time,
J (t) is also T -periodic in time considering its definition (4). Consequently, the system (3) is a linear system with periodic

coefficients. The Floquet theory [10,11], used in the following, specifically deals with this kind of dynamical systems.

2.2. Floquet theory

The following developments are classical and can be found, e.g., in the textbooks [1,12]. The N-dimensional linear system
(3) has N linearly independent solutions yn(t), so that any solution y(t) of (3) can be written:

y(t) =
N∑

cn yn(t) (5)

n=1

2



where cn are N constants that depend upon the initial conditions. For all n = 1, . . . , N , every fundamental solution yn(t)
can be expressed in the Floquet form

yn(t) = pn(t)eαnt (6)

where pn(t + T ) = pn(t) is a T -periodic N-dimensional complex vector and αn is a complex number. Then, it follows from
(6) and from the T -periodicity of pn that

yn(t + T ) = pn(t + T )eαn(t+T ) = yn(t)eαn T (7)

The αn represent the so-called Floquet exponents. Replacing αn by αn + 2ikπ/T in (7) shows that the αn are unique to
within an additive integer multiple of 2iπ/T [11].

Considering (6) or (7), the values of the Floquet exponents αn can be used to determine the stability of periodic solutions.

• If �(αn) < 0 for all n, all fundamental solutions yn converge toward zero as t is increased, so does disturbance y(t).
The periodic solution is said to be asymptotically stable.

• If a subscript n exists such that �(αn) > 0, the corresponding fundamental solutions increase exponentially, so does
disturbance y(t). The periodic solution is unstable in this case.

The above statement stands for non-autonomous initial systems (1). If the initial system (1) is autonomous, one of the Flo-
quet exponent is always αn = 2ikπ/T . In this circumstances, only the set of remaining eigenvalues can provide information
on the periodic solution stability.

2.3. Hill’s method

Hill’s method is a harmonic-based numerical approach used to determine the solutions of linear periodic systems like
(3), which is used here to calculate the Floquet exponents αn . This method has been widely used together with perturbation
methods to analytically obtain the stability of periodic solutions, for instance in the case of the Mathieu equation (see e.g.
[13]).

The unknown periodic functions pn(t) introduced in (6) are expressed by the general Fourier series

pn(t) =
+∞∑

k=−∞
pk

neikωt (8)

where the fundamental frequency ω reads ω = 2π/T and pk
n are N-dimensional complex vectors. By replacing (8) in the

Floquet form (6), any fundamental solution yn(t) is an infinite sum of harmonic contributions

yn(t) =
+∞∑

k=−∞
pk

ne(αn+ikω)t (9)

Being T -periodic as well, the Jacobian matrix J (t) is also expanded in the infinite Fourier series

J (t) =
+∞∑

h=−∞
J heihωt (10)

where the J h are N × N matrices. By replacing the solution yn(t) and the Jacobian J (t) by their Fourier series in the linear
periodic system (3), one obtains the following vector equation, for all n = 1, . . . , N:

+∞∑
k=−∞

(αn + ikω)pk
ne(αn+ikω)t =

+∞∑
k=−∞

+∞∑
h=−∞

J h pk
ne[αn+i(k+h)ω]t (11)

Since the sums have an infinite number of terms, replacing superscript k by k − h in the left-hand side term of the above
equation does not changes it. It leads to, for all n = 1, . . . , N:

+∞∑
k=−∞

[ +∞∑
h=−∞

J h pk−h
n − (αn + ikω)pk

n

]
e(αn+ikω)t = 0 (12)

By applying the harmonic-balance method to the above equation, i.e. by separately equating to zero each harmonic of (12)
(for each value of k), the above equation can be rewritten in the following infinite-dimensional eigenproblem

(H − sI)q = 0 (13)
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where H is the infinite-dimensional Hill matrix

H =

⎡
⎢⎢⎢⎢⎢⎢⎣

. . .
...

...
... . .

.

· · · J 0 + iωI J −1 J −2 · · ·
· · · J 1 J 0 J −1 · · ·
· · · J 2 J 1 J 0 − iωI · · ·
. .

. ...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎥⎦

(14)

s is a complex number, q is an infinite-dimensional vector and I is the identity matrix of appropriate size.
By comparing (13) and (12), the eigenvalues and eigenvectors s and q are related to αn and pn by the following relations:

sl
n = αn + ilω and qlT

n = [
. . . p−1−l

n p0−l
n p1−l

n . . .
]

(15)

valid for all l = 0,±1, . . . ,±∞ and n = 1, . . . , N . In the above equation, •T means the vector transpose of •. The above
relations show that each Floquet exponent αn , for a given n, is associated to an infinite set of eigenvalues sl

n , for all l =
0,±1, . . . ,±∞. Consequently, knowing the infinite set of sl

n would enable to calculate the αn and then to assess the periodic
solution stability.

However, for evident practical purposes and numerical computations, the infinite-dimensional problem (12)–(14) is trun-
cated to a finite dimension. Namely, matrix H is truncated to an N(2H +1)×N(2H +1) dimension, so that l = 0,±1, . . . ,±H
in (15). Let ŝl

n and q̂l
n denote the N(2H + 1) approximate eigensolutions of Eq. (13). If the αn are to be computed, two ques-

tions need to be solved: (1) do the (ŝl
n, q̂l

n) tend to (sl
n,ql

n) as H tends to infinity and (2) for a given n, among all the
computed ŝl

n , which ones, as l is varied, can be used to compute αn .
Firstly investigated by Poincaré [14] more than one century ago, those questions were still argued twenty years ago,

in particular for the computation of the Schrödinger equation [4]. Recently, papers based on the Fredholm theory provide
rigorous proof of the convergence [15,16].

However, a delicate issue remains the choice of the eigensolutions of the truncated problem that can be used in a
numerical procedure to evaluate the αn , n = 1, . . . , N . A simple idea consists in analysing the truncated problem eigenvectors
distribution q̂lT

n = [p−H−l
n . . . p0−l

n . . . pH−l
n ]T and considering the one associated to l = 0:

ŝ0
n = αn and q̂0T

n = [
p−H

n . . . p−1
n p0

n p1
n . . . pH

n

]
(16)

Since all the above developments are based on the assumption that the Fourier series (8) and (10) are convergent (pk
n tends

to zero as k tends to infinity), among all the computed eigenvectors, the components of the N ones associated with l = 0
(the q̂0

n) have almost symmetric shapes since they involve only the pk
n with |k| < H . For this reason, we assume that the q̂0

n
converge faster to q0

n than the others, for l �= 0.
With the above assumption, the numerical procedure to compute the N Floquet exponents αn is the following. The

Hill matrix H , truncated to order H is assembled and its N(2H + 1) eigensolutions (ŝl
n, q̂l

n) computed. Then, the N ones

associated to l = 0 are numerically selected by considering that the N eigenvectors q̂0
n are the N ones with the most

symmetric shapes. The N associated eigenvalues are then the N Floquet exponents: αn = ŝ0
n , n = 1, . . . , N . Their real parts

are then compared to 0 to assess the stability of the periodic solution.

3. The HBM–ANM–Hill method

One of the crucial points in the numerical method mentioned above is the expansion of the Jacobian J (t) in the Fourier
series (Eq. (10)). Indeed, in the most general situation, the nonlinear evolution equation (1) shows nonlinearities of any
kinds and the same is true for the Jacobian dependence on the periodic solution. Therefore, computation of its Fourier
coefficients J h can be very cumbersome.

However, in the special case where the harmonic-balance method (HBM) combined with the asymptotic numerical
method (ANM) is used to compute the Fourier coefficients of the periodic solution x0 (as explained in [9]), the computation
of the J h is rendered very efficiently. The leading idea, also used for the ANM, is to systematically recast the dynamical
system (1) in a quadratic polynomial form. From (1), the new quadratic system can be written as follows

m(ż) = c(λ, t) + l(z, t, λ) + q(z, z, t, λ) (17)

where c, l(·), q(·,·) are constant, linear and quadratic operators in z, respectively, and m(·) is a linear operator. The unknown
vector z contains the original components of the state vector x and some new variables added to get the quadratic form.
This procedure is fully explained in [9], which also shows that this quadratic recast can be applied to a large class of smooth
systems with a few algebraic manipulations and a few additions of auxiliary variables.

A periodic solution of (17), of minimal period T = 2π/ω, is expanded into the Fourier series
4



z0(t) =
H∑

p=−H

zp
0 eipωt (18)

The HBM combined to the ANM continuation method enables to compute the zp
0 , p = −H, . . . , H , and ω for various contigu-

ous values of λ, to detect possible bifurcations and compute different branches of solutions. For externally driven systems,
the control parameter is often the forcing frequency λ = ω. Assuming the quadratic recast (17), for any λ = λ0, the Jacobian
J (t) defined by (4) may be expressed in the form

J (t) = J C (λ0, t) + J L

(
z0(t), t, λ0

) + J Q

(
z0(t), z0(t), t, λ0

)
(19)

where J C , J L(·) and J Q (·,·) are constant, linear and quadratic N × N matrices with respect to z0. From then, it becomes
straightforward to find the Fourier coefficients J h of J (t) according to the ones of z0(t):⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

J 0 = J C (λ0, t) + J L

(
z0

0, t, λ0
) +

H∑
p=−H

J Q

(
zp

0 , z−p
0 , t, λ0

)

J h = J L

(
zh

0, t, λ0
) +

H∑
p=−H

J Q

(
zp

0 , zh−p
0 , t, λ0

)
(20)

(21)

Then, for each parameter λ0, the Hill matrix H is expressed in terms of the already computed zp
0 and ω and the stability

of the periodic solution x0(t) is simply obtained following the previous Hill’s method.
The selection of the N eigenvectors q0

n among the N(2H + 1) eigenvectors of (13) is done by computing for each ql
n ,

l = −H, . . . , H , n = 1, . . . , N , the median value of its components moduli. If qi is the i-th component of vector q of dimension
Q = N(2H +1), the median is

∑
i i|qi |/∑

i |qi |. The selected q0
n are the N ones with the median value closest to Q /2, which

are supposed to have the most symmetrical shape. Knowing those eigenvectors, the N corresponding eigenvalues are the
αn , used for the stability study.

4. Validation example

To give more insight in the stability study technique explained above as well as to give a validation on a well-known
example, the stability of the periodic solutions of a forced hardening Duffing oscillator is presented here in detail. The
studied Duffing equation is written:

ü + μu̇ + ω2
0u + Γ u3 = F cos(ωt) (22)

The particular values of parameters used here are: ω0 = 1, Γ = 1, F = 1, μ = 0.05. The periodic solution u(t) of (22), for
various values of ω around the primary resonance, are computed with the HBM combined with the ANM used to continue
the solution branches, as explained in [9]. The first step is to write (22) in the form of a first-order dynamical system of
dimension N = 2:{

u̇ = v

v̇ = F cos(ωt) − μv − ω2
0u − Γ u3 (23)

and then to transform it into a new one with quadratic nonlinear terms only:⎛
⎝ u̇

v̇
0

⎞
⎠ =

⎛
⎝ 0

F cos(ωt)
0

⎞
⎠ +

⎛
⎝ v

−μv − ω2
0u

w

⎞
⎠ +

⎛
⎝ 0

−Γ uw
−u2

⎞
⎠ (24)

The new unknown variables v = u̇ and w = u2 have been added. If z is defined as z(t) = [u(t) v(t) w(t)]T and ω = λ is the
control parameter, the above dynamical system has the form of (17). The Jacobian associated to the system (23) reads:

J (t) =
[

0 1
−ω2

0 −μ

]
+

[
0 0
0 0

]
+

[
0 0

−3Γ u2(t) 0

]
(25)

It is naturally in the form of Eq. (19). The HBM–ANM method enables to compute all Fourier coefficients of u, v and w up
to harmonics of order H . Those Fourier coefficients are then used to compute the ones of J (t) using Eqs. (20) and (25), the
Hill matrix (14) is assembled, the eigenvalue problem is solved and the stability of periodic solution u(t) is determined by
comparing �(αn) to zero.

Fig. 1 shows the results of the HBM–ANM–Hill method applied to the Duffing oscillator. The first three harmonics of
u(t) are shown as a function of the excitation frequency, around the primary resonance. Details around the superharmonics
resonances of order 2 (ω � ω1/2) and 3 (ω � ω1/3) are also shown. The shape of the branches qualitatively conforms to
the one obtained by perturbation methods (see e.g. [17] for the special shape of the third harmonics, Fig. 1 (right)). The
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Fig. 1. Resonance curves of a forced Duffing oscillator with ω0 = 1, Γ = 1, F = 1, μ = 0.05: amplitude of the first three harmonics as a function of forcing
frequency. Simulations with HBM–ANM, stability with the Hill method, with H = 12 harmonics. ‘—’: stable branches; ‘· · ·’: unstable branches. ‘SN’: saddle
node bifurcations; ‘SB’: symmetry breaking bifurcations. ‘Hi b j ’: i-th harmonic, j-th branch. (left): general view; (middle), (right): details of superharmonic
resonance of order 2 and 3.

Fig. 2. The N = 2 Floquet multipliers moduli |ρn| as functions of the excitation frequency ω, corresponding to the simulation of Fig. 1. ‘◦’: ρn computed
with the Hill’s method; ‘•’: ρn computed with the monodromy matrix, for various numbers Ns of time samples per period T . (left): general view; (middle),
(right): details of superharmonic resonance of order 2 and 3. Gray region corresponds to unstable periodic solutions.

stability has been determined by the Hill method. The saddle node (SN) bifurcations associated to the primary resonance as
well as the secondary resonance of order 3 are precisely located at the turning points (the points with a vertical tangent),
thus validating our method [17]. The particular symmetry breaking bifurcation (SB) around the secondary resonance of
order 2 is also well recovered [17]. The primary branch (denoted as b1 in Fig. 1), for which u(t) is symmetric since all
even harmonics are zero, is found unstable for ω ∈ [0.695 0.735], giving birth to two stable branches (branches b2 and b3)
with non-zero even harmonics. Those two branches have opposite constant component (H0b2, H0b3), identical to the first
harmonics (H1b2, H1b3) and opposite to the second harmonics (with identical amplitude and phase difference of π , H2b2,
H2b3). All simulations have been obtained by truncating the Fourier series to H = 12 harmonics.

Fig. 2 enables to compare our stability results to those obtained with a classical time-domain method. The latter consists
in integrating in time over one period the linear transformation given in Eq. (7). By gathering the fundamental solutions
6



Table 1
Relative and absolute time to compute the diagrams of Fig. 2 with the HBM–ANM continuation method on a standard desk PC (with an Intel core 2 quad
CPU, 2.83 GHz) with matlab R2007-b, including the stability computation with the Hill method and with the time-integration method to compute the
monodromy matrix with Ns sample points over one period.

HBM–ANM procedure Without stability Hill Time-domain

Ns = 100 Ns = 500 Ns = 1000

Computation time 1 (158 s) 1.38 (218 s) 1.39 (219 s) 2.76 (436 s) 4.46 (705 s)

Fig. 3. Eigenvalues of H as a function of the excitation frequency ω, corresponding to the simulation of Fig. 1. ‘•’: all ŝk
n , for n = 1,2 and k = 0,±1, . . . ,±H ;

‘◦’: αn , n = 1,2 computed with the Hill’s method. (left): real part; (right): imaginary part. Gray region corresponds to unstable periodic solutions.

yn(t) of Eq. (5) into the N × N matrix Y (t) = [y1(t) y2(t) . . . yN (t)], there exists an N × N constant matrix Φ , called the
monodromy matrix [1], so that:

Y (t + T ) = Y (t)Φ (26)

Specifying the initial conditions Y (0) = I , where I is the N × N identity matrix, the monodromy matrix is simply Φ = Y (T )

and the stability is obtained by comparing the Floquet multipliers ρn moduli (its eigenvalues) to one. The time-integration
is here performed by a fourth-order Runge–Kutta algorithm. The above equation, compared to Eq. (7), proves that the ρn
are linked to the Floquet exponents by, for all n = 1, . . . , N:

ρn = eαn T ⇔ αn = 1

T
lnρn + 2πk

T
i, k = 0,±1,±2, . . . (27)

As compared to the Hill method, one has to set an additional parameter: the number Ns of sample points over the computed
period for the numerical integration. Fig. 2 shows |ρn|, n = 1,2, as a function of ω, computed with the Hill method through
Eq. (27) as well as with the above described time-domain method, with various values of Ns . It shows that the Hill method
appears as a limit to the time domain method as Ns is increased. At least Ns = 1000 time integration points over the
computed period are necessary to recover the right stability results and especially to place the saddle-node bifurcation
points at the turning points of the solution branches. This large amount of integration points for the time-domain method
is also related to an increased computational cost, as compared to the Hill method. Table 1 shows the needed running time
to compute the continuation diagrams of Fig. 2. The frequency method is by far the more efficient approach to obtain the
continued stability map of the dynamical system.

Fig. 3 highlights the relevance of our strategy to sort the most converged eigenvalues among all the computed ŝl
n . As

expected, the computed imaginary parts 
(ŝl
n) are in qualitative agreement with the relation 
(ŝl

n) = 
(αn) + ilω (Eq. (15))
for the small values of l visualized in Fig. 3(right). Due to the truncation error, this will not be the case when considering
eigenvalues associated with high values of |l|. Since for a given n, the real parts of the sl

n are equal (�(sl
n) = �(αn) for

all l = 0,±1, . . . ,±∞), it would be theoretically possible to use any of them to determine the periodic solution stability.
However, among the truncated spectrum ŝl

n , there exists a set of eigenvalues with a real part that leads to erroneous stability
predictions, for values of |l| close to H . Fig. 3(left) clearly shows the wrong instability branches computed for the forced
Duffing oscillator with H = 12. Thus, a stability criterion based on the consideration of real parts of all eigenvalues would
have led to erroneous results. Sorting the most symmetric eigenvectors q̂l

n seems definitely a simple and correct method to
follow the N more convergent physical eigenvalues among all the numerical ones.

According to the expanded Floquet form (9), the convergents 
(ŝl
n) of Fig. 3(right) represents the location of the fre-

quency spectrum of the disturbance y(t) as a function of the excitation frequency ω. It is interesting to note that the
7



destabilization process is associated to a lock-in of the disturbance frequencies (
(α1) = 
(α2)) on ω-ranges embedding the
unstable regions. This phenomenon is well known, especially when dealing with Flutter instabilities [18].

5. Conclusion

In this article, a purely frequency-based numerical method to determine the local stability of periodic solutions of dy-
namical systems, based on computing the eigenvalues of the problem Hill matrix, has been presented. Its efficiency, in term
of accuracy and computation time, has been shown when associated to a harmonic balance based continuation method.
While the monodromy matrix is simply a by-product of a shooting continuation method in the time-domain approach,
here, the Hill matrix is simply a by-product of a harmonic-balance continuation method in the frequency domain. The main
interest of this method, which explains its efficiency, is that there is no need to switch from one domain to another for
computing the stability.
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