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ABSTRACT. A great challenge of practical significance in a recent research topic is to develop
computer vision system which can automatically recognize a variety of facial expressions. Such an
automated system enables to detect faces, analyzes and interprets facial expressions in a scene
although the accomplishment of this task is rather strenuous. There are several related problems:
detection of an image segment as a face, extraction of the facial expression information,
classification of the expression (e.g., in emotion categories) and their recognition. In this paper, we
proposed system that performs facial expression recognition using an Evidential Hidden Markov
(Ev-HMM) model in order to manage efficiently the constraints related to facial expression
recognition problem. An application of this method as part of improving the monitoring system in
medical intensive care units is carried out through to analysis and interpretation of the patient face
behavior. The experimental results are very exciting and have shown a promise of our automatic
recognition system.

KEYWORDS: Face Detection, Facial Expression Information Extraction, Facial Expression
Recognition, Hidden Markov Model, Transferable Belief Model Framework (TB"M).

RESUME. Un défi majeur et d'application importante sur un axe de recherche trés actuel est le
développement de systéme automatisé en vision par ordinateur de reconnaitre une variété
d'expressions faciales. Un tel systéme intelligent permet de détecter les visages, d'analyser et
d'interpréter les expressions faciales dans une vidéo bien que la mise en ceuvre d'un tel systéeme
est une tache est plutot ardue. Des aspects connexes a la réalisation de ce systéeme que sont, la
détection d'un segment d'image comme un visage, l'extraction de l'information de I'expression du
visage, la classification de I'expression (par exemple, dans les catégories de I'émotion) et enfin la
reconnaissance de cette derniére doivent étre traités. Dans cet article, nous avons proposé un
systeme de reconnaissance d'expressions faciales en utilisant un modéle de Markov caché
évidentiel afin de gérer de facon efficiente les contraintes de reconnaissance d'expression faciale.
Une application de cette méthode dans le cadre de I'amélioration du systéeme de surveillance dans
les unités de soins intensifs médicaux est effectuée par le biais d'une analyse et d'interprétation du
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comportement du visage du patient. Les résultats expérimentaux sont trés intéressants et ont
montré une promesse de notre systéme de reconnaissance automatique.

MOTS-CLES : Détection de face, Extraction d’information d’expression faciale, Reconnaissance
d’expression faciale, Modéle de Croyance Transférable.




1. Introduction

Facial Expression Recognition (FER) in video sceises@n important topic in
computer vision, impacting important applicationsareas such as video conferencing,
forensics, biomedical applications such as preast purgical path planning or clinical
improvement prediction, machine vision [1]. The mespressive way humans display
emotions is through facial expressions and thisedaprovides cues about facial
behavior. The aim of facial expression recognitiogthods is to build a system for the
classification of facial expressions from continsowideo input automatically.
Furthermore, development of an automated systetrréisagnizes facial expression is
rather a difficult task. There are three main edaproblems for facial recognition
system: detection of an image segment as a fat¢mcern of the facial expression
information, classification of the expression (gig. emotion categories) and facial
expression recognition. In this paper, we proposystem that detects the face while
analyzing and interpreting the behavior of the fatea human in a medical video.
Indeed, this system contributed significantly te thecognition of interest's events
(critical health) that can improve the quality bétpatient monitoring system in ICU [3].
An original application is proposed in order toesssthe impact of the proposed method
for patient monitoring in medical ICUS in cardiojogection. Three main contributions
can be noted in this work:

i) the first deals with the efficiency of faciat@ession recognition system based on
robust approach by using an evidential HMM. Thiseagion of the HMM allows to
take into account at the same time several constraf the system like physiognomic
variability of the human, environment situation-degent, timing of facial expressions
that is a critical factor in the interpretation efpressions. The power of the proposed
model lies in the ability and the potential of white reasoning framework as
transferable belief model. ii) The second contidnutis related to the combination of
facial expression information that uses the maxinmt@nsity of the mouth on the one
hand and on the other the maximum intensity ofdipes. iii) Finally, the field of
applications is the originality of this work. Fdrig, analysis and understanding of the
scene in a video was not done in medical environmanaddition to this, a scenario
such asfields the pain” and“anxious’ in a patient had never been studied.

The paper is organized as follows. In the firsttise¢c we describe our proposed
method for facial expressions recognition in imageguences. To this end, we present
at first, the face detection technique in image #meh we explain how the facial
expressions features are extracted. Finally, teedart of this section is to expose our
robust and flexible algorithm for facial expressiorecognition. Thus, after lariefly
overview on Transferable Belief Model (TBM) framewo[12], the main steps of
evidential hidden Markov model for facial expressiorecognition are presented.
Section 3 is devoted for applying our approach doognize facial expressions in
medical video. The performance analysis of our oetls done by comparing some
experimental results with a baseline algorithm ggoplo various databases in section 4.

2. Proposed Method for facial expression recognitio n

Detailed review of existing methods on facial essien is seen in [6, 10]. A
thorough study of the state of the art of existmgthods on facial expression is
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proposed by Maja Pantic in IEEE transactions ontepatanalysis and machine
intelligence [panticPAMIO0], and is also seen iMD][1Since the mid-1970s, many
methods have been proposed for facial expressiatysis and their recognition from
either static facial images or image sequences.mgnibese, we have the approaches
based on active contours, robust appearance filtebabilistic tracking, adaptive active
appearance model and active appearance modelH&]aifn of this section is to explore
the issues in design and implementation of a sy#tatncould perform automated facial
expression analysis. In general, three main stapsbe distinguished for solving this
problem. First step, before the analysis of faeigiression, the face must be detected in
a scene. The next step is to devise mechanismexioacting the facial expression
information from the observed facial image or imagguence. The final step is to
define some sets of categories, which will be usedacial expression classification
and/or facial expression interpretation, and toigkethe mechanism of categorization.
To this end, most facial expression recognitiontesys focus on only six basic
expressions (i.e., joy, surprise, anger, sadneas, &nd disgust) proposed in the work of
Darwin at the beginning [11] and more recently ERrfiBl]. In everyday life, however,
these six basic expressions occur relatively infemgly, and emotion or intent is more
often communicated by subtle changes in one onigrete features, such as tightening
of the lips which may communicate anger. Facialreggion recognition or human
emotion analysis remains a very daunting task.

2.1. Face Regions Detection

In response to real-time system development antidh@genous processing system
for facial expression recognition, we used Hiddesrlkdv Model (HMM) to detect face
in video sequence. HMM consists of two interrelapgdcesses: (1) an underlying,
unobservable Markov chain with a finite number taftss, a state transition probability
matrix and an initial state probability distributi@and (2) a set of probability density
functions associated with each state [9]. The wgmatoach is based on the technique
proposed by A. Nefian and Monsson Hayes Il in [Bhis technique involves the
extraction of the face features in order to detedEach face image of width W and
height H is divided into overlapping blocks of hatid. and width W. The amount of
overlap between consecutive blocks is P. T is tireber of observations which denotes
the number of blocks extracted from each face.Jeiserated using equation 1:

H-L 0

T= +1

L-P

y

Figure 1 is an illustration of face image parameterizatod blocks extractions.



Particular facial regions such as: hair, foreheags, nose and mouth come in a
natural order from top to bottom, even if the inmgee taken under small rotations in
the image plane. Each of these facial regionsstgaed to a state from theft to the
right topology of HMM. Note that, the state struetwf the face model and the non-zero
transitions probabilities are shown in Figure 2.

21l ¥l a3 - 253
all 223 a4 245
1 b 4 h]
hair forehead EVES miose ot

Figure2: Left to right HMM for face recognition [5].

Two main steps are used by HMM to detect and reézedgaces. Among these steps,
we have training the face model and their recogmitFor the training step, we use an
HMM face model to represent each individual in ttetabase. A set of five images
representing different instances of the same faeeused to train each HMM. In the
recognition phase, the probability of the obsepratvector given each HMM face
model is computed after extracting the observatieators as in the training phase.
Shown in Figure 3 and Figure 4, an illustration fi@ining and recognition step with
HHM. A face image t is recognized as face k if:

P(0Y |2, )= Max,P(0W]A, ) @

After the face detection, the facial expressiomgaition system performs the mouth
and the eye region feature extraction using thelpitensity code value to recognize
facial expression in images sequences.

2.2. Feature Extraction Process from Eye and Mouth Region

This work exploits the temporal intensity changeerpressions in videos for facial
expression recognition through the HMM. Considerithg intensity scale of the
different facial expressions, each person hasdigivn maximal intensity of displaying
a particular facial action. We combine the Moutbioa intensity Code Value namely
MICV [1] and the Eye region Intensity Code Valuanedy EICV as features for facial
expression recognition.

In this section, we describe how we compute theasybethe mouth region intensity
coded value (EICV/MICV). The E/MICV for eye and thmouth region which
characterizes the intensity variations betweenHKsidleat corresponds respectively to the
eye and the mouth region in a video frameasputed using a simple procedure that
divides a mouth region into blocks and creates geamlled EICV and MICV which
represents the intensity difference between blaoka frame. Eq. (3) illustrates the
generation of proposed MICV feature [1]andj represent thé, andjm blocks in a
frame. MICV is generated using Equation 3 [8]:
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2 0Otherwise
1<i<252<j< 2Fandi<j

ii 1if x{i)>x(]
y[(i—])25+j-u}:{ (i)>x(1)
©))
Where x(i), x(j) are the average intensities of theand jin blocks respectively. To

generate the MICV, for example, the frame is didid®to 5 x 5 blocks to generate the
feature vector. Figure 3 shows the detected magton and the 5 x 5 representation of

mouth region.
(a (b)
I*I2 |

[T LI =

Figure 3: (a) representation of mouth region and (b) theestomeye region

To generate the MICV [1], for example, the framedigided into 5 x 5 blocks to
generate the feature vector. Fig. 3a and 3b shewldtected eye and mouth region with
both their representation. Each block in a frasnedmpared with every other block to
generate EICV and MICV using “Eq. (4)". For exampfehe image is divided into 5 x
5 blocks, then “Eq. (4)" generates 300 dimensideature vectors. First element in the
feature vector compares the intensity of 1st ardittack; second element compares the
intensity of 1st and 3rd block and so on. The distaor error between the two
comparison codeB = (Pl, B.B,...... ,Pn) and q= (ql,qz,qg, ........ ,qn)

can be calculated using equation 4:

d =Z(pk O Qk)

1

4

2.3. Robust and Flexible Facial Expression Recognit  ion

The proposed system for facial expressions redogrig using an evidential Hidden
Markov Model (EvHMM) developed by E. Ramasso in§nd first introduced by [11].
This version of HMM is based on an extension ofbatlistic reasoning framework to
the evidential. This new reasoning framework isyvgeneric and powerful to develop
tools to support any type of application with betteanagement of uncertainty and
imperfect data. In addition, i$ possible to combine information with the cardtidion
rules and operators. In this work, we proposed & ard robust approach for event
recognition in videos sequences. A substantial fitewé belief functions is their
versatility and efficiency in the information fusi@rocess. Transferable Belief Model is
a very suitable tool for information combinationiagakes into account the nature and
quality of sources to provide noisy information [18nother advantage of the reasoning
part also lies in its ability to manage the impetifens of the data in order to estimate
the best accuracy recognition system. In the relat®rk, we noted that facial
expression recognition from still image has legimion with respect to video sequence
because a single image offers much less informatian a sequence of images for
expression recognition processing.



Feature classification is performed in the lastgstaf our automatic facial
expression analysis system. Hidden Markov Modeldts) have been widely used to
model the temporal behaviors of facial expressivos image sequences. This work
exploits HMM to recognize facial expression. Thiessic facial actions are defined
(neutral, smile, eyes closed and raised eyebrows) five emotional or facial
expressions (neutral, happy, anxious, painful, disdusted)can be recognized by the
system. For each facial expression, we use an BtédddMM for training the model
and afterwards to recognize its. We define five H8Md recognize the facial expression
which are"neutral”, "happy", "disgust’, "pain" , and "amiis". Facial expressions
features such as EICV and MICV are computed in g@bdistic quantity. And then, we
have combined in the belief mass two main infororatestimated on the eye region
features named (Eye Intensity Probability Value®¥) and the mouth region features
called (Mouth intensity Probability Value: MIPV).h& result of EIPV and MIPV
combination design Facial Expression Code ValueC¥HEs given as input to estimate
Ev-HMM parameter from the learning step. The remeairof this section describes the
HMM learning process and the recognition of fa@apressions through two steps.
These steps are implemented using the beliefs maeanmput in probabilistic HTK
toolkit for the expression recognition.

HMM for Neutral FE

Mouth feature: EICV | —

il

—»| HMM for Happy FE

4 1\

FECV = EICVO MicV| |—p| HMM for Disgust FE

Feature Vector

_p| HMM for feel Pain FE I’

> HMM for Anxious FE

T~

Eye feature: MICV |

Feature combination using TBM

Figure 4: An illustration for Ev-HMM architecture to recoige facial expressions

2.3.1. TBM tools overview

Transferable Belief Model (TBM) is a generic formahmework [12] for the
knowledge representation and information combimatidhis framework provides
powerful tools for managing data uncertainty angbrigcision. In this work, TBM is
used to combine the mouth/eye features parametéacafl expression recognition in
single parameter named Facial Expression Code @EBEV). Our models use the
belief masdor estimate the sensor confidence and we transfomrmthe Communality
function before combining information. This sectisaccinctly reviews some TBM
basic notions [13].

Indeed, TBM framework provides powerful tools foamaging data uncertainty and
imprecision. In our work the TBM is used to prop&gancertainty of low level
information over the scenario recognition proc@$ss section succinctly reviews some
TBM basic notions [14]. Several functions which #ne belief masses, the Credibility
(bel : Belie} , the Plausibilitypl) and the Communalitfg) are defined in the TBM. The
belief of an agent in subsets of the frame of disment Q. can be represented by a
basic belief assignme(BBA) also callebelief mass assignmermguation §:

I

Recognized facial expression

MAX (O/P)
Expression
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m*:-[01] B~ m*(B) (8)

Such as > m*(B)= 1 andm®(p)=0

BOP(Q)

The mass notedn® is the part of belief the information sourcd &itne. Moreover,
the use of communalities functions makes them dessbersome and time consuming
calculations while providing near those probabdigtxpressions. Accordingly, the use
of this belief function is a main advantage of caomagional complexity for proposed
recognition algorithm. In equation (9), this fuictiis defined as:

q*(B)= > m*(B),0BOQ, 9)

coB

2.3.2. Step 1: Evidential HMM training

For HMM training, FECV is computed after the EPINdaMIPV are extracted using
respectively eye and mouth region intensity frorohefiame in the video sequence and
is given as input to estimate the parameters ofiENW. Learning of model parameters
consists in defining a technique for estimating antbmatic adjustment of parameter by
exploiting the features of training data. We prapts use a Credal version of HMM
algorithm proposed in my previous paper in ordehamdle the spatial and temporal
variability and also the uncertainty existing ottee machine learning task. To this end,
regrouping components into states is made autoafigtity maximizing likelihood, and
a relevant regrouping implies a better recognitibstates. Given observations sets how
to adjust the HMM parameters to maximize the trajnset likelihood? For this, we
have used three levels for Ev-HMM learning stepvédtheless, it should be noted that
the complexity of the Baum-Welch algorithm in itedal version that we present in [2].
This is due to the beliefs functions that do notenthe same mathematical properties
those probabilities and over, beliefs functions éeéined on large space discernment.
Three parameters are usually learned during thellEMIM training step. Indeed, two
key levels passing by an initialization phase hetpslescribe Baum-Welch in credal
version used for learning

1. Initialization level: Ev-HInit does initialization. It computes an iait set of
parameter values using Viterbi alignment to segrtfemttraining observations and then
recomputed the parameters by pooling the vectoes@h segment.

2. Level 1. To determine the parameters of Ev-HMM, the outifuEv-HInit is fed
as input& into Ev-HRest. The models are re-estimated usingB#elch re-estimation.

3. Level 2: Testing the data against the model built.

The HMM classification scheme used in the pres@pr@ach is shown in Fig. 4.
Initially, separate HMMs are used for each expmssFECYV is fed as input to the Ev-
HMM. Finally, the maximum output obtained is coreield as the output expression.

2,3.3. Step 2: Facial Expressions Recognition by Ev. = -HMM

This step concerns the test of the data againstntbdel built. The Ev-HMM
classification scheme used in thiq approach is shimwFig. 4. Initially, separate Ev-
HMMs are used for each expression. FECV is fechpstinto the Ev-HMM. Finally,
the maximum output obtained is considered as tygub@expression. Upon completion



of learning step, the properly so called recognistage is carried out. For this purpose,
we use credal forward and backward propagation T2le propagations processes
follow the same traditional patterns as those &xjsin the probabilistic framework
[2,4]. In the case of credal forward propagatidnisidone in three steps which are:
initialization, induction and end step. Moreovere@al Backward propagation makes
the complete estimation of HMM parameters requinescomputation of three auxiliary
variables which are: the backward varialffeand the smoothing variablgs andé . In
fact, a similar process can be used in Ev-HMM [&&]the backward propagation to
generate a backward variabté;zt (S]-) in the prediction and melting process which is
estimated with equation 5

a2 ()=3 [ e m[o])(s; a2 [s;Is;) ®
az (8)=> (mgt 8 my* [0, ])(Sj Jxa% [s,- ](Sj ) ©

0os 0o, ,qgt (S ):Z(m%@ mf‘ [q ])(Sj )><q§t [Sj ](Sj) in induction phase @

3. Applying Method to Recognize Facial Expressioni  n
Medical Video

In this section, we present on one hand, an apgiafhevidential Markov model for
facial expression recognition and on the other haimel experimental results on real-
world facial expression dataset. In addition, wescadibed the used datasets and
presented the experimental results of even theopmance analysis of the proposed
approach compared it to other existing methods. edmerimental study conducted in
two datasets (Cohn-Kanade [14] AU code facial esgsion database and our database)
shows good performance of our proposed methodrin tf recognition rate precision
and its accuracy. Our Algorithms have been implastnising Matlab, C/C++ using
OpenCV library).

3.1. Tested Data Setup

In order to test the algorithms described in thevimus sections we use two different
databases, a database collected by us and the lGotade [14] AU code facial
expression database. The first used benchmark (FA@®h is Cohn-Kanade AU-
Coded Facial Expression Database is for researcutomatic facial image analysis,
synthesis and for perceptual studies. We usedetens version of the Cohn-Kanade to
test our algorithm. Facial behavior of 210 adultaswecorded using two hardware
synchronized Panasonic AG-7500 cameras. Partigpaste 18 to 50 years of age,
69% female, 81%, Euro-American, 13% Afro-Americand 6% other groups. Image
sequences for frontal views and 30-degree views w@itized into either 640x490 or
640x480 pixel arrays with 8- bit gray-scale or dttdwlor values. Full details of this
database are given in [14]. The second test databamirs. The data collection method
is described in detail in [3], our database hasmbealected from the experimental
video-surveillance system that we installed in ¢hediology department at the hospital
(have collected roughly 47 videos sequences forethactivities with 1500
frames/sequences. An observation sequence is mtadery one and a half second
from the 25fps video. The duration of the videousmtes is 300 seconds with an
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average length of circa 90 seconds. In this datbae have the subjects that were
instructed to display facial expressions correspuntb the five types of emotions such
as"neutral", "happy", " disgust", "pain" and"anxious" Four basic actiongéutral,
smile, eyes closed and raised eyebrows) detected over the face feature extraction step
are used through like input data of the EvidenHIM to recognize these facial
expressions.

3.2. Experiments Results 1: Using Cohn-Kanade AU database

All the tests of the algorithms are performed osea of five persons, each one
displaying five sequences of each of the five eomstj and always coming back or not
to a neutral state between each emotion sequere.sampling rate of the video
sequence was 30 Hz, and a typical emotion sequsnaeout 150 samples long (5s).
Figure 5, shows one frame of each emotion for esatiject. We used the sequences
from a set as test sequences and the remainingerseggl were used as training
sequences. In this case, we performed person depeagperiments, in which part of
the data for each subject was used as training dathanother part as test data. Table 1
show the recognition rate of the test for each HMbftsion. Note that the results
obtained with this database are much better tharoties obtained with our database.
This is because in this case we have more trauhdtg. Furthermore, it is observed that
among the five expressiontappy” expression is well (98% recognition rate)
recognized than the others (between 70% and 85&gné®dn rate). It can also be seen
that the evidential HMM with temporal constrainéghieves the best recognition rate
(and improves it in some cases) compared to ther atbed version HMM, even though
the input is segmented as continuous video. Therakpressions are greatly confused
with one another other. See below an illustratesutts in Table I.

See in following Figure 5, the examples of imagesifthe video sequences used in
the experiment.

(a) Anger (b) Disgust (c) Fear () Happiness () Sadness (f) Surprisc

Figure5: Used data of Cohn-Kanade AU database
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Facial Classic Temporal HMM  Hierarchical HMM  Evidential HMM
expressions/HMM HMM

Model

Neutral 70,00 70,00 72,00 80,00

Happy 80,00 85,00 85,00 98,00

Disgust 60,00 62,00 63,00 70,00

Surprise 70,00 80,00 80,00 85,00

Tablel: Facial Expression recognition rate for Cohn-Kanatll database (average in %)

3.3. Experiments Results 2:  Using Medical videos database

Our experimental data were collected in an opemrodeg scenario, where the
patient was asked to display the expression cavreipg to the emotion being induced:
This is a simulation process for generating fa@apressions in medical context.
Although we are aware that this assumption doesaketinto account all the constraints
related to the real conditions of facial expressidata collection, we think that, the
experimental result achieved shows involved sigaiftly the technological progress.
For complex and highly sensitive applications sashpatient monitoring in medical
UCls, power, robustness and efficiency of the psggomodel stands out and improves
very significant way the performance of the expimss recognition system facial. The
specific facial expressions recognition rate to rieddical context such as feel the pain
and the patient is in anxious condition dependsherperformance of the facial feature
extraction system for the detection of facial esgiens basic such as smile, eyes closed,
eyebrows raised and finally neutral. In average, llest results of facial expression
recognition were obtained using Ev-HMM. The tempdeyer assumption gives a
significant improvement in recognition rate compgriwith standard probabilistic
HMM. Find in Table 2 & 3, the results reporting tfaeial expression recognition rate
reached depending on the various kinds of HMM vgtetk In this used case of Ev-
HMM, “Happy” was detected with over 96% accuracy and Disguit ever 83%
accuracy. Whereas, the patient's behavior likesféie pain and anxious state are
recognized at respectively 78 % and 70%.
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See in following Figure 6, the examples of imagesnf the medical video sequences
used in the experiment.

Feel Pain

Surpprise

Neutral

Figure 6: Our used data gathered from experiment videoedilamce system in UCls.

Facial Classic Temporal HMM  Hierarchical HMM  Evidential HMM
expressions/ HMM HMM

Model

Neutral 70,00 75,00 78,00 80,00

Happy 76,00 80,00 80,00 85,00

Disgust 65,00 70,00 72,00 96,00

Tablell: Facial Expression recognition rate for our tegflase (average in %)

Facial Classic Temporal HMM  Hierarchical HMM  Evidential HMM
expressions/ HMM HMM

Model

Neutral 52,00 55,00 55,00 80,00

Happy 60,00 80,00 80,00 96,00

Disgust 53,00 70,00 70,00 83,00

The patient feels pain 54,00 55,00 55,00 78,00

The patient Anxiety 50,00 52,00 55,00 70,00

Tablelll: Facial Expression recognition rate for our teglase (average in %)

5. Conclusion

We have developed in this work, a computer visigatean that automatically
recognizes a series of complex facial expressi@ns. recognition system applied to
psychological research in medical field. In thstfinstance, the proposed approach has
been tested on a generic [AUBd] database of fapiptession to assess the system is
performance and efficiency .More specifically, tpeoposed system was used to
recognize the patient's specific behaviors closieked to his facial expressions and
emotions (resentment pain and mental state of ahgin cardiological ICUs. A Robust
and powerful approach for automatic facial recagniexpression using HMM in belief
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framework is presented. The proposed work is abledétect human faces over
extracting face features using HMM tool by segrmenfiace from the real time video.
Among the facials expressiofsappyanddisgustexpressions has been recognized with
an accuracy of 96% but expressioreutral and disgustcannot be distinguished well.
Thank to our method, because it provides bettee racognition with complex
expressions in a medical environment such as gueisf pain and patient anxious are
not easy to recognize. Nevertheless, our systenall@sed us to recognize these two
expressions with a rate of about 83% on averagacéléhe future work aims to apply
the feature extracted in this work to the forehaad noise region and also considering
more number of expressions. In addition, we thioktake into account a generic
maximal intensity for all people because that is lédck in current model, each person
has his/her own maximal intensity of displayingaatjgular facial action. This work is
just another step on the way toward achieving thel @f building more effective
medical computers-assisted that can help us kattdyzing physiological states such as
heart beat and skin conductivity of patient inicait care.
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