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Robustness to Diffusion of Prediction-based Control for Convection Processes

Delphine Bresch-Pietri, Miroslav Krstic

Abstract—In this paper, we consider an Ordinary Differential Equation (ODE) with convection and diffusion in the actuation path. We prove that a prediction-based controller, designed to compensate for the sole convective PDE, actually achieves exponential stabilization of the complete plant, provided that diffusion is small enough. Our result is obtained in $L_2$ norm and covers two cases, full-state feedback and boundary feedback. Simulation results emphasize the validity of this approach.

I. INTRODUCTION

For linear systems subject to input-delay, prediction-based control strategies, more commonly known as Smith Predictor (see [1], [14], [20]), are state-of-the-art for systems with constant input time-delays (see for instance [2], [4], [9], [11], [15], or [19] and the references therein). Grounding on the use of a prediction of the system state on a time horizon equal to the delay, this technique aims at compensating it, which notably improves transient performances.

When the actuation path is subject to both convection and diffusion, this technique has been recently extended in [12], [21] (see also [8] for an adaptive version) to compensate for both effects. However, while delay dynamics can be finitely stabilized, diffusion compensation should then be understood differently as it introduces an infinite relative degree. Correspondingly, while delay compensation requires to predict future values of the ODE state, in the diffusion case, the control law mainly accounts for an inversion of the diffusion dynamics.

When the diffusive effect can be neglected with respect to the convective one, one may be interested in using a standard prediction-based control law to compensate only for the dominant delay dynamics and, e.g., decrease the controller complexity. However, a well-known fact about prediction-based techniques [18] is that they suffer from being sensitive to various disturbances such as delay mismatch or, to a lesser extent, plant parameters uncertainties [16][17][23]. Thus, there is no guarantee a priori that a prediction-based feedback is robust to diffusion in the actuation path.

For this reason, in this paper, we consider a convection/diffusion PDE-ODE cascade coupled with a prediction-based controller. To analyze the resulting closed-loop robustness, we follow the distributed parameters systems methodology introduced in [13] which has proved to be effective to conclude on the robustness of prediction-based controller to several classes of uncertainties [6], [4], [7]. In details, focusing on the sole convection effect in the actuation path, we propose to apply to the distributed input a backstepping transformation which has been developed for input-delay systems. This allows us to map the original system into a target system which is suitable for Lyapunov stability analysis. We investigate two distinct frameworks, full-state feedback and boundary feedback, and show that, in both cases, exponential stabilization is obtained in the sense of the $L_2$ norm, provided that the diffusion parameter is small enough. This is the main contribution.

The paper is organized as follows. In Section II, we start by presenting the problem under consideration. Then, in Section III and IV, we tackle the cases of full-state and boundary control respectively and present our robustness results along with their proofs. This robustness property is illustrated with a numerical example in Section V. We conclude by sketching directions of future work.

II. PROBLEM STATEMENT AND CONTROL DESIGN

Consider the following ODE-PDE cascade

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(0,t) \\
u_1(x,t) &= u_2(x,t) + \varepsilon u_3(x,t) \\
u_1(1,t) &= U(t) \\
\varepsilon u_3(0,t) &= 0
\end{align*}
\]

in which $X \in \mathbb{R}^n$, the control $U$ is scalar, $u(\cdot,0) \in \mathcal{C}([0,1])$ and $\varepsilon \geq 0$ is a small parameter. We consider in the following that the ODE state $X$ is measured and that the pair $(A, B)$ is controllable. In the sequel, we will consider $K$ such that $A + BK$ is Hurwitz.

When $\varepsilon = 0$, system (1) is an input-delay system, with a unitary delay. It is well-known that the following control law compensates for the delay

\[
U(t) = K \left( e^{A\varepsilon} X(t) + \int_0^t e^{A(t-s)} BU(s) ds \right)
\]

namely that, after one unit of time, the control law (2) yields the delay-free dynamics $\dot{X}(t) = (A + BK)X(t)$ which is exponentially stable. It is also worth noticing that, when $\varepsilon = 0$, one can solve explicitly the transport PDE and obtain $u(x,t) = U(t + x - 1)$ which explains the second expression provided in (2).

In this paper, we aim at studying the stability of the closed-loop system (1)–(2) in presence of diffusion, that is, for $\varepsilon \geq$...
As, when \( \varepsilon \neq 0 \), the two expressions provided in (2) are not equivalent, we consider them separately in the following.

### III. Full-state feedback

In this section, we consider that \( u(\cdot, t) \) is measured. This corresponds to a dynamical system where convection/diffusion arises from a physical transport process, as opposed to computational or communication-based delay. Consequently, we select the control law as

\[
U(t) = K \left( e^{A t} x(t) + \int_0^t e^{A(t-s)} B w(s, t) \, ds \right)
\]  

(3)

We have the following robustness result.

**Theorem 1:** Consider the closed-loop system consisting of the plant (1) and the control law (3). Define the following functional

\[
\Gamma_p(t) = |x(t)|^2 + \int_0^t u(x, t)^2 \, dt
\]  

(4)

for a given \( p \in \mathbb{N}^+ \). There exists \( \varepsilon_p > 0 \) such that, if \( \varepsilon < \varepsilon_p \), then there exist \( \rho > 0 \) (independent of \( p \)) and \( R_p > 0 \) such that

\[
\Gamma_p(t) \leq R_p \Gamma_p(0) e^{-2\rho \varepsilon t}, \quad t \geq 0
\]  

(5)

This result states that the desired exponential convergence is achieved, provided that diffusion is small enough. It is worth noticing that this result holds for any \( p \in \mathbb{N}^+ \), but that the corresponding diffusion coefficient bound \( \varepsilon_p \) decreases with \( p \). Thus, one cannot obtain exponential stability in the infinity norm (see Section III-B for more details on this point).

We now provide the proof of this result.

#### A. Proof of Theorem 1

1) **Backstepping transformation:** We consider the following backstepping transformation of the distributed state

\[
w(t, x) = u(t, x) - \int_0^t Ke^{A(t-s)} B w(s, y, t) \, dy - Ke^{A t} X(t)
\]  

(6)

**Lemma 1:** The backstepping transformation (6), along with the control law (3), transform the plant (1) into the following target system

\[
\begin{align*}
\dot{X} &= (A + BK) X(t) + B w(0, t) \\
w(t, x) &= w_x(t, x) + \varepsilon w_{xx}(t, x) + \varepsilon g(x, t) \\
w(1, t) &= 0 \\
\varepsilon g_x(t, 0) &= -\varepsilon (KB w(0, t) + K(A + BK) X(t))
\end{align*}
\]  

(7)

in which

\[
g(x, t) = Ke^{A t} A ((A + BK) X(t) + B w(0, t))
\]  

(8)

**Proof:** Taking a time-derivative of (6) and using an integration by parts, one obtains

\[
w_t = u_t - KB u(x, t) - \int_0^t Ke^{A(t-s)} (ABu + \varepsilon Bu_{xx}) \, dy - Ke^{A t} AX
\]  

(9)

Similarly, one obtains for the first and second-order spatial derivatives

\[
\begin{align*}
w_x &= u_x - KB u(x, t) - K \int_0^t A e^{A(t-s)} Bu(y, t) \, dy - Ke^{A t} AX
\end{align*}
\]  

(10)

\[
\begin{align*}
w_{xx} &= u_{xx} - KB u_x(x, t) - KABu(x, t) - K \int_0^t A^2 e^{A(t-s)} Bu(y, t) \, dy - Ke^{A t} A^2 X
\end{align*}
\]  

(11)

Thus, it follows that

\[
w_t = w_x + \varepsilon w_{xx} + \varepsilon \left[ -K \int_0^t e^{A(t-s)} Bu_x(, t) \, dy + KB u(x, t) \right.
\]

\[
+ KABu(x, t) + K \int_0^t A^2 e^{A(t-s)} Bu(y, t) \, dy + Ke^{A t} A^2 X
\]

which gives the expected result with an integration by parts. The boundary conditions in (7) follow straightforwardly respectively from the definition of the control law (3) and the backstepping transformation (6), and from equation (10) evaluated at \( x = 0 \).

2) **Stability study in \( L_p \)-norm:** Define the following Lyapunov functional candidate

\[
V_p(t) = (X^T P X)^p + b \int_0^1 e^{2p \varepsilon t} w(x, t)^2 \, dx
\]  

(13)

in which \( b \) is a positive constant, \( p \in \mathbb{N}^+ \) and \( P \) is the solution to the Lyapunov equation associated to \( A + BK \) and a given positive definite matrix \( Q \). For the sake of conciseness, in the sequel, we denote \( \| w(t) \|_{2p}^2 = \int_0^1 e^{2p \varepsilon t} w(x, t)^2 \, dx \).

Taking a time-derivative of (13), one gets

\[
V_p(t) = -p(X^T P X)^{p-1} X^T Q X + 2p(X^T P X)^{p-1} X^T P B w(0, t)
\]

\[
- bw(0, t)^2 - 2p \| w(t) \|_{2p}^2 + 2pb \int_0^1 e^{2p \varepsilon t} w_{xx}(x, t) \, dx
\]

\[
+ 2p \varepsilon \int_0^1 e^{2p \varepsilon t} g(x, t) w(x, t)^{2p-1} \, dx
\]  

(14)

Performing an integration by parts, one obtains

\[
V_p(t) = -p(X^T P X)^{p-1} X^T Q X + 2p(X^T P X)^{p-1} X^T P B w(0, t)
\]

\[
- bw(0, t)^2 - 2p \| w(t) \|_{2p}^2 + 2pb \left( 2p w(0, t)^2 \right)
\]

\[
- 2p w(0, t)^2 - w_x(0, t) + (2p)^2 \| w(t) \|_{2p}^2
\]

\[
- \int_0^1 2p(2p - 1) e^{2p \varepsilon t} w(x, t)^{2p-2} \, dx
\]

\[
+ 2p \varepsilon \int_0^1 e^{2p \varepsilon t} g(x, t) w(x, t)^{2p-1} \, dx
\]  

(15)

Further, with an integration by parts and applying Young inequality, one can observe that

\[
2p \int_0^1 e^{2p \varepsilon t} w(x, t)^{2p} \, dx
\]

\[
= -w(0, t)^2 - 2p \int_0^1 e^{2p \varepsilon t} w(x, t)^{2p} \, dx
\]

\[
\leq -w(0, t)^2 + p \int_0^1 e^{2p \varepsilon t} w(x, t)^{2p} \, dx
\]  

(16)

\[
+ p \int_0^1 e^{2p \varepsilon t} w(x, t)^{2p} \, dx
\]
and thus that
\[-p \int_0^1 e^{2px} w(x,t)^{2p-2} w(x,t)^2 dx \leq -w(0,t)^{2p} - p\|w(t)\|_{2p}^2 \] (17)
Consequently, one gets
\[V_p(t) \leq -p\overline{\lambda}(Q)(X^T PX)^{p-1}|X|^2 + 2p(X^T PX)^{p-1}|X||PBw(0,t)| - bw(0,t)^{2p} - 2bw(0,t)^{2p} \]
\[-2p(2p-1)|w(t)|_{2p}^2 + 2p|w(t)|_{2p}^2 + 2p|w(t)|_{2p}^2 \]
\[+ 2pb \epsilon \int_0^1 e^{2px} g(x,t) w(x,t)^{2p-1} dx \] (18)
From the definition of the function \(g\) in (8) and applying Young inequality, one obtains the existence of a positive constant \(M > 0\) (which does not depend on \(p\)) such that
\[2p \int_0^1 e^{2px} g(x,t) w(x,t)^{2p-1} dx \leq M \left( 2p \|w(t)\|_{2p}^2 + w(0,t)^{2p} + |X(t)|^2 \right) \] (19)
Similarly, one gets
\[2p(X^T PX)^{p-1}|X||PBw(0,t)| \leq (2p - 1) \frac{\overline{\lambda}(Q)}{4} \left( \frac{\overline{\lambda}(P)}{\overline{\lambda}(P)} \right)^{2p-1} |PB|^2 w(0,t)^{2p} \]
\[\frac{4}{\overline{\lambda}(Q)} \frac{\overline{\lambda}(P)}{\overline{\lambda}(P)} \] (20)
in which \(\overline{\lambda}(\cdot)\) and \(\overline{\lambda}(\cdot)\) denote respectively the minimum and maximum eigenvalues of a given matrix, and
\[-2p w(0,t)^{2p-1} w_x(0,t) \leq 2pKBw(0,t)^{2p} + (2p - 1)w(0,t)^{2p} + |K(A + BK)|^2 |X(t)|^2 \] (21)
Plugging these inequalities into (18), one gets
\[V_p(t) \leq -p\overline{\lambda}(Q) (X^T PX)^{p-1}|X|^2 \]
\[-2p(1 + M + 2p|KB|) w(0,t)^{2p}\] (22)
Assume that
\[b > 2 \left( \frac{4\overline{\lambda}(P)}{\overline{\lambda}(P)} \right)^{2p-1} |PB|^2 \] (23)
and that \(\epsilon < \epsilon^*_p\) with
\[\epsilon^*_p = \min \left\{ \frac{p\overline{\lambda}(Q)\overline{\lambda}(P)^{p-1}}{4b(M + |K(A + BK)|^2)^{2p}}, \frac{1}{2(M + 2p|KB|)} \right\} \] (24)
then, one obtains
\[V_p(t) \leq -2p \min \left\{ \frac{\overline{\lambda}(Q)}{8\overline{\lambda}(P)}, \frac{1}{2} \right\} V_p(t) \] (25)
which gives
\[V_p(t) \leq e^{-2p\min \left\{ \frac{\overline{\lambda}(Q)}{8\overline{\lambda}(P)}, \frac{1}{2} \right\}} V_p(0) \] (26)
3) Equivalence between \(V_p\) and \(\Gamma_p\). To conclude the proof, it now remains to show that \(V_p\) and \(\Gamma_p\) are equivalent, i.e., that there exist \(c_1, c_2 > 0\) such that \(c_1 V_p \leq \Gamma_p \leq c_2 V_p\). This fact actually follows straightforwardly by applying Young inequality to (6) and its inverse
\[u(x,t) = w(x,t) + \int_0^x K e^{(A+BK)(x-y)} B w(y,t) dy + K e^{(A+BK)x} X(t) \] (27)
However, note that these constants \(c_1\) and \(c_2\) depend on \(p\). Then, it follows from (26) that (5) holds with \(R_p = c_1/2p\) and \(\rho = \min \left\{ \frac{\overline{\lambda}(Q)}{8\overline{\lambda}(P)}, \frac{1}{2} \right\} \).
B. Comments on the norm selection
It is worth noting that, even if our robustness result holds for all \(L_p\) norm, it does not extend to the infinity norm. Indeed, the bound \(\epsilon^*_p\) defined in (24) depends on the value of \(p\) and tends to zero as \(p\) tends to infinity. Thus, according to our analysis at least, prediction-based control is not robust to diffusion in infinity norm. Interestingly, the same conclusion can be obtained by studying the system via Input-to-State Stability and attempting to apply the Small Gain Theorem.

IV. BOUNDARY FEEDBACK
In this section, as the distributed input is seldom measured in application, we consider the more realistic case in which the actuator state is unknown. Consequently, we choose the control law as
\[U(t) = K \left[ e^{A(T - t)} + \int_{t-1}^t e^{A(t-s)} BU(s) ds \right] \] (28)
In this case, a similar result to the one provided in the previous section holds.

Theorem 2: Consider the closed-loop system consisting of the plant (1) and the control law (28). Define the following functional
\[\Psi_p(t) = \int_{t-1}^t U(s)^2 ds \] (29)
then,
\[\int_{t-1}^t U(s)^2 ds + \int_{t-1}^t U(s) dx + \int_{t-1}^t U(s)^2 dx \]
for a given $p \in \mathbb{N}$. For any initial condition $U_0 : s \in [-1, 0] \mapsto U(s) \in C([0, 1], \mathbb{R})$, there exists $\varepsilon_0 > 0$ such that, if $\varepsilon < \varepsilon_0$, then there exist $\rho > 0$ (independent of $\rho$) and $R_\rho > 0$ such that

$$
\Upsilon_p(t) \leq R_\rho \Upsilon_p(0)e^{-2\rho t}, \quad t \geq 0
$$

(30)

The definition (29) of the functional $\Upsilon$ is due to the specific form of Lyapunov functional considered in the following proof.

**Proof of Theorem 2:**
To account for the fact that the control law explicitly neglects diffusion in the actuator path, we define the distributed estimate $\hat{u}(x,t) = U(t + x - 1), x \in [0, 1]$. Thus, the controller (28) can be reformulated as

$$
U(t) = K \left[ e^{A(t)}(t) + \int_0^1 e^{A(1-s)} B \hat{u}(x,t)dx \right]
$$

(31)

and, introducing the estimation error $\tilde{u} = u - \hat{u}$, one obtains

$$
\begin{aligned}
\dot{X}(t) &= AX(t) + B[\tilde{u}(0,t) + \hat{u}(0,t)] \\
\tilde{u}_t(x,t) &= \tilde{u}_x(x,t) + \varepsilon(\tilde{u}_x(x,t) + \hat{u}_x(x,t)) \\
\hat{u}(1,t) &= 0 \\
\varepsilon \tilde{u}_x(0,t) &= - \varepsilon \hat{u}_x(0,t) \\
\hat{u}_t(x,t) &= \hat{u}_x(x,t) \\
\hat{u}(1,t) &= U(t)
\end{aligned}
$$

(32)

We now consider the following backstepping transformation

$$
\begin{aligned}
\hat{w}(x,t) &= \hat{u}(x,t) - \int_0^x Ke^{A(t-y)} B \hat{u}(y,t)dy - Ke^{A(t)} X(t)
\end{aligned}
$$

(33)

Following the same steps as in the proof of Lemma 1, one can prove that this transformation, along with the control law (31), map the previous system into

$$
\begin{aligned}
\dot{X}(t) &= (A + BK)X(t) + B[\tilde{u}(0,t) + \hat{w}(0,t)] \\
\tilde{u}_t(x,t) &= \tilde{u}_x(x,t) + \varepsilon(\tilde{u}_x(x,t) + \hat{w}_x(x,t)) \\
\hat{u}(1,t) &= 0 \\
\varepsilon \tilde{u}_x(0,t) &= - \varepsilon \hat{w}_x(0,t) \\
\hat{w}_t(x,t) &= \hat{w}_x(x,t) \\
\hat{w}(1,t) &= 0
\end{aligned}
$$

(34)

in which, considering the inverse backstepping transformation (similar to the one defined in the previous section in (27))

$$
\begin{aligned}
h(x,t) &= \hat{w}_x(x,t) + KB\hat{w}_x(x,t) + K(A + BK)B \hat{w}(x,t) \\
&\quad+ K \int_0^x (A + BK)^2 e^{(A+BK)(t-y)} B \hat{w}(y,t)dy \\
&\quad+ Ke^{(A + BK)x}(A + BK)^2 X(t)
\end{aligned}
$$

(35)

In the following analysis, we also need the dynamics of the first and second spatial-derivatives of the backstepping variable which is simply

$$
\begin{aligned}
\hat{w}_x(x,t) &= \hat{w}_{xx}(x,t) \\
\hat{w}_x(1,t) &= 0 \\
\hat{w}_{xx}(x,t) &= \hat{w}_{xxx}(x,t) \\
\hat{w}_{xx}(1,t) &= 0
\end{aligned}
$$

(36)

We are now ready to start the Lyapunov analysis. We consider the following functional candidate

$$
V_p(t) = (X^T PX)^p + b \int_0^1 e^{2p \tilde{u}(x,t)^2} dx
$$

(37)

in which $b > 0$, $p \in \mathbb{N}^+$ and $P$ is the solution to the Lyapunov equation associated to $A + BK$ and a given positive definite matrix $Q$. Taking a time-derivative and performing integrations by parts, one obtains

$$
\begin{aligned}
V_p(t) &= - p(X^T PX)^{p-1}X^T QX - b \tilde{u}(0,t)^2 - 2pb\|\tilde{u}(t)\|_{2p}^2 \\
&\quad+ 2p(X^T PX)^{p-1}X^T PB[\tilde{u}(0,t) + \tilde{w}(0,t)] \\
&\quad- b(\tilde{w}(0,t)^2 + \tilde{w}_x(0,t)^2 + \tilde{w}_{xx}(0,t)^2) \\
&\quad- 2pb\|\tilde{w}(t)\|_{2p}^2 + \|\tilde{w}_x(t)\|_{2p}^2 + \|\tilde{w}_{xx}(t)\|_{2p}^2 \\
&\quad+ 2pbe \int_0^1 e^{2p \tilde{u}(x,t)^2 - 1}(\tilde{u}_x + h(x,t))dx
\end{aligned}
$$

(38)

in which, using integrations by parts,

$$
\begin{aligned}
\int_0^1 e^{2p \tilde{u}(x,t)^2 - 1} \tilde{u}_x dx
\end{aligned}
$$

(39)

Following similar steps as in (16)–(17), one gets

$$
2p \int_0^1 e^{2p \tilde{u}(x,t)^2 - 1} \tilde{u}_x dx
$$

(40)

in which the last inequality is obtained using the expression of $\tilde{u}_x(0,t)$ in (34) and Young inequality. Further, from (35), applying Young inequality and integrations by parts, one obtains the existence of a constant $\tilde{M} > 0$ (independent of $p$) such that

$$
\begin{aligned}
2p \int_0^1 e^{2p \tilde{u}(x,t)^2 - 1} h(x,t)dx &\leq \tilde{M}(2p\|\tilde{u}(t)\|_{2p}^p) \\
&\quad+ \|\tilde{w}(t)\|_{2p}^p + \|\tilde{w}_x(t)\|_{2p}^p + \|\tilde{w}_{xx}(t)\|_{2p}^p + |X(t)|^2
\end{aligned}
$$

(41)

Plugging together (38), (40) and (41), one obtains, using Young inequality,

$$
\begin{aligned}
V_p(t) &\leq -p \tilde{\lambda}(Q) \frac{1}{4} |X(t)|^2 \\
&\quad- \left( b - \left( \frac{8\lambda(P)}{\tilde{\lambda}(Q)(\lambda(P))} \right) \right) |PB|^{2p} - be|KB| \tilde{w}(0,t)^2 \\
&\quad- \left( p \tilde{\lambda}(Q) \tilde{\lambda}(P)^{p-1} \right) e\tilde{M} + |K(A + BK)|^{2p} |X(t)|^{2p} \\
&\quad- \left( b - \left( \frac{8\lambda(P)}{\tilde{\lambda}(Q)(\lambda(P))} \right) \right) |PB|^{2p} - be(3 + |KB|) \tilde{u}(0,t)^2
\end{aligned}
$$
\[-b(1-\varepsilon)\dot{\hat{w}}_x(0,t)^2 - 2pb(1-\varepsilon(1+M))\|\hat{a}(t)\|_{2p}^{2p} - 2pb(1-\varepsilon)\|\dot{\hat{w}}(t)\|_{2p}^{2p} + \|\hat{w}_x(t)\|_{2p}^{2p} + \|\hat{w}_{xx}(t)\|_{2p}^{2p}\]  

Consequently, choosing  
\[b > 2\left(\frac{8\lambda(P)}{\lambda(Q)\lambda(P)}\right)^{2p-1}|PB|^{2p}\]  

and if \(\varepsilon < \varepsilon^*_p\) with  
\[\varepsilon^*_p = \min\left\{\frac{1}{2(3+|KB|)}, \frac{p\lambda(Q)\lambda(P)^{p-1}}{4b(M+|K(A+BK)|^{2p})}\right\}\]  

one obtains that  
\[\dot{V}_p(t) \leq -2p\min\left\{\frac{\lambda(Q)}{8\lambda(P)}, \frac{1}{2}\right\} V_p(t)\]  

It now remains to show that \(\Upsilon_p\) and \(V_p\) are equivalent. This can be done as previously by considering the inverse backstepping transformation and applying Young inequality. It is also necessary to notice that \(\dot{a}_x(x,t) = \hat{U}(t+x-1)\) and \(\dot{a}_{xx}(x,t) = \hat{U}(t+x-1)\) which explains the presence of integrals of \(\dot{U}\) and \(\hat{U}\) in (29). This concludes the proof. \(\blacksquare\)

The same comments as in the previous section regarding the infinity norm apply here.

V. NUMERICAL SIMULATIONS

To illustrate the merits of the proposed controller, we consider a numerical example inspired from the fluid flow system considered, e.g., in [5] [10]. It consists in an horizontal tube equipped with inlet and outlet fans and a mist injector. The mist injection is fixed and the control objective is to regulate the moisture at the output of the tube, that is, the OD\(E\) state \(X\) is the moisture while the control \(U\) is the fan power. A schematic view of the set-up is given in Fig. 1.

As studied in [5] [10], a stable first-order delay equation encapsulates the main features of the dynamics under consideration. A more detailed modeling enables to conclude that diffusion also occurs inside the tube, but is negligible compared to convection. The moisture measured at the output thus satisfies (1) with \(A = -1/\tau_0\) and \(B = K_P/\tau_0\) and \(A + BK\) is Hurwitz for any constant \(K < 0\). We chose \(K = -10\) in simulation.

\[a(x,t) = \frac{\partial}{\partial t} v_0 + \frac{\partial}{\partial x} v_0\]  

Fig. 2. Numerical results for the closed-loop dynamics of the moisture modeled by (1) with \(A = -1/\tau_0\) and \(B = K_P/\tau_0\) for two different controllers. The initial condition corresponds to a moisture (relative humidity) equilibrium of 50\% that one wants to regulate to a new operating condition corresponding to 60\% of moisture. The prediction-based controller (28) has been implemented with a feedback gain \(K = -10\). The nominal diffusion/convection controller from [12], [21] has been implemented with a similar feedback gain \(K = -10\). One can easily observe\(^3\) that the results presented in this paper straightforwardly extend to the case of a non-unitary delay \(D\). Thus, for simulation, we take\(^2\) \(D = 6s, \tau_0 = 9s, \varepsilon = 0.04s^{-1}\). This choice leads to a Peclet number of \(\varepsilon D = 0.24\). As only boundary measurements are available in this example, we implement the controller (28).

We compare the obtained closed-loop performances with the full-state diffusion/convection compensation solution proposed in [12], [21] as a reference. Corresponding results are

\(^3\)Performing, from an unnormalized process \(Dv = u + av_{xx}\), a simple change of variable \(u(x,t) = v(x,Dt)\).

\(^2\)Note that the convection speed is actually time-varying, but we neglect those variations here for the sake of simplicity.
depicted in Fig. 2. First, one can observe that convergence is indeed obtained, even if the Peclet number is quite high in this example. Also, one can notice that, when using the proposed prediction-based controller, transient performances are slightly degraded as an overshoot is generated. However, overall, this controller reasonably performs compared to a strategy tailored to handle diffusion and using the distributed state knowledge.

VI. CONCLUSION

In this paper, we proved that prediction-based controller for linear systems subject to a single input-delay are robust to diffusion in the actuation path. Future works should investigate the extension of this property to systems subject to multiple input-delays [3], [22].
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