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Abstract

We consider a system of two coupled integro-differential equations modelling pop-
ulations of healthy and cancer cells under therapy. Both populations are structured
by a phenotypic variable, representing their level of resistance to the treatment. We
analyse the asymptotic behaviour of the model under constant infusion of drugs. By
designing an appropriate Lyapunov function, we prove that both densities converge to
Dirac masses. We then define an optimal control problem, by considering all possible
infusion protocols and minimising the number of cancer cells over a prescribed time
frame. We provide a quasi-optimal strategy and prove that it solves this problem for
large final times. For this modelling framework, we illustrate our results with numeri-
cal simulations, and compare our optimal strategy with periodic treatment schedules.

1 Introduction

One of the primary causes of death worldwide is cancer [63]. Cancer treatment encounters
two main pitfalls: the emergence of drug resistance in cancer cells and toxic side effects
to healthy cells. Given these causes of treatment failure, designing optimized therapeutic
strategies is a major objective for oncologists. In this paper, we propose a mathematical
framework for modelling these phenomena and optimally combining therapies.
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1.1 Overview and motivation

The most frequently used class of anti-cancer drugs are chemotherapeutic (cytotoxic) drugs,
which are toxic to cells, leading to cell death. For example, platinum-based agents kill
dividing cells by causing DNA damage and disrupting DNA replication [36]. Another class
of drugs are cytostatic drugs, which slow down cell proliferation without killing cells. For
example, trastuzumab is a cytostatic drug used in breast cancer treatment that targets
growth factor receptors present on the surface of cells, and inhibits their proliferation [33].
Despite this obvious functional difference between the two classes, cytostatic drugs, such
as tyrosine kinase inhibitors, can also be cytotoxic at high doses [56].

It is a well documented fact that cytotoxic agents can fail to control cancer growth and
relapse [30, 50, 58]. First, eradication of the tumour cell population is compromised by the
emergence of drug resistance, due to intrinsic or acquired genotypic and phenotypic het-
erogeneity in the cancer cell population [5, 10, 28, 19], because a subpopulation of resistant
cells survives and proliferates, even in the presence of further treatment with identical [61],
or higher doses [53]. Second, chemotherapeutic treatments have unwanted side effects on
healthy cells, which precludes unconstrained treatment use for fear of unwanted toxicities
to major organs. It is therefore a challenge for oncologists to optimally and safely treat
patients with chemotherapy.

The medical objective of killing cancer cells together with preserving healthy cells from
excessive toxicity is routinely translated in mathematical terms as finding the best thera-
peutic strategies (i.e., below some maximum tolerated dose, referred to as MTD) in order
to minimise an appropriately chosen cost function. There are many works in mathemati-
cal oncology focusing on the optimal modulation of chemotherapeutic doses and schedules
designed to control cancer growth, e.g. [2, 17, 18, 37, 41, 39, 40, 38, 65, 66, 67].

Since using ordinary differential equations (ODESs) is a common technique for modelling the
temporal dynamics of cell populations, the mathematical field of optimal control applied to
ODEs has emerged as an important tool to tackle such questions (see for instance |60] for
a complete presentation). In these ODE models, toxicity can either be incorporated in the
cost functional as in [15], or by adding the dynamics of the healthy cells [7]. One simple,
but rather coarse, paradigm used to represent drug resistance in such ODE models is by
distinguishing between sensitive and resistant cancer cell subpopulations |18, 11]. Herein,
the main tools available to obtain rigorous results are the Pontryagin maximum principle
(PMP) and geometric optimal control techniques |1, 54, 59, 68].

Another paradigm used in the mathematical modelling of drug resistance relies on the
idea that phenotypic heterogeneity in cancer cells and the dynamics of cancer cell popula-
tions can be understood through the principles of Darwinian evolution [27, 29]. Given a
particular tumor micro- and macro-environment (e.g., access to oxygen, nutrients, growth
factors, drug exposure), the fittest cells are selected. In the case of resistance, resistant cell
subpopulations are assumed to emerge and be selected for their high levels of fitness in the
presence of chemotherapeutic agents. Whether they already exist in the cell population,
surviving and remaining dormant at clinically undetectable small numbers, and emerging



only by natural selection, or they do not exist at all initially, but emerge as a result of
an evolutionary trade-off between proliferation and development of costly survival mech-
anisms [3], likely of epigenetic nature, is still difficult to decide. The two scenarios have
been studied in a modelling framework in [15].

Adaptive dynamics is a branch of mathematical biology that aims at modelling Darwinian
selection [21, 22]. Tt is thus a natural theoretical framework for the representation of phe-
notypic evolution in proliferating cell populations exposed to anti-cancer drugs and tumor
micro-environmental factors. Non-Darwinian evolutionary principles have also been pro-
posed to take into account drug resistance phenomena [52]. Adaptive dynamics is amenable
to modelling these principles as well. To this end, stochastic or game-theoretic points of
view (see [13, 32]) are standard in adaptive dynamics. Apart from ODEs, partial differential
equations (PDEs) and integro-differential equations (IDEs) represent other deterministic
approaches. The latter ones represent the focus of our paper. For an introduction to PDE
and IDE models in adaptive dynamics, we refer the interested reader to |51, 16].

A common feature of these modelling techniques is that the population is structured by
a trait, referred to as phenotype. The resistance level of a cell to a drug therapy is an
example of such trait. Often, this variable is assumed to be continuous since it is corre-
lated with biological characteristics, e.g., the intracellular concentration of a detoxication
molecule (such as reduced glutathione), the activity of detoxifying enzymes in metabolising
the administered drug, or drug efflux transporters eliminating the drug. Another possi-
ble continuous structuring variable is the ability of some cancer cells to quickly change
their phenotypes (otherwise said, their intrinsic plasticity) by regulating the level of DNA
methylation and/or of activity of DNA methyltransferases |14, 57]. This ability is also
correlated with the degree of resistance to a given drug.

To this end, a relevant modelling alternative to the binary sensitive versus resistant ODE
framework (as already proposed long ago in e.g., [17, 18]) consists of studying the cells at
the population level using structured population dynamics. Specifically, let us denote the
density of cells at time ¢ and with phenotype = by n(t,z), with = € [0,1]. The continuous
phenotype x represents an abstract level of resistance (which may be molecularly related to
the activity level of an ABC transporter, or to a mean level of methylation of the DNA) to
a cytotoxic drug in a cell population. Such models allow for the analysis of the asymptotic
behaviour in terms of an asymptotically selected phenotype and of the total population
fo n(t,z)dx. In the classical non-local logistic model, written as the IDE

?97; (t, ) = (r(z) = d(@)p(t))n(t, z),

where p(t fo n(t,x) dz, cells proliferate at rate r(z) and die at rate d(z)p(t) (the
more 1nd1v1dualb the more competition and thus death). Such equations have well known
asymptotic properties, such as convergence and concentration |51, 20, 31]. For large times,
p converges to the smallest value p> such that r—dp> < 0 on [0, 1] and n(¢, -) concentrates
on the set of points such that r(z) —d(x)p> = 0. The limit is thus typically expected to be
a sum of Dirac masses. This phenomenon can be interpreted as the selection of dominant



traits by the environment. A common strategy for proving this asymptotic behaviour
consists in showing that p has a bounded variation (BV') on [0,400), as in [16, 17].

To the best of our knowledge, general results of convergence and concentration are still
elusive for systems of IDEs: the methods used in the BV framework do not seem to
generalise, even in the setting that is of special interest to us, namely in the case of two
competitively interacting populations of (healthy and cancer) cells. This leads to the
asymptotic analysis of systems of the form

O 1,2) = (ra(a) — (@)L ()i 1, ),
on .
%02 (1,2) = (rof@) — dafa@)a(D)ma(t. )

The competitive coupling comes from I} = a11p1 + a12p2, Io = azap2 + az1p1 with pi(t) =
fol ni(t,z)dx, i = 1,2. In particular, it is not clear a priori whether such interactions may
or may not lead to oscillatory behaviours at the level of p1, pa. We mention the work [11]
where convergence and concentration are completely characterized for a 2x2 system, where
a triangular coupling structure is considered. Due to an appropriately designed Lyapunov
function, the results of our paper imply that convergence and concentration hold for the
model (1).

Our goal here is also to include control terms in order to model the effect of the drugs on
the proliferation and death rates. The equations we will use henceforth throughout this
paper are

on ri(z)
— (2 =|———-d I(t) — t t
) = (1~ @00 - (o) me.0), )
ono ro(x)

—(t =—"———4d I (t) — t t,x).
) = (12— () - a0t maft.o)
Here the asymptotic analysis is more complex because of the controls v and v. On a
fixed time-frame (0,7"), we will search among controls u, v in BV (0,7"), since it would not

biologically feasible to impose fast varying drug infusion rates to patients.

The main difference between the approach developed in this paper and the ODE ones is
that the model considered throughout is an IDE approach studied from an optimal control
perspective. This model is inspired by [15, 11] where an IDE model (possibly with an
additional space variable) has been used in order to model the effect of constant doses of
cytotoxic and cytostatic drug chemotherapies.

However, a mathematical proof of the failure of chemotherapeutic treatments at MTD
levels to eradicate cancer cell population has not yet been formulated in the IDE modelling
framework, a result that we will obtain in the present study. In addition, previous works
have only considered a priori prescribed drug treatment schedules.

In this paper, we show that our model (2) is consistent with clinical observations on the
effect of constant infusion of high doses, and we address the optimal control problem of such



IDE models. Our study has a potential impact for oncologists and mathematical biologists,
since it provides an accurate and robust understanding of possible optimal strategies. Up
to our knowledge, this is the first time that a mathematical model and its optimal control
reflect the emerging fact, observed and acknowledged recently by many clinicians, that
giving maximal tolerated drug doses, even periodically, may finally be detrimental and in
any case is far from being an optimal strategy in view of curing cancer.

1.2 Modelling and overview of the main results

We consider both the healthy and cancer cell populations, modelled by their respective
densities ny(t,z) and nc(t, z), where the variable = € [0, 1], called phenotype, represents
drug resistance levels: a cell of phenotype x is highly sensitive if = is close to 0, and is
highly resistant if x is close to 1. Chemotherapy is modelled by two functions of time
u1 and we, representing cytotoxic and cytostatic drug infusion flows, respectively, in the
two cell populations. These functions are the controls, assumed to be bounded variation
functions of time if the equation is set on a bounded time-frame, subject to maximum
tolerated doses (MTD) thresholds:

0 < up(t) < u™, 0 < ua(t) < uy™. (3)
We assume that the densities ng and n¢ satisfy the following IDE system:
ong
ot
one
ot

(t,z) = Ry (z, pu (1), po(t), wi(t), uz(t)) nu(t, x),
(t,:L‘) = R¢ (x’pC(t)’pH(t)vul(t)7u2(t)) nC(ta x)’

with the net growth rates defined as

T X
RH(%PH;PCJHJ@) = H( ) - dH(]T)IH - ulNH(‘T)7
1+ agus (5)
ro(x)
= — I —
Re(z, pe, pr,ui, uz) It ooty deo(x)lc — uipc(z),

the non-local coupling as

Iy == apnpn + ancpc, lc:=acupn + accpc, (6)
with
1 1
pu(®) = [ nlt.)de, pet) = [ nott.o) s
0 0

which are the total number of healthy and tumour cells at time ¢.

The system starts from the initial conditions

ng(0,2) = nY(z), nc(0,2) =nd(z). (7)



In the above model:

e 7y and r¢ are the drug-free proliferation rates, assumed to be positive, decreasing
functions on [0, 1].

e The factors m .a-nd m model the decrease in proliferatio.n. r.at.es due to
cytostatic drugs. The positive constants ay and a¢ represent average sensitivities of cells

to cytostatic drugs. Throughout, we make the assumption that cancer cells are more
sensitive to the drugs, i.e.,

ap < ac. (8)

e The terms dy Iy and dgo Io are the drug-free death rates. The functions dy and
dc are positive, decreasing functions on [0,1]. Given the dependence in Iy and I¢, the
model resembles a logistic one. According to their definitions, these functions are linear
combinations of the total population pg and pc, i.e., we consider both intraspecific and
interspecific competition. We assume that the intraspecific competition is stronger than
the interspecific one:

O<agec <apgp, 0<acyg < acc. (9)

e The terms u(t) g (x) and u; (t)uc(x) are additional death rates due to cytotoxic drugs,
with g and pe assumed to be non-negative, decreasing functions on [0, 1]. These functions
may vanish on some interval [1 — ¢, 1], which in this case reflects the fact that some cells
become fully resistant to those drugs.

e This model imposes that the phenotype x be mostly linked to the resistance to cytotoxic
drugs, in accordance with [53]. This fact which will be made clearer by the analysis of the
model (see below among the consequences of Theorem 1).

Asymptotic behaviour for controls in BV ([0,+00)). Our first aim is to show that
our model reproduces the following clinical observations: when high drug doses are admin-
istered, the tumour first reduces in size before regrowing, insensitive to further treatment.

We thus want to establish asymptotic properties of the model, a challenging task since it is
similar to system (2). The following statement is our first main result: we achieve a com-
plete description of the asymptotic behaviour of system (4), with a class of asymptotically
constant controls.

Theorem 1. Let uy,us be any functions in BV (|0, +00)), and let uy, us be their limits at
+oo. Then, for any positive initial population of healthy and of tumour cells, (pr(t), po(t))
converges to some equilibrium point (p%, pgy), which can be explicitly computed.

Furthermore, ng and no concentrate on a set of points which can also be explicitly com-
puted.

The explicit values can be found in Section 2, where this result is proved. If u; = 0, the
sets of points on which ny and ng concentrate are independent of #s. This is due to the
fact that the phenotypic variable x models resistance to cytotoxic drugs.



Thus, system (4) also exhibits convergence and concentration: the classical features of a
single IDE generalise to a system, and our method is flexible enough to incorporate controls
in BV ([0, +00)). The main ingredient of the proof is an appropriately designed Lyapunov
function, inspired by [34] and by the classical Lyapunov functions used for studying the
global asymptotical stability of steady-states in Lotka-Volterra ODE systems, as in [20].
The proof then consists of a fine analysis of this Lyapunov functional, yielding both con-
vergence and concentration, while providing estimates on their speed. This method is new
in the analysis of such IDE systems.

If puo vanishes identically on some interval [1—¢, 1] (meaning that full resistance is possible),
this theorem explains why, in the long run, high doses are not optimal. This means that
our mathematical conclusions are in agreement with the idea that the standard method
used in the clinic, namely administering maximum tolerated doses, should be reconsidered.
Alternatives are currently extensively being investigated by oncologists, e.g., metronomic
scheduling, which relies on frequent and continuous low doses of chemotherapy [6, 12, 50].

Theorem 1 thus motivates the optimal control problem of searching for the best possible
functions w1 and wus to minimise the number of cancer cells within a given horizon of time,
which we now introduce in more details.

Optimal control problem: optimal chemotherapy strategy. We fix some T > 0,

and assume that the initial conditions n% and n% are continuous and positive functions

on [0,1]. For any (uy,u2) in (BV(0,7T))° which satisfy (3), we consider the associated
trajectory (ng(-,z),nc(-,2)) on [0,T], solution of the system (4) starting from (n%,n2).
We also take into account two state constraints:

e it is required to keep a minimal proportion of healthy cells with respect to the total
number of cells, and hence we impose that

pu(t)
Pl + po(@ = VO 10)

for some 0 < Oy < 1.

e Moreover, we impose that the number of healthy cells always remains above a certain
fraction of the initial number of healthy cells:

pr(t) > 0upm(0), (11)

for some 0 < Oy < 1.

We define Ap as the set of admissible controls, ¢.e., for which those constraints are satisfied
on (0,7). For given (uj,u2) € Ar, we define the associated cost as the number of cancer
cells at the end of the time-frame:

CT(ul,ZLQ) = pc(T). (12)



We now define the optimal control problem, denoted in short (OCP) in the sequel, as
inf CT(ul,uQ). (13)

(u1,u2)EAT

In other words, we want to find the best drug administration strategy to minimise the
number of cancer cells at the end of a fixed time-frame [0, 7], while both keeping toxicity
to a tolerable level and controlling tumor size. It might seem more natural to study the
problem in free final time, but as explained later on, the mapping 7' — pc(T) (where
pc(T) is the optimal value obtained by solving (OCP) on [0,7T) is decreasing in 7". This
implies that the optimal control problem in free final time T is ill-posed and does not admit
any solution. The other implication is that when solving the optimal control problem in
free final time ¢y under the constraint ¢ty < 7' (where T is a horizon), then the optimal
solution will be such that ¢y = T". This is why we focus on an optimal control problem in
fixed final time.

In this paper, we perform a thorough study of (OCP), both theoretically and numerically.

The theoretical study is made on a smaller class of controls which, after a long phase of
constant doses, are allowed to vary on a small final time frame. More precisely, for a given
Ty < T, we consider the subclass By C Ap defined by

Br = {(ULUQ) € Ar, (u1(t),ua2(t)) = (1, u2) on (0,71), T — T3 < T2M}

where T is large and where the optimal length of the second phase T, := T —T7 is bounded
above by some small constant T2M . Thus, the first phase is long. Optimising within this
class is equivalent to searching for constant optimal values @1, %o of the controls during
the first phase, the length of the second phase T5 < T2M , and optimal BV (T1,T) controls
u1, ug on (T7,T). The reason for this restriction to this class of controls comes from the
answer to the following question: given a specific tumour size (i.e., a given number of
cancer cells), what would be the optimal phenotypic cellular distribution in order tumor
burden at the end of the time interval? Proposition 1 shows that, for a very short time,
it is always better that the cancer cell population be concentrated on some appropriate
phenotype, i.e., that the initial population be a Dirac mass at some appropriate point.

From Theorem 1, we know that it is possible to asymptotically reach Dirac masses with
constant controls. The combination of these two results justifies the analysis in Br.

In this class of controls, our second main result characterises a quasi-optimal strategy in
large time, a result which we now state informally.

Consider the problem of minimising pc(T) within the class Bp. When T is large enough,
the optimal strateqy approximately consists of:

e «a first long-time arc, with constant controls on [0,T1], at the end of which populations
have almost concentrated in phenotype (for T large);

e a last short-time part, on [T1,T] consisting of at most three arcs (for small Ty =
T—T):



- a boundary arc'

T

- a free arc with controls uy = u"** and uy = uy"**;

- a boundary arc along the constraint (11) with ug = ufy***.
The precise result and hypotheses are given by Theorem 2 in Section 3.

In order for Theorem 2 to hold, an important assumption we make is that when cancer
cells are concentrated on a sensitive phenotype, the maximum tolerated doses will kill more
cancer cells than healthy ones. Without this assumption, it is not clear whether one can
expect the same strategy to be optimal, nor whether the patient can efficiently be treated.

We also emphasise that, for these IDEs, a PMP can be established but would not lead to
tractable equations. The key property to still be able to identify the optimal strategy in
Br is that the long first phase allows us to use Theorem 1: both populations concentrate
and their dynamics on the last phase are (approximately) governed by ODEs, as proved
in Lemma 5. The second phase can thus be analysed with ODE techniques, here the
Pontryagin maximum principle (see |1, 54, 69]). This is done in Proposition 2.

More concretely, Theorem 2 says that:
To optimally treat a cancer, the quasi-optimal strategy consists of:

e first, administering constant doses to the patient, over a long time. The
role of the first long-time arc is to allow the cancer cell population to
concentrate on a sensitive phenotype. From a mathematical point of view,
this means that the healthy and tumour cell populations (almost) converge
to a Dirac mass.

e second, during a short-time phase, following a strategy composed of at
most three arcs. If the first phase is such that the constraint (10) is
saturated, then there can be a first arc along this constraint. The maximal
amount of drugs is administered until the constraint (11) saturates. The
last arc is along this constraint, with an appropriately chosen cytotoxic
drug infusion which leads to a further decrease of the number of cancer
cells.

Numerically, we solve the problem (OCP) in Ap. The simulations confirm the theoretical
results and show that, with the chosen set of parameters, the strategy indeed approximately
consists of these two phases for T' large. We also compare the optimal strategy with a
periodic one, and verify that the former performs better than the latter.

Furthermore, the numerical results suggest that for generic parameters, the optimal choice
of constant controls on the first phase is such that the constraint (10) is saturated. Thus,
the second phase possibly starts on this constraint.

! A boundary arc (for the state constraint g (pw, pc) < 0) is an arc along which g (p#, pc) = 0, i.e., the
constraint is saturated. A free arc is an arc along which g (pu, pc) < 0, i.e., the constraint is not saturated.



Another important property highlighted by the numerical simulations is that, given the
choice of parameters made, pc can decrease arbitrarily close to 0 once the cancer cell
population has concentrated on a sensitive enough phenotype. We thus find a strategy for
which T'—— pc(T') is decreasing to 0; hence, there would be no solution to (OCP) if the
final time T" were let free.

This is the first time that a mathematical model based on integro-differential equations
demonstrates that, within our modeling framework, immediate administration of maximal
tolerated drug doses, or a periodic treatment schedule, is an optimal solution for eradicating
cancer. Here, we prove that it is better to allow the phenotypes to concentrate, before
administering maximal doses. Such a strategy is much more efficient. This is also a
message to be conveyed to clinicians, who have become increasingly aware of such facts.

The paper is organised as follows. Section 2 is devoted to the proof of Theorem 1 and
to numerical simulations showing how the model can reproduce the regrowth of a cancer
cell population. Using these results, we have theoretical and numerical grounds for our
claim that constant doses are sub-optimal and we then turn our attention to (OCP). In
Section 3, several arguments are given to justify the restriction to the class By, with a long
first phase. The rest of the section is then devoted to proving Theorem 2. The numerical
solutions of (OCP) in Ap are provided in Section 4. They are compared to periodic
strategies. In Section 5, we conclude with several comments and open questions.

2 Constant infusion strategies

This section is devoted to the asymptotic analysis of the IDE model (4), in order to
specifically understand the effect of giving constant doses on the long run. We start by
considering one equation only, for which relatively simple and well known arguments are
sufficient to conclude that both convergence and concentration hold.

2.1 Asymptotics for healthy or cancer cells alone

In this section, we assume that n};, = 0 and that n, is continuous and positive on [0, 1].
We have the following result of convergence and concentration for constant controls and
cancer cells alone. Of course, we have a similar statement for healthy cells alone.

Lemma 1. Assume that uq and us are constant: uy = u1, and us = ug, and assume that

rc

— — 1]. 14
p—— arpc > 0 on [0,1] (14)

Then the total population of cancer cells pc(t) converges to pEy > 0, which is the smallest
nonnegative real number such that

rc

_ "0 e <d % on [0,1]. 15
[T acy, ~ Wke S doacopg on [0,1] (15)
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Let Bo C [0,1] be the set of points such that the equality holds in (15). Then nc(t,-)
concentrates on B as t goes to +00o. In particular, if Be is reduced to a singleton xg,
then nc(t,-) converges to pEFdges in M0,1).

Here and in the sequel, §, denotes the Dirac mass at =, and M!(0,1) is the set of Radon
measures supported in [0,1].

The proof of this lemma is rather classical, its main ingredient is proving that p is a BV
function to obtain convergence, and concentration follows. It is done in Appendix A.
Remark 1. As it clearly appears in the proof, the result holds for more general initial
conditions in L>°(0,1). One only needs to require that they are bounded from below by a
positive constant on a neighbourhood of one of the points of B¢.

2.2 Asymptotics for the complete model: proof of Theorem 1

Now, let us take into account the complete coupling between healthy and tumour cells.
For the remaining part of this article, we assume for simplicity that both n% and n%
are continuous and positive on [0, 1] (although it is possible to be slightly more general,
see Remark 1), but we emphasise that we no longer require assumption (14). A further
technical assumption is needed to prove that convergence and concentration hold, namely
that the functions are Lipschitz continuous:

T, oy di, dos i, e € COH0,1). (16)

In two dimensions and with constant controls #, %2, the previous technique of proving
that p is BV cannot be extended. As for a single equation, however, we can integrate the
equations with respect to x to obtain upper bounds for py and po. For example, let us
integrate the equation defining py and bound as follows:

dpr (1)
dt

1
</ (ru(z) — du(x)apupu(t))nu(t, z) d.
0

mat . — max, —4 for i = H,C.
a;id; ’

)

Thus, we clearly have limsup, ,, . pi < p

It also still holds with the reasoning made in the proof of Lemma 1 that if py and po
converge, then the limits must be the solution of the (invertible) system

agppy +ancpe =1y,

acupy +accpe =1
where I77 > 0 is the smallest nonnegative real number such that
ri(x) _
_ <d 1%, 18
T ants Uy pp (v) < dy ()15 (18)
and I > 0 is the smallest nonnegative real number such that
ro(x) _
—_— = <d 2. 19
TP ape(zx) c(x)I& (19)
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Furthermore, if this convergence holds true, then ny (resp. n¢) concentrate on A (resp.
Ac) defined as

Ay = {x e [0,1], _ra(@) a1 pm () — dpg () = 0},
ro(x)

Ac = {a? S [0, 1], 1+ acis

—typc(x) —do(x)IF = 0}.

Proof of Theorem 1.

First step: definition of the Lyapunov functional.

We adapt a strategy developed in [34]. We choose any couple of measures (n7,ng) in
M1(0,1) satisfying fo x)dr = p$°, i = H,C which furthermore satisfy
supp(n?{o) C Ap, supp(ng) C Ac. (20)

For ¢ = H,C, and m; := d%-’ let us define the Lyapunov functional as
V(t) == AuVu(t) + AcVe(t),

where

/ mile) () (s )+ ol ) ()| o

with positive constants Ay and A¢ to be adequately chosen later.

Second step: computation and sign of the derivative.

In what follows, we skip dependence in t in the functions Ry and R¢ to increase readability.
We have

dVH / m (e [ (2 )8;7;11(15933)0) + Onp(t, 95)] dz

/ () Rit (2, pit, po,ur, uz) [ (t, ) — n3§(2)] da
= / mpy(x) (Rg (z, pu, pc,ui,u2) — Ry (x, p37, p&7, w1, u2)) [ng(t, ) — ng (x)] dx
0

1
+/ mp () Ru (z, p3i, p&, w1, u2) [nm (t, ) — ngf (z)] d
0

The first term is simply
/ mi(2) (Re (@, prs pes s, uz) — Ry (2, p35 025w, w2)) g (£, ) — n5 (@)
0

— /0 mr(@)di () [ann (0% — o) + anc (o — pe) [na(t,z) — n§f ()] da

= —ann(py — pu)* — anc(py — pc)(pF — pu)

12



The second term can also be written as
Bu(t) := /OlmH(w) Ry (x,p5, p& s ur, u2) [na (t, 2) — ngy (2)] de
= /01 my () Ry (x, p3i, p&, U1, U2) [na(t, ) — ngf (z)] dx
+/01mH(l‘) (R (, 57, p& > ur, u2) — Ru (@, pp, p& 5 U, U)) [0 (¢, @) — nfy (2)] da

1
- / s (@) Rir (2, 35, 35, ) mg (£, @)
0

1
1 1
- iy — t,z) —ng (2)] dz,
[ @) (e = e ) )@ = w)] lan(eo) ~ ()] do
where we use (20) for the last equality. Note that the first term in the last expression is
nonpositive by definition of (p%y, pg¥), and the second goes to 0 as ¢t goes to +00. Conse-
quently, the decomposition 3

B;=B;+FE;, i=H,C, (21)

holds, with By, Be nonpositive, and Fg, Ec which asymptotically vanish. This decom-
position will be important in the last step.

Eventually, we have:

av 1
— = —5X MX + By + Ao Bo (22)
with M = ATD + DA, X = (pgo—PH) D= (AH 0 ) and A — (aHH ch) .
Pc — PC 0 Ao acH acc

We first look for a choice of constants A, Ao that ensures that the symmetric matrix M,

is also positive semi-definite.

Since M — ( 2 \mann AHAGHC + AcacH
AHGHC + AcacH 2Acacc

values are non-negative provided that its determinant is non-negative. Now, det(M) =

AIgrcagpacc—(Agage + )\CaCH)2, and we see that choosing Ay := a;c %{H

leads to

) has positive trace, both its eigen-

and A\¢ =

aggacc — aAgCOCH
det(M) =4
aGHCACH

>0

using the assumption (9).
Our aim is to prove that —§XTMX converges to 0 as t goes to +oo, which will yield the

convergence of (pg, pc). Concentration of (ng,n¢c) then follows easily with the arguments
developed in the proof of Lemma 1 .

Third step: lower estimate for V.

To estimate V' from below, we need a uniform (in z) upper bound on ng, nc. Because
of the regularity assumption made on the data (functions are Lipschitz continuous), there

13



exists C' > 0 such that:

Y(z,y) € [0,1], Ry (y,pu,pc,ut,v2) = Ry (x, pa, pc,u1,u2) — Clz — y|,

C can be chosen to be independent of t since pr, pc, u1, and ug are all bounded.
This implies that

Using the boundedness of py and nY (C has changed and is independent of ¢ and z)
and computing the integral, we can write: for ¢ large enough, ny(t,2) < Ct. Similarly,
ne(t,z) < Ct.

The bound on V follows immediately:

V(t) > —-C(In(t)+1). (23)
We now define another function, close to dt , whose behaviour will allow us to conclude.

av

Fourth step: estimates on ‘g .

We set 1
G := —QXTMX +2(A\g By + AeBe).

The first term is:

- XTMX = —Agann (P — pu)” — Acacc(pE — pc)’
— (Aganc + Acacu)(pf — pu) (P& — pc),

so that (writing in short Ry for Ry (x, pm, pc,u1,us) and Re for Ro(x, po, pr, u1, u2)):

d 1 1 1
p (—QXTMX> = (p% — pr) [2AHaHH/ Rung + (Agagc + AcaCH)/ chc]
0 0

1 1
+ (p& — pc) [2/\()&00 / Rene + (Amane + Aeac) / RHnH]
0 0

Let us now differentiate By and B¢ using the expression that initially defines them:
dBH
mp(z) Ry (z, pig, p&7 s w1, u2) Ru (, pu, pos wa, ug)np (t, ) do

1 dUQ du 1 00
/ (o) (s () ey G () ) ) = i o)

14



Using the following estimate

mu(x)Ru(x, p7, pct, w1, u2) Ru(x, pu, pc,ui, uz)
> mpy(x) (Ru(z, pii, p& v, u2) — Ru(x, pu, po, ui, w2)) Ru(z, pu, po, w1, u2)
—lanu(pF — pu) + auc(pd — po)l Ru(z, pu, po,u1, u2),
we obtain the inequality
dB
B > i lawa(0F — pr) + anc(pE — po) / Rung
1 dus d
m — 4+ ny(t,x) — n(x)] dr

and similarly for Bo. We thus obtain (the terms in ag gy and acco cancel each other out):

dG

1
vy > (p¥ — pH) [O\HCLHC + Acacwu — QACaCH)/ chc}
0

1
+ (p& — pc) |:(/\HGHC + Acacy — 2Aganc) / RH”H:|
0
d'l,LQ du1
- t)— + b(t)— 24
(a5 + 0% (24)
where a and b are bounded functions defined by

a(t) ::mm / mp (z)r(z) (n (t, 2) — n$3 (@) da

+ 2/\0(14—01101@)2 / me(x)re(x)(ne(t, ) — ng (z)) de,

1
b(t) = 20 /0 g (2) s () (g (£, 3) — 2 () dae

1
+ 2)\0/0 me(z)pe(z)(ne(t,x) — ng () de.

The first two terms at the right-hand side of inequality (24) are equal to 0 thanks to the
choice made for (Mg, A¢) so that it simplifies to

dG dug duq
—_— = — t)— +b(t)— ). 2
i = - (a5 ro0 %) (25)
Fifth step: conclusion.
Noting that ‘fi—‘t/ < 3G, it follows that V(t) — <5 fo s)ds. From G(s) = G(t) —
fst %(Z) dz, using (25) and by integrating the previous 1nequahty, we have
V(t) — V(O) du2 duy
f 2t/ / )+ b(z)ﬁ(z) dzds.

15



Now, using the decomposition (21) introduced in the second step, we obtain:

zv(t / / ( d“2 +b(z)il“tl(z)> dzds — 2 O\ Egt + Ao Be)

< —§XTMX +2 (AHBH +xcBe).

In other words, since the right-hand side of this inequality consists of nonpositive terms,
the claim on the convergence of py and p¢ is proved if we establish that the left-hand side

tends to 0. ViR — V(0
As a consequence of the estimate (23) on V established in the third step, 2();()

converges to 0. This is also true for 2 (AgEy + A\cE¢). It thus remains to analyse the
asymptotic behaviour of the function 1 fg f; (a(z) D2 (2) + b(z) (2 )) dz ds. The analysis

relies on the following lemma.
Lemma 2. Let ¢ in L>°(0,+00), and u in BV ([0,+00)). Then

lim //d) z)dzds = 0.
t—+oo t

Proof. Let us start by writing

//¢ 2)dzds =73 //¢ dzds—//qb 2)dzds
/¢’ dz—//cb 2)dz ds

— () — 1/0 I'(s) ds

where T'(¢ fo z)dz. The expression above can thus be decomposed as the
function F minus its Cesaro average. To conclude, it suffices that I" has a limit at +oo,
which in turn is true as soon as ¢u’ is integrable on the half-line. This fact is a direct
consequence of the boundedness of ¢ and the integrability of the derivative of a BV function
on [0, 400). O

This ends the proof of Theorem 1.

Remark 2. The situation differs from [34] where the non-local logistic term is of the
form fol b(x,y) n(t,y) dy, with some strong competition assumption on the kernel b. In
particular, that assumption implies the uniqueness of the ESDs, which is not necessarily
true in our setting.

Remark 3. This theorem means that under general conditions, both populations concen-
trate and the total number of healthy (resp., cancer) cells converge. In the case of constant
controls and when there is selection of a unique phenotype in both populations, it provides
a complete understanding of the mapping

(ﬂl,ﬂg) — (x?{o’x%ovp?{ovp%o% (26)
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where pgdze and pZdzee are the respective limits of ny(t,-) and nc(t, ) in ML(0,1), as t
goes to +0o. In particular, if we restrict ourselves to constant controls and a large time T,
the problem of minimising pc(T') is equivalent to minimising p¥ as a function of (1, u2).

2.3 Speed of convergence in Theorem 1

Because it relies on a Lyapunov functional, Theorem 1 also yields results on the speeds of
convergence when the controls are constant, which we state and analyse separately in the
following corollary.

Corollary 1. Assume u1 = 41, ug = Us.
memw#%+wwmamﬁ=@%m@+O<CTU

O (M), in the following sense:

> and concentration occurs at speed

t

1 In(t
[ i) R o375 1, 02) i (,0) i = O <“()) ,
0

t
In(t)

1
[ e (.05 iz, nett. s = 0 ()
0

In particular, if Ay is reduced to a singleton x%7, then

W>0,/ vm@wﬂx=0<>,
0,1\ [ —e,055+¢] 13

and similarly for Ac.

Proof. The speed of convergence of (pg, pc) and of the integrals can be obtained by rewrit-
ing the end of the proof, namely that —%XTMX + 2 ()\HBH + ACBC) is bounded from

below by 2@, which converges to 0 as O @

nonpositive, they all converge to 0 at the previous speed, and the integrals of interest are
nothing but the functions By and Bg.

). Since each of those three terms is

For the last statement, we fix € > 0 and denote h := —mpy Ry (-, p37, p&, U1, U2) = 0 on
[0,1], which by assumption vanishes at %5 only. We choose a > 0 small enough such that
allio 1\ [z —ex%+e S h on [0,1]. This enables us to write

e In(t
ny(t,z)dr < a/ mu(x)Ru (z, pFi, por» U1, u2) ng(t,x) de = O (n() .
0

/[(J,l]\[x?{oe,x?{o+e} t

The reasoning is the same if A¢ is reduced to a singleton. O

Remark 4. Although the Lyapunov functional gives us information on the speed of both
phenomena in the sense defined above, it does not say whether one of the two is faster.
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However, if Ay or Ac is reduced to a singleton, the speed O (@) obtained for the

convergence to 0 of the expression —%X TMX +2 ()\HBH + )\ch> is almost optimal:

there cannot exist any « > 1 such that this sum vanishes like O (t%) This comes from

the fact that if it were to hold true, % would be integrable on the half-line, which would

imply the convergence of V. This is not possible since either Vi or Vo goes to —oc.

2.4 Mathematical simulations of the effect of constant drug doses

Throughout the study, we will consider the following numerical data, taken from [15]:

1.5 3

(@) =1 el = e

1 1
dy(x) = 5(1 —0.1z), de(z) = 5(1 —0.3x),
agg =1, acc =1, agc=0.07, acyg =0.01,
O = 0.01, ac = 1,
WX g5 mex

and the initial data
ni(0,2) = Kpgexp(—(z — 0.5)*/e), nc(0,2) = Kggexp(—(x — 0.5)%/e),

with € > 0 small (typically, we will take either ¢ = 0.1 or ¢ = 0.01), and where Ko > 0
and Kc o > 0 are such that

pu(0) =2.7, pc(0) =0.5.

The value pg(0) is not the same as in [15]: it is chosen to be slightly below the equilibrium
value of the system with no =0, u; =0, us = 0, in accordance with the fact that there is
homeostasis in a healthy tissue. Indeed, we start with a non-negligible tumour which must
have (due to competition) slightly lowered the number of healthy cells with comparison to
a normal situation.

We also define pog(t) := fol(l — x)nc(t, x) de, which may be seen as the total number at

time ¢ of tumour cells that are sensitive, and por(t) := fol xnc(t, x) dx, which may be seen
as the total number at time ¢ of tumour cells that are resistant.

Of course, sensitivity /resistance being by construction a non-binary variable, the weights x
and 1 —x are an example of a partition between a relatively sensitive class and a relatively
resistant class in the cancer cell population; other choices might be made for these weights,

e.g., 2 and 1 — 22,
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Discussion of the choice for py and pe. These functions measure the efficiency of

the drugs treatment. The choice done in [15] is

02
072 + 22’

0.4

/J'C('r) = 0.72 _1_332'

pm ()
However, with this choice of functions, if we take constant controls u; and wuo, with
up(t) = Cst = u"™ = 3.5, ug(t) = Cst = 2,

then we can kill all tumour cells (at least, they decrease exponentially to 0), and no
optimisation is necessary. The results of a simulation can be seen on Figure 1.

Curves x = nH-n,x]

Curves x - ncvn,x)

t> pylt

5
4 1.5
3
1
2
0.5
e —
0 5 10
e NN 1,08
//-- — )
0.8 0.5 :
i
0.6 0.4 2
0.4 0.3 .
~ 1IN
0.2 0.2 ~__ — ]
]
0 0.1 0
5 10 0 5 10 0 5 10

Figure 1: Simulation with u;(tf) = Cst = 3.5 and ug(t) = Cst = 2, in time T' = 10. At
the top, left and middle: evolution in time of the curves x — ng(t,z) and =z — nc(t, z),
with the initial conditions in black, and the final ones in red. At the right, top and
bottom: graphs of t — pc(t) and of t — pg(t). At the bottom, left and middle: graphs of

pu(t) pes(t)
t e and of t = T

On Figure 1, the population of tumour cells is Gaussian-shaped, decreases exponentially
to 0 while its center is being shifted to the right: it means that tumour cells become
more and more resistant as time goes by. This is in agreement with the fact that cells
acquire resistance to treatment when drugs are given constantly. However, although the
proportion of sensitive cells t — £ Ccs((t? is quickly decreasing, the drugs are still efficient
at killing the cells. This is not realistic, as it does not match the clinically observed
saturation phenomenon. Most cancer cells have acquired resistance and any immediate

further treatment should have no effect.
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In the simulation above, there is no saturation because the function pc is continuous and
positive over the whole interval [0, 1] and is not small enough close to 1. In order to model
this saturation phenomenon, we choose to modify the model used in [15], by modifying
slightly the function pc. The new function puc that will throughout be considered is defined

by
0.9

On Figure 2, the former function p¢ is in blue, and the new one is in red.

oe::""'

07 NN
06 NN

05 N
04f h . ~
03
02

0.1f

Figure 2: Former function u¢ in blue, and new function ¢ in red.

This new function p¢ is nonnegative and decreasing on [0, 1], and vanishes identically on
a subinterval containing z = 1.

With this new function, the simulation of Figure 1, with u; = Cst = 3.5 and ug = Cst = 2,
is completely modified, as can be seen on Figure 3. Indeed, this time, the strategy consisting
of taking constant controls u(t) = Cst = 3.5 and ua(t) = Cst = 2 is not efficient anymore
and does not allow for (almost) total eradication of the tumour. In sharp contrast, we
observe on Figure 1 that the tumour cells are growing again, moreover concentrating around
some resistant phenotype.

20



Curves x > nH{Lx:I Curves x = nc{Lx] t pc{l;l

T pcsfﬂfpcm 3 t ﬂ"lﬂ
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Figure 3: Simulation with wu;(t) = Cst = 3.5 and ug(t) = Cst = 2, in time T = 10, with
the new function pc.

Conclusion on constant controls. The simulations show that choosing constant doses
too high leads to the selection of resistant cells, and then, to regrowth of the cancer cell
population if these cells can become insensitive to the treatment. With the notations of
Theorem 1, it is because among constant controls, (ui***,u5'**) does not minimise pg.
However, it is quite clear that choosing the optimal constant dose (@, u2) to minimise
pg leaves room for improvement, as the choice (u]***,uy'®") is still the optimal one for
sensitive cells. Therefore, it makes sense to allow u; and wug to be any functions satisfying
(4) as in (OCP), which we will study both from the theoretical and numerical points of

view in the next two sections.

3 Theoretical analysis of (OCP)

Before analysing (OCP), let us first consider a much simpler ODE model for which we
can find the solution explicitly in order to develop some intuition.

3.1 Simplified optimal control problems

We consider the ODE

% = (r —dp(t) — pu(t))p(t), (27)
p(0) = po > 0.
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(C1) Optimal control problem: minimise p(7") over all possible solutions of (27) with a
L'-constraint on u, i.e.,

T
/ u(t) dt < ubmae, (28)
0
Lemma 3. The optimal solution for problem (C1) is
Uopt = ul,max(st:T‘

Remark 5. The statement can be misleading: we actually prove that there is no optimal
solution, but rather that the problem leads to an infimum. Still, writing w.y; = ubmaers, o
makes sense as a way to obtain the infimum is to take a family (uc)e>o in L' which converges
to Uept, for example u, := %ul’max]l[T_QT].

Adding another the constraint, we have a second optimal control problem

(C2) minimise p(T) over all possible solutions of (27) with the L!-constraint (28) and a
L™-constraint
U S uoo,max' (29)

0O,MaAT T ul,max

We assume u , since otherwise it is clear that the optimal strategy is

0O, max
u ]l[O,T} .
ul,mam

Lemma 4. We define T1(T) :=T — Jmaz- The optimal solution for problem (C2) is

Uop = uoo’mam]l[ThT]. (30)

The proofs of these two results can be found in Appendix B.

Remark 6. The previous lemmas on simplified equations give some insight on two impor-
tant features:

e for large times, constant controls lead to concentration, as evidenced by Theorem 1. As
explained more rigorously further below in Lemma 5, when the populations are concen-
trated on some single phenotypes, the integro-differential equations boil down to ODEs,
for which the last results and standard techniques from optimal control theory apply.

e for ODE models, it is optimal to use the maximal amount of drug at the end of the time-
window if there is a L' constraint on the control. Avoiding the emergence of resistance will
indirectly act as some L' constraint, which is why this result also provides some interesting
intuition on the optimal control problem (OCP).

3.2 Assumptions and further remarks

Let us start by mentioning a possible alternative state constraint for (OCP).
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Remark 7. Alternatively to (10), we might want to directly control the number of cancer
cells and replace (10) by
pc(t) < ™ (31)

for some C™* > 0. The set of constraints (10), (11) on the one hand, and (31), (11) on
the other hand, are similar. Although we focus on the first one in the sequel, our analysis
applies to the other set of constraints.

We now make several important additional assumptions which will be used throughout
this section, all relying on the notations of Theorem 1. Our first assumption is that

for any 0 < up < u™™, 0 < e <uy™, Ag and Ac are reduced to singletons.  (32)

In this case, recall that Theorem 1 provides a mapping (41, t2) — (237, 2%, p%, p5y ), and
with a slight abuse of notation, we will omit the dependence in (1, u2) in the following
final assumptions:

whenever Uy, ug are admissible (i.e., such that neither the constraint (10) nor
the constraint (11) is violated), we require that the solution of the ODE system

dpy

% = Ry (2%, pu, po, ui" ™, uy"™) pm, (33)

dpc

LE = Re (a¥. pc. prr ™ ™) pe

with initial data (pgF, p3;), has the following properties:

d d d pc
—pc <0, —py <0 and —— < 0. 34
atPe S Pt s T oy (34)

The assumption (34) means that both populations of cells decrease but that the treatment
is more efficient on cancer cells. In some sense, this is a curability assumption and it will
be crucial in the sequel.

We now motivate the choice of restricting our attention to the class Br by giving two
results.

3.3 Optimality of a concentrated initial population for a small time

Here, we assume that for any 0 < po < p®*, 0 < pg < P, 0 < up < u"™ and
0 < Uz < uanax)
x — Ro(x, po, pr,u1,u2) has a unique minimum. (35)

For a given initial amount of cancer cells poc > 0, we define:
1
Ajp = {noc € M'(0,1) such that/O n&(z)de = p%} .
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For n, € APOc’ and given n% in M'(0, 1), final time ¢¢ > 0, and controls uy, uz in BV (0,t¢)
satisfying (3), we consider the associated trajectory (ng(-,z),nc(-,)) on [0,tf] solution
to the system (4) starting from (n%,nd).

We consider the following minimisation problem

inf inf tr). 36
0<u1( )<umaz 0 GAPCO pC( f) ( )
0<’LL2( )<umaac

In other words, for a fixed initial tumour size, we aim at tackling the following question:
what is the cancer cells’ best possible repartition in phenotype?

A simpler (and instantaneous) version of the previous optimisation problem for ¢; small is

d
inf inf 2PC —(0), (37)
0<ug u**® OeAp 0 dt
0<UZ<umaz

for which the solution is easily obtained, and given in the following proposition.

max max

Proposition 1. Let g := Rc (-, p&, pYy, uf"™*, u5"**). We define zc by {zc} := argming
and 7, = pLz.. The optimal solution for the optimisation problem (37) is given by

(ugnam maz’ pcéﬂﬁc) ) (38)
Proof. For any 0 < uy < uf"®, 0 < ug < uf®, n, € Apios
dpc ' 0 0 0 ' 0
W(O) = | Rc (=, pg, phrur,u2) ng(z)de = | g(@) ng () de
0 0

with equality if and only if u; = u***, ug = ugy*®

We also have fol g(z)nd fo (zc)nd(z) dr = g(zc)p? and it remains to prove
that there is equality if and only if nC = pcéxc If n% #* pocézcthere exists a € supp (noc),
a # xc: it is therefore possible to find € > 0 such that both z¢ & [a — €,a + €] and

f[a 6a+€]nc( x)dx > 0.
This implies
! 0 0
| @) = seennt@de> [ (gla) - gloc)) (o) de >0,
0 [a—e,a+¢€]

which concludes the proof. O
For (OCP), the previous Proposition means that, very close to T', the best shape of the
cancer cell density nc(t,-) is a Dirac mass. As it was proved in Theorem 1, it is possible

(in arbitrarily large time) to reach Dirac masses with constant controls. The combination
of these two results is our motivation for the restriction to the set Bp.
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3.4 Reduction of IDEs to ODEs at the end of the long first phase

Because of the previous result, it makes sense to steer the cancer dell density as close as
possible to a Dirac mass. As it was proved in Theorem 1, it is possible (in large time
limit) to reach Dirac masses with constant controls. Our aim is now to prove that if we
give constant controls (a1, ug) for a long time, the dynamics of the total number of cells
(pH, pc) are arbitrarily close to being driven by a system of ODEs, a result which comes
from the concentration of the IDE on (237, 2% ). The rigorous statement is given hereafter:
Lemma 5. We fix Ty > 0, 0 < 41 < u*® and 0 < uy < uy'™. We consider any controls
(u1,u2) defined on [0, Ty +Ts] as follows: they are constant equal to (u1,uz2) on [0,T1], and
any BV functions on [T1,Th + Ts] which satisfy (3). Let (nm,nc) be the solution of (4) on
[0, Ty + T3], with corresponding (pm, pc).

Then

lim sup  max (|pg — pul, |pc — pcl) =0,
T1—+o0 [T1,T1+T13)]

where (pr, pc) solves the controlled ODE system

dpm ~ = 5

%:RH (x%OHOH7PCUU1;U2)PHa

I (39)
c L ~

W = RC (x%oap07pH7u17u2) pc’

defined on [T1,T1 + 1], starting at T from (pp(Th), pc(T1)).

Proof. Let ¢ > 0. We focus on the equation on ny which we integrate in = for any

te [Tl,Tl + TQ]:

dpu !

% = / RH(-T7PH,pC,U1,U2)nH(t,l') dx
0

= Ry (2%, pu, po, 1, u2) pr

1
+/ (RH($7pHap07u17u2) - RH (LE?{O,pH,pC?ul?’UJQ))TLH(t,IE) dx
0

For the first term, we write

Ry (2%, pr, po, v, u2)pg = Ru (237, pu, pc, ur, u2)pa + Ru (2%, pu, po,ut, u2)(pa — pu)
A ) )
=g tpudn(ay) (~ann(pn — pu) — anclpc = pc))
+ Ry (2%, pa, po, v, u2) (pH — PH)
This means we end up with
d . - - -
i = pr) = prdn (37) (—amn(pn = pr) — amc(pe = pe))

+ Ry (2%, p, po, v, u2) (pH — PH)

1
+/ (R (z, pH, po,ur,u2) — Ry (w37, pu, posut, u2)) ny (t, ) dz.
0
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We look at the last term separately: the first two ones are linked to the discrepancy between
p and p, while the last one will be small because ng is concentrated if 77 is large enough.
Setting w := max (|pg — pul, |pc — pc|), we have the differential inequality

d ~ 1
%!/)H —pu| < Cw + / (Ru(w, pu, po,uwi,uz) — Ry (237, pu, po,u1, u2)) nu(t, v) de
0

(40)
for some constant C' > 0. The last term can be decomposed as

1

1
o | ) vl a2 da

1 1
o / (st (2) — i (a55)) ma (8, ) dr — Ty / (A (@) — dgg(a55)) npg (1, ) .
0 0

Note that wug, m and Iy are all bounded on [T7,T) + T3]. Thus, if for any generic

function ¢, fol (ou(x) — P (2%)) npu(t,x) dr is arbitrarily small, so is the last quantity.
To that end, we write the solution of the IDE in exponential form

t

ng(t,z) =ng(Th,x)exp < Ry (z, pu(s), pc(s),u1(s), ua(s)) ds) ,

T

where the exponential is uniformly bounded on [0,1] x [T1,T1 + T3], which means that
o @) = 6u(@3) na(t ) da| < C [} 16n(x) = 61 (@F)|nr(T1,2) do. Since

nu(T1,-) converges to pfpdzee in M1(0,1) as T} goes to +oo, this quantity is arbitrarily
small. Plugging this estimate into (40) and writing a similar inequality for the equations

on the cancer cells, we obtain for 77 large enough %’ < Cw + €. We conclude by applying
the Gronwall lemma, together with the fact that w(T}) = 0. O

3.5 Analysis of the second phase

According to the previous results, for large 7' and admissible constant controls (@1, u2),
we arrive at concentrated populations whose dynamics are driven by a system of ODEs.
This naturally leads to considering the following optimal control problem, on the resulting
ODE concentrated in (2%, z ), starting from (p%7, p&¥) at t = 0. For readability, we write
g for g (x37) (resp., gc for g(z(y)) for any function gy (resp., gc), and we stress that all
assumptions made in this subsection are made for all possible admissible constant controls
(ﬂl, TLQ) .

The ODE system of equations now reads

dpr _ TH
dt 14+ agus

dpo _ (1o
dt 14+ acus
Rr Re

—dply —U1MH>/)H, —dclc —uma)pc-

(41)
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For a given 721 > 0, we investigate the optimal problem of minimising pc(ts) for t; < TM

and controls (uj,us) which satisfy (3), as well as the constraints (11) and (10). The
. o .

constraint (10) rewrites £ < v with

_ 1—0nc

7 Orc

Assume that there exists an optimal solution which is the concatenation of free and con-
strained arcs (either on the constraint (11) or (10)), with associated times (¢;)1<i<a. In
particular, we thus assume without loss of generality that the parameters are such that

both constraints do not saturate simultaneously on an optimal arc. (42)

Then, by the Pontryagin maximum principle for an optimal control problem with state
constraints (see [71]), there exists a bounded variation adjoint vector p = (pm, pc) defined
on [0,tf], a scalar p? < 0, non-negative functions 7; and 7o and non-negative scalars v;,
i=1,..., M such that if we define the Hamiltonian function by

H(pH,pC,pH,pC,U1,U2)
= puRupn + pcRepc +mOuply — pr) + m2(pc — vpu)

THPHPH repopc
14+ agus 1+ acus

= —pudylupa — pcdclopc + (
— (uupHPH + Bepepe) ur +mOapYy — pr) + nalpc — vpu),

we have
1. p, p°, 1, 2 and the (Vi)izl,...,M are not all zero.

2. The adjoint vector satisfies

d OH
WH _ 97 _ (—ampadypy + Ry) + acadopepc + n1 + e,
dt Opu (43)
dpc OH
— = ——— = —po (—accdopc + Re) + agcdupupn — 02,
dt Opc

with pr(tg) =0, po(ty) = p°.

3. t > ni(t) (resp. t —> m2(t)) is continuous along (11) (resp. (10)), and is such that
mOmpYy — pr) = 0 (resp. 12(pc — vpr) = 0) on [0, ¢7].

4. For any i = 1,..., M, the Hamiltonian is continuous at ;. If ¢; is a junction or contact?
point with the boundary (11) (resp. with the boundary (10)), pu(t) = pu(t;) + vi,
po(tf) = pc(ty) (vesp. pu(ty) = pu(ty) +wi, pe(ti) = po(ty) — vi).

5. The controls uq, uo maximise the Hamiltonian almost everywhere.

2The starting and ending points of a boundary arc are called junction points if they are distinct, and
contact points if they coincide (i.e., if the arc is reduced to a singleton).
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We now make several technical assumptions (for all admissible constant controls (@1, u2))
by requiring
agadg — pHOCHA
7<ﬂ7H,UCHHH HHACHAC (44)
pe paaccde — pearcdn

(assuming first pcagpdy > pracuade, accprde > apcicd),

p,s o >0, (45)
agpcry < QCPHTC, CHUHTC < QCUCTH (46)
aAgrgpc — @CcTCcH
(acrupc — apropn) (We™)? + 2(rupc — ropm)us™™ + K PH 0. (47)

agoc

Note that the two last assumptions are satisfied as soon as 2 is very small, at least
compared to 2. This amounts to saying that cytostatic drugs specifically target the
cancer cells better than cytotoxic drugs do.

This last necessary condition motivates the definitions
¢1 = pHPHPH + LCPCPC;

and (abusively, since this quantity also depends on t)

._ THPHPH rcpcpc
¥(ug) : 14+ aguo 14+ acus’

Let us first analyse a constrained arc on (11), whenever it is not reduced to a singleton.
Arc on the constraint (11).

First note that po = 5—2 PH = Z—IC{GHp% is bounded from above by v 0 p%;. If we differen-
tiate the constraint, we find that u; and ue are determined by

TH

— L —d 0% = = z
TR— w(agaOupy + agcpc) — uipm =0, (48)

together with the fact that

THPHPH rcpocpc
14+ agus 1+ acus
pcpe ( rcpH  THHAC )
LH 1+ acus 14 agus

(u1,u2) € arg max ( — (kHPHPH + BoPCPC) U1>

= arg max

One can check that (46) and (47) are sufficient conditions to have decrease of the function
Ug 1:%;31{12 - 1?&‘;22 In particular, ug = u**® if pc < 0, ug = 0 if pc > 0. Thus, the
maximisation condition is equivalent to maximising —¢iu; if po does not vanish on the
arc. Hence, ¢; = 0 when this condition on p¢ is fulfilled. We also obtain u; in feedback

form along the arc, and when pc does not vanish it is given by:

b,v 1 TH 0
U, = — _— d a 6 + a
1 o <1+aHU H(agaOuapir HOPC)>
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where v = 0 or v = u5"** depending on the sign of pc. We assume that this is an admissible
control, 7.e., that it satisfies
0<ub? < e (49)
for v =0 and v = u5*®, and any 0 < pc < Y0mpYy. If po > 0 and uy = 0, the dynamics
of pc on the arc (11) are given by
dpc 1

= —d 50
i o ("”b bpc) pc ( )

with
rq = (ropn — rupc) + (appdppc — ppacude) Ouply, dp == (accpnde — ancpcdn)

which we assume to be positive. This autonomous ODE leads to a monotonic behaviour
of pc. In order to ensure that the boundary control u; = uli’o is not enough to prevent the
increase of po we assume the following

Td

by (51)

YOupY <

The previous hypothesis implies that pc will increase on an arc on (11) when po > 0.
Arc on the constraint (10).
If we differentiate the constraint, we find that Ry = R, i.e., u; and ug are related to one

another by

TH rc

8 4 _ __rc g ~ |
1T ani apu(apH +vaHc) — uifiE T— cpa(Yacc + ach) — uipc

We are now set to prove the result:

PI'OpOSitiOH 2. Assume (8)’ (32); (34); (42)’ (44); (45)7 (46)’ (47)r (49)’ (51) and that
there exists an optimal solution which is the concatenation of free and constrained arcs
(either on the constraint (11) or (10)), with associated times (t;)1<i<n-

Then, the last three possible arcs are:
e a boundary arc along the constraint (10).

e a free arc with controls w3 = u"**

and uy = uy'**,
e a boundary arc along the constraint (11) with ug = uf***.

The proof is technical and can be found in Appendix C.

3.6 Solution of (OCP) in By for large T: proof of Theorem 2

Recall that we want to solve (OCP) for controls (u1,uz) € By for large T and small T3/,
a choice motivated by the previous results. For a given T', we denote (agT), agT)> a choice

of optimal values for the constant controls during the first phase.
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Theorem 2. Assume the hypotheses of Proposition 2. Then asymptotically in T and for
TM small, there exists at least one solution to (OCP) in Br. More precisely, there exists

(atl)pta ﬂgptaTQOde), (ug®,ug™) € BV (0,T9%) such that if we define the control (u1,uz) by
us?, ug? __ ode

(w1, u2)(t) = (ul U2 ) on (0,1 — Tg%),

(u(lyde(t —T+ T20l7le)7 ugde(t T+ T2ode)) on (T _ Tzode, T)

then up to a subsequence we have

lim | Cpr(uy,us) — inf  Cp(uy,u =0,
T—+o00 < T( 1 2) (u1,u2)€BT T( ! 2)>

meaning that (uy,usz) is quasi-optimal if T is large enough. Furthermore, on (T — Tgde, T)
the optimal trajectory trajectory obtained with (uy,us2) is the concatenation of at most three
arcs:

e a quasi-boundary arc along the constraint (10),

xT

e a free arc with controls uy = u*** and ug = uy"**,

e a quasi-boundary arc along the constraint (11), with ug = ufy***.

Remark 8. By quasi-boundary arc, we mean that the quasi-optimal control is such that
(pH, pc) almost saturates the constraints, i.e., up to an error vanishing as T' goes to 400.

Proof.
Up to a subsequence, still denoted T', we can find (ﬂip tag t) such that (ngT), ﬂgT)) con-

verges to (ﬂip tag t) as T — +oo. These values for the constant controls yield asymptotic

phenotypes (x?ft, x‘g)t) thanks to Theorem 1. Then, for any choice of time T < 7§ and

BV controls (uy,uz) on (T'— T, T),

lim  sup max(|pg — pul,|pc — pcl) =0, (52)

T—+oo [T*TQ,T}
with the notations of Lemma 5: p is obtained from the IDE system, while p is obtained
from the ODE concentrated on <x?§t, x‘g)t) This is a consequence of a slight refinement

(T) (T))

of Lemma 5. Indeed, for T large, the IDE is almost concentrated on some (x T

associated to (agT), ﬂgT)) . The formulae for these quantities given by Theorem 1 show that

(:cg), :z:g )) converges to (m%t, moc?t>, hence the concentration of the IDE on <:c?5t, a:OCpt)

and the result (52).

As a consequence, the optimal strategy for the ODE, obtained by Proposition 2 is also
optimal for the IDE, up to an error vanishing as T" goes to infinity. We denote Tz"de < T2M ,
(ufde, ugde) € BV (0, TQOde) the solutions of this optimal control problem. The last state-
ments of the theorem are then a direct consequence of Proposition 2 and the assumption
that T2/ is small, since the IDE and ODE trajectories are arbitrarily close. O
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4 Numerical simulations

In this section, we solve (OCP) numerically in the full class Ap. We will compare the
results with the previous section, and check that alternative strategies to the one given in
Theorem 2 are indeed sub-optimal when T is large.

4.1 Numerical simulations of the solution to (OCP)

For a survey on numerical methods in optimal control of ODEs, we refer to [69].

Here, we use direct methods which consist in discretising the whole problem and reducing
it to a "standard" constrained optimisation problem. The IDE structure is dealt with a
discretisation in phenotype, which adds to the discretisation in time. The dimension of the
resulting optimisation problem becomes larger as the discretisation becomes finer. This
method is hence computationally demanding and its numerical implementation requires
some care. It relies on combining automatic differentiation and the modelling language
AMPL (see [24]) with the expert optimisation routine IpOpt (see [72]). Several different
numerical tricks (hot start, numerical refinement, etc) were also needed.

For the simulations, we take Ogc = 0.4, 0y = 0.6, ¢ = 0.1. We let T take the values
T =30 and T' = 60. The results are reported on Figures 4 and 5 respectively.
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Figure 4: Simulation of (OCP) for T' = 30.
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Curves x -> nH{i,x}

Curves x -> nc{t,x}
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Figure 5: Simulation of (OCP) for T' = 60.

These simulations clearly indicate that for the chosen numerical data, if 1" is large enough,
then the optimal controls are such that:

e the optimal control u; is first equal to 0 on a long arc. Then, on a short-time arc,
up = u"® and then to a value such that the constraint (11) saturates;

e the optimal control us has a three-part structure, with a long-time starting arc which
is a boundary arc, that is, an arc along which the state constraint (10) is (very quickly)
saturated. It corresponds to an almost constant value for the control us. The last
short-time arc coincides with that of uq, and along this arc ug = u5"**.

We denote by t5(T") the switching time, defined by largest time such that u(t) = 0 for all
t <ts(T).

According to the numerical simulations, as T' tends to +oo, both & — ng(ts(T), ), z —
np(ts(T), x) converge to (weighted) Dirac masses. Since the controls u; and ug are almost
constant on (0,t4(7")), this is in accordance with Theorem 1. The cancer cell population
is then concentrated on a phenotype on which the drugs are very efficient.

More precisely, as T tends to +00, the optimal strategy seems tends to a two-piece trajec-
tory, consisting of:

e a first long-time arc, along the boundary o 10— dom, with uy(t) = 0 and with

(t)+rc(t)
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a constant control ug, at the end of which the populations of healthy and of cancer
cells have concentrated on some given sensitive phenotype;

e a second short-time arc along which the populations of healthy and cancer cells are
very quickly decreasing.

We also find that the mapping 7' —— pc(T') (where po(T) is the value obtained by solving
(OCP) on [0,71) is decreasing. This is because our parameters are such that, once concen-
trated on a sensitive phenotype, the cancer cell population satisfies a controlled ODE for
which there exists a strategy letting po converge to 0. Because our model is exponential,
we cannot reach 0 exactly but for very small values of po, one can consider that the tumour
has been eradicated.

Remark 9. In order to avoid additional lengthy hypotheses, we did not give conditions
under which the strategy established in Theorem 2 can further be identified. However, the
numerical solutions show that, for generic parameters, it can be expected that:

e the constant controls on the first phase are such that at the end of the first phase, we
have saturation of (10),

e the second phase is of time duration T4/ and starts with a constrained arc along (10).

4.2 Comparison with clinical settings

As explained before, our results advocate for a first long phase which must be all the
more long for an initially heterogeneous tumour (with respect to resistance). They also
apply to ’born to be bad’ tumours [(4], with high initial heterogeneity with respect to
genes or phenotypes in general. Indeed, the heterogeneity or homogeneity we address
here is related to one phenotype defined by resistance towards one category of cytotoxic
drug. In this sense, our use of the term heterogeneity is unambiguous, functionally defined,
and cannot be superimposed on other more classical uses, defined by the accumulation of
mutations, such as in [23, 25, 64].

This being said, we are ultimately concerned with the application of our optimal control
methods to the improvement of classical therapeutic regimens in which repeated courses
of chemotherapy are delivered to patients with cancer. To this end, we keep the previous
parameters, that are in particular relevant to represent an initially heterogeneous tumour,
and we propose for possible implementation in the clinic a quasi-periodic strategy such as
in the example defined below:

e Aslong as pHp fpc = 0o, we follow the drug-holiday strategy by choosing u; = 41 =

0, ug = 1 = 0.5 obtained in the previous numerical simulations.

e Then, as long as pg > 0 pr(0), we use the maximal amount of drugs. As soon as
pr = 0gpr(0), go back to the drug-holiday strategy.

The implementation is straightforward, Figure 6 shows an example for T' = 60. This
strategy allows to maintain the tumour size below some upper value and to prevent resistant
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cells from taking over the whole population. However, the tumour is not eradicated and
this strategy is far from being optimal: pc(T") is slightly below 1, to be compared to the
value obtained with 7" = 60 (see Figure5) with the optimal strategy, which is around
1.107°. It is another proof of the importance of a long first phase. It also shows that,
at least with our parameters, the last arc on the constraint (11) obtained in the previous
simulations is instrumental in view of significantly decreasing the tumour size.
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2
L]
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3 6
2 4
1 2
0 0
0 50 0 50

Figure 6: Quasi-periodic strategy, for T' = 60.

To assess the importance of the saturation of the constraint pg = 0 pg(0), we complement
the previous strategy with an arc on this constraint, with up = ©5'**, and adequately chosen
feedback control u; obtained from the equality dfi)—f = 0. We go back to the drug-holiday
strategy as soon as p¢ starts increasing again, since it is a sign that the tumour has become
too resistant. We choose T' = 100 to have enough cycles; the corresponding results are
reported on Figure 7 below. They tend to show that pc can be brought arbitrarily close to

0 after enough cycles, meaning that there is a chance for total eradication of the tumour.
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Figure 7: Second quasi-periodic strategy, for T" = 100.

5 Conclusion

5.1 Summary of the results

By analysing a controlled integro-differential system of cancer and healthy cells structured
by a resistance phenotype, we have mathematically investigated the effect of combined
chemotherapeutic (cytotoxic and cytostatic) drugs on a tumour. Since we chose a biologi-
cally grounded modelling for the resistance phenomenon and took the healthy tissue into
account, our approach is tailored for understanding and circumventing the two main pit-
falls in cancer therapy: resistance to drugs and toxicity to healthy tissue. The goal of our
analysis was indeed twofold: check that our model can reproduce the possible deleterious
effect of chemotherapy when MTDs are used (the standard clinical strategy), and propose
alternative (optimised) infusion protocols.

Since MTD can first strongly reduce the size of the tumour which then starts growing
again, we addressed the first question through an asymptotic analysis of the model. This
was performed in Theorem 1, which showed that both populations converge, while the
cells concentrate on some phenotypes. This theorem extends results that so far were
established only in the case of a single integro-differential equation, although the ideas
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are radically different because the usual technique (integration w.r.t. the phenotype to
show convergence, and then relying on the exponential nature of convergence, to show
concentration) does not work in our context. The proof of convergence and concentration,
presented in Section 2, relies instead on a suitably defined Lyapunov function, whose
analysis gives the speed of convergence and concentration. Interestingly, the approach
could incorporate controls which are not only constant, but also asymptotically constant.

The rest of the article was then devoted to addressing the second question, by considering
the optimal control problem (OCP) of minimising the number of cancer cells on a given
time interval [0, T, keeping the tumour size in check and limiting damage to the healthy
tissue. In Section 3, we gave several rigorous mathematical arguments to explain why, when
T is large, a good strategy is to first steer the cancer cell population on an appropriate
phenotype by first giving constant doses for a long time. These arguments justified a
restriction to a smaller class of controls for which we managed to identify an asymptotically
optimal strategy in large time, presented in Theorem 2.

In Section 4, we showed through numerical simulations that, when T increases, the optimal
solution is indeed increasingly close to a two-phase trajectory. The first very long phase
consists in giving low doses of drugs in order to let the cancer cell population concentrate on
a given sensitive phenotype. The doses are chosen as low as the constraint on the relative
tumour size allows it. Our results advocate for a first long phase which must be all the
more long for an initially heterogeneous tumour (with respect to resistance). During the
second phase, we numerically recover the expected trajectory, given by Theorem 2: high
doses are given (MTD as long as the constraint on the healthy tissue does not saturate)
and the cancer cell population quickly decreases.

5.2 Possible generalisations

We have focused on a 1 dimensional phenotype = € [0, 1]. In applications, however, it might
be suitable to consider multi-dimensional phenotypes in order to account for the complexity
of resistance. This is for example what is done in [15] where the relevant phenotype is 2
dimensional and decided to be the combination of proliferation and survival potentials.
With some technical adaptations, the results established in this paper generalise to any
compact subset of R%, d > 1. For the application one would need to specify how the
functions depend (monotonically or not) on the various components of the phenotype.

A possible generalisation for our model is to take into account the fact that cells can
change phenotype, for instance through (random) genetic mutations, i.e., modifications
of the DNA. These are irreversible and are passed from one cell to its daughter cells
through division. However, it is now widely believed that such mutations are very rare
with respect to the typical timescales that are of medical interest (which in the case of
drug resistance phenomena are much shorter than the timescale of a human life, a time
during which mutations certainly exist and can explain the development of diseases, see,
e.g. |31] about acute myeloid leukaemia), and thus they can be disregarded at least as a first
approximation. In contrast, epimutations (i.e., mechanisms which alter gene expression
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but not the DNA sequence base pairs themselves) are thought to be much more frequent [9,
, 73,

If epimutations are exclusively random, they can be modelled by a diffusion term, in which
case (4) would be modified as follows:

Onn (t,l‘) = Ry (xva(t)7pC(t)7ul(t)7u2<t)) nH<t7x) + BHaZLQH@?x)a

ot Oz (53)
n 2n
P (1,2) = Re (2, pe(), part), w(0) us(t)) me(t, )+ fo 51 (1, 2)

together with Neumann boudary conditions in x = 0 and « = 1. Here, 8 and S¢ stand
for the random epimutations rates of the healthy and cancer cell populations, respectively.

The Darwinian idea that the fittest individuals are selected exclusively because of random
events affecting the genome or its expression has been recently challenged as observations
on genomic evolution cannot be accounted for by sheer Darwinian mechanisms [12], maybe
also as ideas from Lamarck are regaining popularity. Such theories advocate the existence
of adaptive behaviours: individuals actively adapt to their environment, seeking for phe-
notype changes that make them fitter. These can be seen as stress-induced epimutations
and can be mathematically modelled by an advection term, as in |15, 43]. This would lead
to a model of the form

ong

0
W@’ x) + — vy (z,ur(t),ua(t)) ni(t,x))

ox

2

= Rt (2, pra(0), po0), s (0) wa0) min(6,2) + B o (1),

agitc(t, z) + %(vc (@, u1(t), u2(t)) ne(t, x))
2n
= Re (2, po(t), (1), ua (0, us(t)) me(t, ) + B 21 (1),
(54)

together with Neumann boudary conditions in x = 0 and x = 1. Here, vy and vc are
the velocities with which healthy and cancer cells adapt to their environment, respectively,
which are assumed to vanish in x = 0 and x = 1. Because we assume that the adaptation
of cells is induced by the stress created by the drugs, vy and v depend on uy and us.

Another extension could involve a mixed deterministic/stochastic framework, namely using
a piecewise deterministic Markov process (PDMP [19], see [55] for the optimal control of
this class of equations). In these models, mutations are stochastic jumps between deter-
ministic (and phenotypically reversible) models, each jump becoming less and less rare in
the course of phenotypic evolution in the deterministic processes. Furthermore, in these
models, the probability of jump would depend exclusively on (and as an increasing function
of) the phenotype structure variable, that would thus bear a quantitative meaning of ma-
lignancy, or phenotype plasticity entraining genetic instability (this last point is discussed
with references in [11]).
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A final extension should stem from the fact that tumours are also very heterogeneous in
space (for example, because cells at the outer rim and cells at the centre of a tumour
spheroid encompass very different metabolic conditions; more genenerally, high hetero-
geneity depending on space has been experimentally shown in solid tumours [25, (4], which
should lead to also structure the populations of cells according to an added space variable.
Another modelling advantage of such representation is that the interaction between the
tumour and the healthy tissue is itself spatial, since part of it essentially happens at the
boundary of the tumour, through direct contact. For possible cancer models taking both
phenotype and space into account, we refer to [35, 44, 18].

5.3 Open problems

Asymptotic analysis. In this paper, we have extended well-known results for a single
IDE to systems of IDEs. However, in applications it could be interesting to consider the
case of general competitive of the form

ong

anc(
ot

(t7 x) = Ru (:E, PH, PC) nH(tv :E), W t, x) = R¢ (l‘, pC; pH) nC(ta (E), (55)
with Ry decreasing in po, Ro decreasing with pg. Proving convergence and concentration
for such systems is completely open. Indeed, our Lyapunov function is specifically suited to
the specific linear setting of the model (4): it cannot be applied to any general competitive
system. Note that some numerical simulations indicate that no oscillations occur, which
may mean that py and po converge.

Similarly, characterising the asymptotic behaviour of PDE systems like (53) and (54) (even
without the control terms) is an interesting and open problem, even for a single equation.
Let us mention that when the rate of mutations is small, much can be found in the literature
on the asymptotics of these models when this small parameter goes to 0, after a proper
rescaling of time |1, 16]. If this parameter is fixed, classical asymptotics for ¢ going to
infinity have up to our knowledge not been carried out.

Optimal control. In order to try and solve the optimal control problem (OCP), we had
to treat the question of the optimal control of IDEs. Although a PMP exists for such
equations, we took another path because the resulting equations were too intricate.

A key idea to justify the restriction to a class of controls which are first constant on a
long phase is to prove that the tumour (among all possible tumours of given size) which
can be treated the most efficiently is homogeneous in phenotype, i.e., a Dirac mass in
mathematical terms: the first long phase then aims at approaching this ’ideal’ situation
to start the second phase. We established the optimality of Dirac masses for a short time,
but not for any time.

If we want to analyse similar optimal control problems for (53) or (54), we shall have
to deal with optimal control of PDEs for which techniques are very different [16, 70]. A
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first approach would be to focus on (53), and see whether and how the optimal controls
converge to the ones obtained in this paper as the rates of epimutations go to 0.

A  Proof of Lemma 1

Proof. We are going to prove that po is a BV function. To that end, let us prove that pc
is bounded from above, and that it has integrable negative part.

First step: upper bound for pc.

The existence of such a bound comes from integrating the equation with respect to x:

1
pe(t) :/ Re (z, pc, 0ty , ug) ne(t, z) do.
0

If pc is too large, the right hand side is negative, forcing pc to decrease. It proves the
claim on the upper bound for pc.

Similarly, because of assumption (14), po increases if po is too close to 0: pe is bounded
from below by some pg”” > 0.

Second step: estimate on the negative part of pc.

d d
We define g¢ := % and wish to prove that (go)_ € L'(0,+00). We differentiate ere _

dt
dgc _ (' o ' 9Rc
i = [, met+ (f meg,e) e

It provides an upper bound for the negative part of ¢¢:
d(gc)- / ' ORg n mi
g n _ < —a min min _
m NRCE v (qc) cedd™ ™ (qc)

where 0 < d”c?m < de on [0,1]. We conclude that the negative part of g vanishes expo-
nentially (and consequently, is integrable over the half-line). Therefore, pc converges to
some pgy > 0.

fol ncRc to obtain:

Third step: identification of p¢y.

Now, we have

ncttso) = npa)esp ( (T2 —aipe)) ¢ - dotwace | () is)

1+ acius

For large t, we have fg pc(s)ds ~ pXt and hence the asymptotic behaviour depends on
the function bc defined on [0, 1] by

bo(z) = ro(x)

- _rew g —d .
T upe(z) — de(x)acop
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Let Bo C [0, 1] be the set of points at which the function b reaches its maximum.

Let us prove that bo(z) = 0, for every x € Be. We argue by contradiction. If bo(z) > 0 for
some x € B¢, then there exists a nontrivial interval I C [0, 1] along which b¢ is positive,
and therefore nc(t, -) takes larger and larger values along I as t increases. This contradicts
the fact that pc(t) converges to pg¥. Similarly, if bc < 0 globally, pc converges to 0, a
contradiction.

The function be is thus nonpositive on [0, 1], and vanishes at any point of Bo. The lemma
follows easily. O

B Proofs for the simplified optimal control problems

B.1 Proof of Lemma 3

Proof. Using the family u, defined in Remark 5, we obtain the corresponding p(7"), which
can be computed exactly, as well as its limit. It is given by

Popt(T') == popt(T™) exp(—pubmeT)
where popt is the function obtained through %Poz)t(t) = (r = dpopt(t)) popt (t) for t < T, and

P0pt(0) = Po-
Now, let any w satisfy (28). The solution of (27) with w is thus a subsolution of that
satisfied by popt, leading to p < popr on [0,7'). Using u > 0, we also have

o) > mesp ([ ap(o) ds ) sy 7).

: _ T Co
Since popt(T™) = po exp <f0 (r — dpopt(s)) ds) and p < popt, this implies p(T) = popt(T').
Let us now investigate the possible case of equality to prove that the infimum is not at-
tained: the foregoing equality implies that there is equality if and only if fOT uds = ubmer

(the contraint is saturated) and exp (fOT(r —dp(s)) ds) = exp (fOT(r — dpopt(s)) ds) , whence

p = popt o1 [0,T). As p is continuous, p(T') would be given by taking u = 0, which is not
optimal. ]

B.2 Proof of Lemma 4

Proof. To account for the L' constraint (C1), we augment the system by defining another

state variable y, whose dynamics are given by % = u, leading to:
dp dy
F o —dp— “y
o = (r—dp—pu)p, - =u, (56)
p(0) = po, y(0) =
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The constraint (C1) thus rewrites y(T) < ubmae,

According to the Pontryagin maximum principle (see [51]), there exist absolutely continu-
ous adjoint variables p, and p, on [0,7], and p° < 0, such that:

dp, ~ OH _ dpy, ~ OH _
ar 87p_ (r—2dp HU)PPaE— 87y_0 (57)

where the Hamiltonian is

H(p,y,pp,py,u) :=p, (r —dp — pu) p + pyu = (1 — dp) pp + u (py — pppp) -

Thus, p, is some constant, and p, does not change sign on [0, 7.
The maximisation of the Hamiltonian leads to defining the switching function ¢ := p, —
1ppp. w is thus equal to u>™** whenever ¢ > 0, equal to 0 whenever ¢ < 0.

The transversality condition is that the vector <g r ) (T) —po <(1)> must be orthogonal to
y
the tangent space of {(p,y) € R?,y < U1 max} at the point (p(T),y(T)).

First case.

If y(T) < ub™ then the transversality conditions imply p,(T) = po and p, = 0. p° #0
since otherwise we would have (p,, py,p°) = 0. Thus, in this case, Pp(T) < 0 and p, is
negative on the interval [0,7]. The switching function ¢ is therefore positive on the whole
[0,T], which would imply v = u®™% . This is a contradiction since a consequence is
fOT u(s) ds =y > ylmaz,

Second case.

If y(T) = ub™% we still have p,(T) = po. As in the first case, we cannot have p, = 0.
Let us first remark that ¢ cannot be positive nor negative on the whole interval, since
otherwise u = u®>"™%* 4 contradiction, or u = 0, which is clearly not optimal. If pg = 0,
pp = 0, so that ¢ has the sign of p, # 0, a contradiction. Therefore, p, < 0 on [0,7] as
before, and this implies p, < 0 to ensure that ¢ changes sign.

The derivative of ¢ is given by % = —,udppp2 > 0. Thus, ¢ is increasing and u is bang-
bang with one switching only. The fact that y(7') = fOT u(s) ds = u>™ imposes that this
switching happens at T7(T') as announced, which ends the proof. O

C Proof of Proposition 2

Proof. If the constraint (10) does not saturate on the whole [0,%s], we distinguish on
whether the last arc is a free arc or a boundary arc on (11).

First case: the last arc is a boundary arc on (11), not reduced to a singleton.

In this case, t)y =ty and there can be a jump on the adjoint vector at ¢;.
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Let us start by proving the following:

Lemma 6. p° < 0.

Proof. We argue by contradiction and assume p° = 0. We first look at the interval
[tam—1,tf], and assume, also by contradiction, that vps > 0. Then pH(t]T) = —vpy <0,
hence p’C(t;) < 0, leading to pc > 0 in a right neighbourhood of t;. From assumption
(51), this means that pc decreases locally around ¢y, a contradiction since ¢ is free (a
better strategy would be to stop before pc starts increasing): vy = 0.

Now, let us prove that py, pc and 7; vanish identically on [ty—1,tf]. If we have pc(tg) > 0
(resp., pc(to) < 0) for some tg € [tar—1,tf), we define the maximal interval [tg, t*) on which
pc > 0 (resp., pc < 0), with po(t*) = 0. In this case, we know that the switching function
¢1 vanishes on [tg, t*], hence py factorises with po. Coming back to the equation on pe, we
have p, = Bope on (o, t*), for some function S¢o. Since peo(t*) = 0, this imposes pc = 0
on the interval, a contradiction. Thus p¢ is identically 0 on the whole (tp/—1,t¢), and so
are py (from the equation on pc) and 7; (from the equation on pg).

We now analyse the arc [tpr—2,tpr—1]. From the previous step, we know that ¢1(tp7—1) = 0.
If vpr—1 > 0, then ¢1(ty,_;) < ¢1(tm—1) = 0, thus u; = uf**® locally on the left of ¢tp_;.
Similarly, maximising ¢ (us) imposes ug = u§***. Also, H (tpy—1) = 0, and H (t;, ;) =
—vpm—1Ry (t&_l) pr(tar—1). By continuity of the Hamiltonian, we get Ry (t]T/[_l) = 0.
At the left of ¢tj;_1, u1 and ug saturate at their maximal values. At the right of tp;_1,
Rp = 0 but this imposes u; < uf*®* or us < uj* since, owing to (34), py decreases for
the maximal values. Thus, 0 = Ry (tJT/[_l) < Ry (tay—1) = 0, a contradiction. Finally, we

have proved vy;_1 = 0.

Standard Cauchy-Lispchitz arguments, together with the result py(t,,_;) = pc(ty;_1) =0
yield that py and po are also identically null on the interval [tas_o,ta7—1]. Repeating these
arguments on the whole [0,#¢], we find that p, p°, 91, 72 and the (Vi)z'zl,...,M are all zero,
in contradiction with condition 1 given by the PMP (see Section 3). O

Thus p® < 0 and we set p° = —1. This normalisation is allowed because the final adjoint
vector (p(ts),pY) is defined up to scaling. Again, we start by analysing the PMP on
[tar—1,tf]. From po(ty) < 0, we know that us = u5**® and ¢ = 0 locally around t¢. This
implies py > 0 also locally around ¢y. In particular, vp; = 0. Using the same reasoning as
before with pl. = Bcpc, we get this time that pc and py have constant sign on (tp—1,t¢):

pc < 0 and py > 0.

T

Let us now first assume vpr—1 > 0. Then ¢1(t,, ;) < 0, leading to u; = u*** close to

tar—1. If vpr—1 is such that py (t]&_l) < 0, then clearly the maximisation of ¢ (ug) leads to
ug = uy' . At tpr—1, we would thus have continuity of up and not u; since u; < u*** on
[tar—1,tf] from assumption (49). In such a case, it holds true that there can be no jump
on the adjoint vector (see for instance [3]), which is contradictory unless vps_1 is such that

DH (tJT/[_l) > (0, which we assume from now on.
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Let us now analyse the interval [tps—2,ta—1], on which we will prove that u; = u]"**,

uy = uy'**. Because 71 and 72 vanish on such an interval, it is easy to prove from standard
Cauchy-Lipschitz uniqueness arguments that pc < 0 and py > 0 on [tpr—9,tar—1]. Also,
because of (44) the inequality

pe _ pa pctnndy — pracnde
PH  Mc pHAccAc — pcagcdy

(58)

is satisfied on [0,¢7]. Let us prove that this implies ¢1 < 0 on (ta—2,tm—1). For that
purpose, we will prove that whenever ¢;(tg) = 0, its derivative satisfies ¢} (to) > 0. Note
that we already know that ¢1(t,,_ ;) < ¢1(tar—1) = 0. For such a time ¢y we indeed obtain

(pcpc) (to)

¢y (to) = — i

[MH (rcanndy — pracude)pr(to)
— pe(pracede — MCGHCdH)PC(tO)} :
Combined with (58), this yields ¢} (to) > 0, as announced. Thus u; = u]"** on the whole

[trvr—2, tar—1].

For wo, the proof is a bit more involved because the dependence is not linear. In what
follows, we generically denote ¢y, ) = Aupupu+Acpopc for positive constants Ay, Ac.
With this notation the previous established result writes ¢, ,.) <0 on (tar—2,tar—1)-

We need to maximise ¢(up) = FHEELE 4 TCECRC a5 a function of ug, whose derivative has

the opposite sign of P(usy), where

P(u) = anacP(acri, anre) u® + 2anaC) by, re) U+ Dlagry,acre)

which has discriminant A = —agacrgprpuarcercpc(ac — ag)? > 0 on (0,t5). We
consider two cases, depending on the sign of ¢(qry, ayre)- Note that (8) implies the order

¢(QHTH,QCTO) < (b(TH,TC’) < (b(aCTH’aHTC)' From (46) and ¢1 < 0, P(0) = ¢(OéH7"H,Oéc7’c) <
0.

Let us first assume @(qpry, apyre) < 0, in which case all the coefficients of the polynomial
are negative. Let us denote uy the greater root of this polynomial. Since the coefficient in
front of u? is negative, the function 1 is increasing with us on (u,,+00). We cannot have
u4+ > 0 because of the signs of the coefficients: u5'** maximises the function of interest. If

O(acry,anre) = 0, 1t 1s easy to see that the same result holds.

Now, let us assume that ¢(aeryy, ayre) > 0. Because P(0) <0, P(uy'®®) < 0 is a sufficient
condition for uy** to maximise 1) (ug). For any Ay > 0, A\¢ > 0, ¢1 < 0leads to ¢, 20 <

(Ampe — )\C,uH)p’;ZH. Applying this to P(u3'**), we find

27¢]

(aHac(acrH,uc — QHTCUH) (Ugmx)Q

+2(amac)(rupc — ropr) Uy +(aurapc — aorcpm)).

We conclude that P(u5'**) < 0 thanks to (47).
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Thus, we have proved that, on (tpr—2,ta—1), ur = u"® and ug = uh'*®. Note that the
result actually implies v3;_1 = 0. However the same reasoning with vy;_1 = 0 works and
we obtain u; = u"* and ug = uy**. From assumption (34), g—fl increases backwards.
If this ratio reaches the value =, i.e., if the system saturates the constraint (10) (if not,

tyr—2 = 0), then we have a potential boundary arc on (10) on (tar—3,tar—2).
Second case: the last arc is a boundary arc on (11), reduced to a singleton.

Note that, again, tpy = ty. This case is handled as the previous one: p° cannot be 0 and
o1 (tj?) < 0. Because of this result, the whole reasoning made above in the previous case

applies: there is an unconstrained arc with u; = u7*** and u5'**. If there is a previous arc,
it is a constrained arc on (10).

Third case: the last arc is a free arc.

Again, the same kind of arguments are enough to prove that p® < 0, and u; = u}**® and
ub"® on this arc. If there is a previous arc, it is a constrained arc on (10). O
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