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We describe a 2 mg artificial elementary eye whose structure and functionality is inspired by compound eye ommatidia. Its optical sensitivity and electronic architecture are sufficient to generate the required signals for the measurement of local optic flow vectors in multiple directions. Multiple elementary eyes can be assembled to create a compound vision system of desired shape and curvature spanning large fields of view. The system configurability is validated with the fabrication of a flexible linear array of artificial elementary eyes capable of extracting optic flow over multiple visual directions.

1. Introduction

Insects have evolved vision systems with a wide variety of morphologies and distribution on the animal head tailored to assist specific behaviours in their ecological niche [1]. The advantage of this variable spatial design with respect to vertebrate eyes is that it can offer such customized sensing over large fields of view combined with relatively small packages and fast extraction of motion information. Insect vision organs can be categorized in two main types: insect simple eyes or ocelli are individual organs made of a corneal refracting interface, often underlying a lens, which focuses light onto a variable number of photoreceptors, ranging from a handful in the stemmata of polychaete annelid worms to tens of thousands in some flying insect ocelli [1]. Ocelli can detect change in patterns of light intensity [2–4] and help in tasks such as attitude stabilization [5]. On the other hand, compound eyes consist of an arrangement of tiny optical units called ommatidia, each composed of a microscopic lens that focuses light on a small set of photoreceptors. Compound eyes are specialized in optic flow extraction from wide fields of view to assist in tasks like collision-free navigation, flight stabilization, and prey, predator or mate detection [1].

Vision systems that can be configured like insect eyes to suit specific tasks could provide useful information in an efficient manner for many applications where energy and payload constraints are drastic, such as microflying robot navigation [6–8]. Curved artificial compound eyes made of hundreds of ommatidia have been recently described [9,10] and tested for basic navigation control [8,9]. These prototypes possess a fixed design as optic flow extraction over adjacent ommatidia puts strong constraints on the interommatidial angle and thus geometry of the compound eye. An arrangement of four phototransistors inspired by the three dorsal ocelli found in most flying insects was recently used to stabilize the attitude of a microflyer [11]. The four photodetectors used to compute the angular velocities of the robot encompassed a volume of $4 \times 4 \times 3.3$ mm and yielded a non-customizable design. In another work, a Centeye’s Tam4 optic flow sensor was used to control the attitude of a tethered microflyer, although this sensor extracts motion in only a single direction and has a size of approximately $3 \times 3$ mm² [12].

Here, we describe the design, fabrication, configurability and use of an artificial elementary eye, partly inspired by the insect ommatidium, that can be combined in arrays with different geometries. In contrast to a single insect
ommatidium, the artificial elementary eye can extract optic flow vectors in multiple directions by means of several suitably arranged photodetectors. This feature, which is loosely equivalent to a small cluster of neighbouring ommatidia or to a single ocellus, makes the elementary eye usable either as a standalone sensor or as an element of an artificial compound eye without constraints on the visual angle between adjacent elementary eyes. The sensor yields three photoreceptors under a single lens and bears a size of $1925 \times 475 \times 860 \, \mu m$ and a weight of 2 mg, which includes the optics and the photosensitive area with a total footprint diameter of 175 $\mu m$, an analogue signal processing circuit for illuminance adaptation, an analogue-to-digital signal conversion circuit, and a communication interface. The signal acquisition frequency of the elementary eye is 300 Hz, which allows for fast motion extraction. The photodetector sensitivity, analogue processing circuitry, analogue-to-digital converter (ADC) components and communication interface of the sensor are similar to the ones of the artificial ommatidia columns in the sensor presented in Floreano et al. [9].

2. Structure of the elementary eye

The artificial elementary eye was designed finding inspiration in the ommatidia of insect apposition compound eyes as natural local motion sensors. Each natural ommatidium consists of a lens, an elongated waveguide space known as the rhabdom, and a small set of photoreceptors along the rhabdom. In the elementary eye (figure 1 and electronic supplementary material, figure S1), the focusing element consists of a moulded polymer microlens (Ormocomp, Micro Resist Technology GmbH, Berlin, Germany) placed on a 560 $\mu m$ thick glass stack (display glass AF32, Schott AG), which guides light to the photosensitive areas of an optoelectronic silicon chip (figure 1b). A characteristic of the elementary eye is that the optics have been designed such that the projected light on the photodetectors bears the same area as the photodetector footprint in order to optimize its sensitivity.

Models of motion detection [13,14] in the retina of mammals [15] as well as in the compound eyes of arthropods [16] suggest that isolated pairs of photoreceptors provide information about motion along a single direction. Recently, it has been observed that the fly visual system extracts directional motion in the four cardinal directions using eight different local motion detectors, being the major or unique signal inputs to downstream neuropiles and motion-driven behaviours [16]. Inspired by these findings, we have endowed our elementary eye with a triplet of hexagonal photodetectors arranged so that their centres form the vertices of an equilateral triangle (figure 1e and electronic supplementary material, figure S1). The unidirectional motion values issued by the three photodetector pairs can be combined to compute an optic flow vector in any direction of the image plane from the vision field of the elementary eye. A higher number of photodetectors could increase the precision of the optic flow extraction, but it would come at the cost of significantly increasing the elementary eye footprint. A lower number would not provide motion information in more than a single direction.

Diurnal flying insects perceive highly contrasted images of the surrounding world as a result of the 1 : 1 ratio between the interommatidial and the acceptance angle of their compound eyes. This characteristic provides them with an efficient motion extraction at fast speeds [17]. Our elementary eye was designed to yield acceptance and inter-detector angles that isolated pairs of photoreceptors provide information about motion along a single direction. Recently, it has been observed that the fly visual system extracts directional motion in the four cardinal directions using eight different local motion detectors, being the major or unique signal inputs to downstream neuropiles and motion-driven behaviours [16]. Inspired by these findings, we have endowed our elementary eye with a triplet of hexagonal photodetectors arranged so that their centres form the vertices of an equilateral triangle (figure 1e and electronic supplementary material, figure S1). The unidirectional motion values issued by the three photodetector pairs can be combined to compute an optic flow vector in any direction of the image plane from the vision field of the elementary eye. A higher number of photodetectors could increase the precision of the optic flow extraction, but it would come at the cost of significantly increasing the elementary eye footprint. A lower number would not provide motion information in more than a single direction.

Diurnal flying insects perceive highly contrasted images of the surrounding world as a result of the 1 : 1 ratio between the interommatidial and the acceptance angle of their compound eyes. This characteristic provides them with an efficient motion extraction at fast speeds [17]. Our elementary eye was designed to yield acceptance and inter-detector angles inspired by the optical properties of the ommatidia in Drosophila melanogaster, where each ommatidium has an acceptance angle of $4.5^\circ$ [18] and an interommatidial angle of $4.7^\circ$–$5.5^\circ$ [19] (see the electronic supplementary material for further details on Microoptics design).
Natural ommatidia bear pigmented sidewalls that prevent light rays other than those refracted by the lens from arriving at the photodetectors. In the elementary eye, this function is played by a diaphragm layer inside the glass stack (figure 1b) and an opaque glob-top encapsulation polymer on the sidewalls (figure 1d) blocking light that does not come directly from the upper optical aperture.

In a natural visual scene, illumination may have a dynamic range up to eight decades. To avoid saturation due to illumination changes, each photodetector is connected to an adaptive analogue VLSI circuit featuring a large dynamic range at ultra-low-power processing [20] (electronic supplementary material, figure S1a,b). A first-order, low-pass filter prevents temporal aliasing and keeps the photodetector bandwidth at 300 Hz. The electronic die also includes a bias circuit, a 10-bit ADC, and a logic circuit implementing a serial interface for signal read-out. The self-contained elementary eye has a total surface of 0.9 mm$^2$, is 860 µm high, consumes 444 µA and weighs less than 2 mg.

The optical and electronic components of the elementary eye are separately fabricated in large planar arrays, precisely aligned on top of each other so that each microlens focuses light only onto its corresponding photodetector triplet, individually cut and attached to a printed circuit board (PCB), following the same manufacturing procedure used in a previously described artificial compound eye [9,21]. Every eye in the array has individual bond pads wired to the PCB for independent analogue and digital voltage feed, as well as synchronization, clock and data lines for serial read-out (electronic supplementary material, figure S1a). The PCB, wires and encapsulation material add 54 mg to each artificial elementary eye, and could be further reduced to fit the requirements of specific applications.

### 3. Sensitivity to light incidence angle and intensity

To characterize the optics of the artificial elementary eye, we measured the angular sensitivity function (ASF) of each of the three photodetectors of a single prototype (figure 2a; see also Characterization methods in electronic supplementary material), which yield Gaussian profiles. We then measured the acceptance angles and inter-detector angles from the measured ASFs. The acceptance angle $\Delta \theta$ is defined by the full width at half maximum of the ASF. The inter-detector angle $\Delta \phi$ is defined by the angular position of the peak of two adjacent ASFs (figure 2a). The mean acceptance angle $\Delta \theta$ was $4.78^\circ \pm 0.22^\circ$ and the mean inter-detector angle $\Delta \phi$ was $5.52^\circ \pm 0.02^\circ$. The obtained 1.15 : 1 ratio lies in the range found in most diurnal flying insects, providing the elementary eye with adequate optical characteristics for optic flow extraction [17].

Figure 2b shows the mean steady-state and transient responses of the elementary eye photodetectors to illumination step increments and decrements presented at six different steady levels and covering nearly six decades of light irradiance. At five of these six levels (red circles in figure 2b), the output response of the individual photodetector to light steps yields an S-shaped operating curve in a semi-log plot. The five S-shaped curves yield a similar slope, which demonstrates an analogous dynamic sensitivity at the five decades to sudden changes of illumination of about 1100 mV per decade in the linear part. Similar S-shape curves shifting for different background illuminations were also observed in biological photoreceptors [22,23], preventing saturation by bright spots in the visual scene and enabling adaptation to sudden changes of illumination. The curve at the lowest irradiance ($10^{-8}$ W cm$^{-2}$) was obtained by means of an additional neutral density filter with an attenuating factor of $10^{-4}$ (see Characterization methods in electronic supplementary material) yielding a response at only 0.1 lx. The different shape of this last curve is probably because of the influence of the photodetector dark current at this luminosity level.

### 4. Optic flow extraction

The artificial elementary eye has been designed following optical parameters of fruit fly ommatidia that enable it to extract the optic flow. We characterize this capability by making it rotate in the middle of an arena surrounded by a circular wall covered with random pattern images (figure 3a). Theoretically, the optic flow under such pure rotational motion must be directly proportional to the rotational speed [24]. In the experimental set-up, the elementary eye is embedded in a robotic device with the photodetector triplet plane perpendicular to the ground and parallel to the arena walls (figure 3a). The sensor can be fixed at four different angles $\alpha$ around its roll axis with respect to the arena walls...
(figures 3a and 4a) so that the optic flow extraction in four different directions at the triplet plane can be assessed. In the experiment, the robot performs yaw rotations for every eye angle position $\alpha$ at several constant speeds $\omega$ while the visual signals are registered in a memory card. Frames containing the three values of the triplet signals were recorded at a rate of 350 frames s$^{-1}$ during the experiments. The optic flow is calculated out of the recorded frames online in an external computer using Matlab (Mathworks, MA, USA).

In this work, an ad hoc method is used to calculate the optic flow. For this, the artificial elementary eye is broken down into three unidirectional motion sensors formed by the three pairs of photodetectors, which bear a fixed inter-detector angle $\alpha$ between their viewing directions (figure 2a). It is considered that a photodetector unit $i$ of the pair will sample scene sections during motion with a time difference $\Delta t_{ij}$ with respect to the contiguous paired photodetector $j$ (figure 3b). At an inter-detector angle $\Delta \psi$, the signal time delay $\Delta t_{ij}$ at every pair is inversely proportional to the optic flow $\text{OF}$ projected onto the vector $\mathbf{r}_{ij}$, which connects the photodetector pair (figure 3b, inset)

$$\Delta t_{ij} = \frac{\Delta \psi}{\text{OF} \cdot \mathbf{r}_{ij}}.$$  

The $\text{OF}_x$ and $\text{OF}_y$ optic flow vector components, which are the final outcomes sought, can be expressed using the $X$ and $Y$ components of the pair connector $\mathbf{r}_{ij}$ and $\mathbf{r}_{ij}$ as

$$\Delta t_{ij} = \frac{\Delta \psi}{\text{OF}_x \cdot \mathbf{r}_{ij} + \text{OF}_y \cdot \mathbf{r}_{ij}}.$$  

If we apply this expression to the three pairs of photodetectors, we obtain a system of three equations and two unknowns, $\text{OF}_x$ and $\text{OF}_y$:

$$\begin{align*}
(\text{OF}_x \cdot r_{12}^x + \text{OF}_y \cdot r_{12}^y) \cdot \Delta t_{12} &= \Delta \psi \\
(\text{OF}_x \cdot r_{23}^x + \text{OF}_y \cdot r_{23}^y) \cdot \Delta t_{23} &= \Delta \psi \\
(\text{OF}_x \cdot r_{31}^x + \text{OF}_y \cdot r_{31}^y) \cdot \Delta t_{31} &= \Delta \psi,
\end{align*}$$

which can be reduced to the expression

$$A \cdot \text{OF} = b,$$

where

$$A = \begin{bmatrix} \Delta t_{12} \cdot r_{12}^x & \Delta t_{12} \cdot r_{12}^y \\ \Delta t_{23} \cdot r_{23}^x & \Delta t_{23} \cdot r_{23}^y \\ \Delta t_{31} \cdot r_{31}^x & \Delta t_{31} \cdot r_{31}^y \end{bmatrix}, \quad b = \begin{bmatrix} \Delta \psi \\ \Delta \psi \\ \Delta \psi \end{bmatrix}.$$  

From these, the optic flow vector can be calculated using the least-squares method:

$$\text{OF} = [A^T A]^{-1} \cdot A^T \cdot b.$$  

$\Delta t_{ij}$ can be obtained from the frame difference $\Delta f_{ij}$ (figure 3b) using the sensor frame rate in the expression:

$$\Delta t_{ij} = \frac{\Delta f_{ij}}{350 \text{ fbs}}.$$  

In the experimental visual data, we search $\Delta t_{ij}$ that minimizes the mean squared error between the photodetector signals of the $ij$ pair in data windows of 350 points, that is, one experimental second, for the whole 30 s of the experiment. The optic flow values identified in the 30-s period are collected, and the mean and standard deviations for the optic flow vector module and for the angle are plotted against the constant rotational speed of the robot (figure 4b,c).

As predicted by theory [24], the norm of the measured optic flow matches the yaw rotational speed, regardless of the roll angle at which the elementary eye is fixed (figure 4b), and the optic flow angle matches well the roll angle in the four studied cases (figure 4c). The increasing standard deviation of the OF angles at lower rotational speeds is likely because of the light adaptation mechanism of the analogue VLSI circuit [20,25], which yields an exponential decay of the signal over time in the absence of visual contrast. At low rotational speeds, there is a higher probability of spending longer periods pointing at featureless areas of the visual scene, thus yielding small errors in the extraction of optic flow angle.
The capability of the artificial elementary eye to extract vectors of optic flow is demonstrated in an environment displaying natural-like features and of about 400 lx of illuminance, which corresponds approximately to the illumination of a standard office. Nevertheless, the light sensitivity of the elementary eye is practically similar along five decades of irradiance owing to the adaptability provided by the implemented Delbrück circuit (figure 2 b). Thus, it can certainly be claimed that the sensor is fully functional to extract optic flow at those illumination conditions, too. However, further work is needed to test alternative conditions, e.g. an environment where features yield lower contrast. Furthermore, the processing method used requires a computational power that is inadequate to be used in small-size embedded real-time systems. Future work will investigate algorithms that can be implemented in small ASICs beside the elementary eye and compute motion for real-time tasks.

5. A flexible array of artificial elementary eyes

Many functionally independent artificial elementary eyes could be arranged in morphologically different configurations to span large fields of view. For example, here we show a linear configuration of eyes for motion extraction over large fields of view on the horizontal plane. The device consists of a flexible PCB with two linear arrays of 34 artificial eyes and a microcontroller (Microchip dsPIC33FJ128GP802, Chandler, AZ, USA) to collect and process signals (figure 5 a). In this case, the fabrication procedure is identical to that described above, with the exception that cutting of the individual elementary eyes does not impact the flexible PCB, which includes the electric lines to carry the signals to the microcontroller. The flexible array can undergo reversible mechanical bending down to a radius of curvature of approximately 6 mm. Mechanical flexibility allows the sensor array to span a variable field of view, whose range is limited by the mechanical properties of the PCB.

The eye array was attached to the front side of a cylindrical wheeled robot, yielding a field of view of 135° along the horizontal direction and of 5.2° along the vertical direction (figure 5 b). Visual signals were acquired from a subset of 11 elementary eyes uniformly distributed along the sensor while the robot moved on a straight trajectory at 8 cm s⁻¹ in the centre of a corridor with textured walls (electronic
supplementary material figure S2). Optic flow measured offline from the selected eyes sampled at 130 frames s\(^{-1}\) (figure 5c) shows that optic flow vectors from eyes closer to the extremities of the array display an angular orientation parallel to the ground and larger intensities, as predicted by optic flow patterns in translation [24].

6. Discussion

Despite its microscopic size and narrow field of view, the artificial elementary eye described here can extract local optic flow vectors at high speed, different lighting conditions and at low power. Further miniaturization of the eye could be possible. For example, the sensor footprint could be reduced by rearranging the layout of the electronics, which, in the prototype presented here, has been optimized for a linear layout of multiple eyes. Also, the area of the photodetectors could be reduced, which would also result in a lower eye height in order to keep the match between the projected light area and that of the photodetector footprint, albeit at the cost of lower sensitivity in dark environments. Finally, high-end CMOS fabrication processes could result in further size reduction of the embedded microelectronic circuitry and components, and the relatively large wire bond pads could be replaced by through-silicon-vias or flip-chip bonding.

The visual capabilities of the artificial elementary eye could be used for autonomous flight of microrobots [6], provide visual odometry to medical endoscopes, estimate incoming collisions in wearable alert systems, and many other applications that require fast motion detection in a small and lightweight package [26]. Artificial elementary eyes could also be embedded on the surface of soft and flexible robots with minimal impact on their mechanical properties, or arranged in flexible layers that can be adapted to arbitrary shapes, as shown with the linear array presented here, or embedded in smart clothing. Finally, artificial elementary eyes could also be aggregated on curved rigid surfaces to form artificial compound eyes with variable spatial density as required by the environment and motion of the agent, mimicking the diversity and evolution of biological compound eyes.
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