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Abstract

This article deals with advanced, coupled numerical approaches for simulat-
ing the transient fluid structure-interaction as occurring during aircraft emer-
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Finite Element method, while for the fluid domain the Arbitrary Lagrangian-
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method are employed. First, the structural models are thoroughly validated
ensuring differences arising from the use of two software packages to be as
small as possible. Secondly, selected benchmark cases of guided ditching
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algorithm, air, and model simplifications are discussed.
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1. Introduction

The majority of the air transport occurs over significant bodies of water and
thus the emergency landing on water (ditching) represents a fortunately rare
but significant safety threat. In order to minimize the risk of immediate in-
juries to the occupants and to allow for a safe evacuation of the aircraft before
it potentially sinks, aircraft manufacturers must demonstrate the structural
capabilities within the certification process of novel aircraft types (see [1–3]
for further details about certification regulations and processes). While ditch-
ing analyses are conducted for fixed-wing aircraft [1, 2, 4, 5] and helicopters
[3, 6–8], the present work considers solely fixed-wing aircraft ditching. The
extreme characteristics of ditching constitute great challenges for the numer-
ical simulation. For instance, capturing the fluid dynamics, such as jet and
bow wave formation and breakup, separation, and splashing, over typically
long time scales is very challenging. Moreover, the involved hydrodynamic ef-
fects and the highly transient hydrodynamic pressure acting on the structure
pose challenges for the numerical simulation. Furthermore, the nonlinear
structural behavior with potential rupture and the complex fluid-structure
interaction (FSI) occurring during a ditching constitute additional challenges
for the simulation. Other major challenges arise from the multi-scale char-
acter of the phenomena involved in a ditching. On the one hand, acting
pressures rise and fall within milliseconds requiring very small time steps to
be resolved, yet the impact phase lasts several hundred milliseconds. On the
other hand, the high impact pressures act over very local zones in the order
of millimeters, while the aircraft structure moves several meters through-
out the event. These scale differences, which amount to about a factor of
one thousand in both time and space, account for major challenges for the
computational models that need to resolve the local scales, while remaining
computationally efficient to allow covering the complete impact phase.

Due to the challenges addressed above, the state-of-the-art analysis meth-
ods are currently limited to comparisons of the novel structural design with
aircraft structures that were previously certified for ditching, sub-scale ex-
periments, and (semi-)analytical methods in combination with subsequent,
uncoupled finite element analyses of the structure. A detailed description
as well as associated advantages and disadvantages are given in [1, 2]. In
summary, current means widely lack the ability to be applied to novel and
uncommon designs thus limiting progress, they are based on several assump-
tions and simplifications that cause inaccuracies, and, perhaps more critical,
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they do not account for the coupled fluid-structure interaction. To the knowl-
edge of the authors, the latter is a topic of research since the 1960s, where
effects of structural deformations on hydrodynamic results were studied for
purely vertical impact on water, e.g. [9, 10], and continues to be investigated
nowadays, e.g. [11, 12]. Also for oblique impact on water at high horizon-
tal velocity, structural deformations were demonstrated to significantly affect
the acting hydrodynamic loads [1]. Thus, it appears to be essential to couple
fluid and structure numerical solutions within advanced computational meth-
ods in order to correctly predict the structural response and to analyze the
structural capacity of novel aircraft designs. Nevertheless, the large compu-
tational effort required currently limits the application of advanced, coupled
numerical approaches to cases with simple structural models. Furthermore,
comprehensive validation remains to be demonstrated as only few validation
studies involving deformable structures impacting water at high horizontal
velocity were conducted [1].

The term advanced, coupled numerical approaches comprises approaches
that use (a) high-fidelity solutions for both the fluid and the structural do-
main and (b) a method to couple the fluid and the structural solution in the
same computation. Typically, the explicit Finite Element (FE) method is
adopted to simulate the structural response, as it is adapted to fast-transient
dynamic problems, such as water impact, and it can portray complex 3D ge-
ometries and non-linear structural responses with many contacts, whereas
fundamentally different computational methods are used to simulate the
fluid behavior. Common mesh-based methods are pure Eulerian or Arbitrary
Lagrangian-Eulerian (ALE) methods [13–15]. Common mesh-free methods
comprise Smoothed Particle Hydrodynamics (SPH) [16] and Element-Free
Galerkin (EFG) [17, 18] methods.

A general review on hull slamming, which is closely related to ditching, was
given by Abrate [19]. The author provided an overview of the computational
approaches used for water impact simulations comprising Boundary Element,
SPH, FE, and fixed grid methods (Euler) including techniques to detect the
interface between the domains (e.g. the water free surface) such as Cubic
Interpolated Pseudo-particle, Volume of Fluid, and Level-Set method. For a
test case of pure vertical water impact, a comparison of different methods to
simulate the fluid has been carried out by Anghileri et al. [20]. The authors
compared experimental and numerical simulation results of four different
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methods, i.e. FE, ALE, SPH, and EFG. They point out a dependence of
the ALE results on the FSI coupling parameters and that finding a proper
SPH discretization fineness is not trivial and thus time-consuming. The
results of FEM simulations were found to give proper results only as long as
fluid deformations are small and the EFG solution was computationally very
expensive. Hughes et al. [21] presented an insight into recent work using FE,
ALE, SPH, and EFG methods, yet with a focus on the application of the
SPH method.

Guo et al. [22] employed the ALE method investigating the effect of the
initial pitch angle on the aircraft motion during the ditching. The ALE
method was also used by Qu et al. [23], who refer to their approach as
global-moving-mesh method, to study the ditching characteristics of a generic
aircraft fuselage rigid body model, NACA2929 A-body [24]. Pentecôte and
Kohlgrüber [25] compared the capabilities of both FE and SPH method to
simulate the ditching of a transport aircraft rigid body model. They con-
cluded that the high horizontal velocity of the aircraft together with the
considerable duration of the event leads to large mesh distortions that result
in a severe drop of the critical time step and eventually to an early termina-
tion of the simulation. Another application of the SPH method to a ditching
simulation was reported by Ortiz et al. [5], who simulated a deformable Air-
bus A321 model impacting water and reported the feasibility of the method
yet with extremely large runtimes. Climent et al. [2] presented the ditch-
ing analysis of a military transport aircraft applying both the FE and the
SPH method. Toso [3] employed the SPH method to simulate the water im-
pact of a generic aircraft fuselage rigid body model, NACA2929 A-body [24].
Groenenboom and Siemann [26] simulated the water impact of generic pan-
els of the guided ditching experimental campaign (cf. Sec. 3.1) using the
SPH method. The authors furthermore presented modeling techniques that
permit a significant efficiency increase.

In summary, the large mesh distortion due to the presence of a high hor-
izontal velocity renders the use of Lagrangian mesh-based methods, such as
the FE method, impractical if not impossible. Furthermore, to the knowl-
edge of the authors there exists no application of the EFG method to water
impact cases with horizontal velocity. Therefore, the two most used methods,
ALE and SPH, are further investigated in this work.

The main objective of this work is to compare and to assess the capabilities
as well as the limitations of the two most commonly used, yet fundamentally
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different, coupled numerical approaches, ALE-FE and SPH-FE, based on a
recent benchmark experiment for ditching analysis involving both quasi-rigid
and deformable structures. This work employs two explicit software packages,
which provide a wide range of structural modeling capabilities that have been
demonstrated to work within various applications.

The remainder of the article is organized as follows: Section 2 provides a
brief description of the adopted numerical approaches, which serves as a basis
for the later comparison and assessment. The selected benchmark experiment
and the developed simulation models are presented in Section 3. Section 4
compares experimental and numerical results, followed by a discussion of the
capabilities and limitation of the computational approaches investigated. Fi-
nally, conclusions are drawn and directions for future research are outlined.

2. Numerical Approaches

The Lagrangian formulation is classical in solid mechanics and structural
analysis. The mesh and the material points are tied and the mesh and ma-
terial deformations are consequently linked. Sliding between material (struc-
ture) and mesh is not allowed. Loads and boundary conditions can easily be
applied to the material points (nodes). The Lagrangian description tracks
easily the free surfaces and interfaces between different materials. However,
when the structure is severely deformed, Lagrangian elements become sim-
ilarly distorted since they follow the material deformation. Therefore, in
those cases the accuracy and robustness of the Lagrangian simulations de-
crease severely.

The Eulerian formulation is classical in fluid mechanics. The mesh is
fixed and the material flows through the mesh. Equations are modified with
respect to Lagrangian formulation in order to take into account the convective
terms. The treatment of moving boundaries and interfaces is difficult with
Eulerian elements. The Eulerian formulation cannot be used in many cases
where the boundaries of the domain move.

In the Arbitrary Lagrangian-Eulerian (ALE) formulation, the material
flows through an arbitrary moving mesh. Both the material and the mesh
move with respect to the laboratory. It looks like a combination of La-
grangian and Eulerian formulations. Grid velocities and displacements are
arbitrary. In practice, built-in algorithms determine smooth grid deforma-
tion according to displacements of the ALE domain boundaries. Several
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algorithms are available, e.g. Donea et al. [27]. Note that the ALE formu-
lation can be degenerated in Lagrangian (the grid velocity is equal to the
material velocity) or in Eulerian (the grid velocity is set to zero).

Common between the regarded approaches, the structure is discretized us-
ing the Finite Element method. For the fluid domain, however, there are
several methods available. This section describes the fundamentals of fluid
and structural modeling as well as the fluid-structure interaction. The for-
mulations presented in this section use the explicit approach for obtaining
numerical approximations to the solutions of time-dependent ordinary and
partial differential equations.

2.1. Fundamentals of Fluid Modeling
The fundamental system of differential equations to be solved within the

fluid domain comprises the so-called Euler equations:

conservation of mass
dρ

dt
= −ρ∇ · v , (1)

conservation of momentum
dv

dt
= −1

ρ
∇p+ g , (2)

conservation of energy
du

dt
= −p

ρ
∇ · v . (3)

Above symbols refer to density ρ, time t, velocity vector v, pressure p, vec-
tor of accelerations resulting from external body forces g (i.e. gravitation
acceleration), and specific internal energy u. The Euler equations neglect
effects of fluid viscosity, surface tension, and temperature. These effects are
of minor importance for water impact at high velocity, which is dominated
by inertial and pressure forces [3, 19, 28].

The fundamentals of the adopted computational methods to simulate the
fluid are not repeated here; the reader can refer to [13, 27] and to [29, 30]
for the ALE and the SPH formulations respectively. Both formulations are
based on the Euler equations for the fluid modeling.

2.2. Fundamentals of Structural Modeling
Typical modeling techniques used within the field of aeronautical engi-

neering crash simulations are adopted. The thin walled structure of the
aircraft is discretized using thin bi-linear shell elements. In order to portray
nonlinear structural deformations, elastic-(visco)plastic material models in
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conjunction with an appropriately refined discretization able to capture the
transient response of the structure are commonly employed. The failure of
the material can be modeled in different ways, from the basic element erosion
technique to the advanced extended FE method.

2.3. Modeling Fluid-Structure Interaction
There are several possibilities to couple the fluid and the structural solu-

tion such as coupling based on constraint equations, where fluid and struc-
tural nodes must obey kinematic constraints, or penalty contact formula-
tions, where a small amount of penetration is permitted and subsequently a
repulsive force is generated.

2.3.1. Coupled Euler-Lagrange Method
Among the different methods described by Casadei and co-workers to cou-

ple fluids and a structure [31–33], the coupling between fluids and structure
relies, in the computations presented in the paper, on an immersed inter-
face also referred to as embedded interface. The structure and the fluids are
meshed in a completely different manner and the structure mesh is immersed
within the mesh of the fluids [33]. An unstructured fluid mesh (conforming
or non-conforming) is no longer necessary. With this technique, the fluid
mesh can be even regular. In this case, an ALE formulation is no longer
necessary in the fluid sub-domains that can be Eulerian so than the fluid
mesh will never entangle (fixed mesh). The immersed interface allows slave
nodes (material grid) belonging to the Euler or ALE fluid media to interact
with the master surfaces of the Lagrange solid medium. The coupling forces
are computed using the penalty method that depends on two parameters:
the contact height hC and the contact stiffness kC that are defined by Eq. (4)
and (5) respectively. This interface was applied to deal with vertical water
impact problems such as presented in [34] for rotor-craft.

hC ≥ 1.5 · lF (4)

kC =
ρF v

2

hC
AS (5)

where lF is the fluid cell size (Euler or ALE), ρF the fluid density, v is the
relative velocity between the fluid and the structure in the impact direction
(here the norm of the horizontal and vertical velocity components), and AS
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is the area of the structural elements. The factor of 1.5 is needed to maintain
contact once it is established. If the mesh size of the fluid and the structure
are both homogeneous in the interaction area, the fluid structure coupling
can be easily defined with one interface only.

When the fluid penetrates the contact area, a contact force is applied to
the degrees of freedom (DOF) of the fluid material as well as to the DOF of
the fluid grid. This contact force is proportional to the penetration depth.

2.3.2. Coupled SPH-FE Method
A weak coupling using a node-to-surface penalty contact algorithm is

typically adopted. Therein, the particles represent the slave nodes and the
structural elements are the master segments. The contact algorithm checks
for any penetration of slave nodes into the contact zone around the master
segments, which is defined by an offset commonly referred to as contact
height hC . This contact height is chosen in relation to the thickness of the
structure tS and the particle spacing dF as

hC = 0.5 (tS + dF ) . (6)

Upon penetration, a repulsive force is applied to the particle and, in order
to conserve momentum, the force magnitude is distributed to the element’s
nodes in opposed direction. The contact force magnitude is proportional to
the penetration depth and to the contact stiffness. Additionally, a velocity-
proportional damping is included to dissipate numerical oscillations.

3. Benchmark Simulations

3.1. Benchmark Experiment
The present study uses selected benchmark test cases from the guided

ditching experimental campaign, which was conducted by CNR-INSEAN3 as
part of the EC-funded research project SMAES4. A detailed description of
the guided ditching facility, the experimental campaign, as well as analyzes
of uncertainties and results can be found in [1, 35, 36]. Subsequently, a brief
insight is given.

3Consiglio Nazionale delle Ricerche - Istituto Nazionale per Studi ed Esperienze di
Architettura Navale

4SMart Aircraft in Emergency Situations, 2011–2014
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The guided ditching experimental facility comprises a large water tank
and a guide structure, which features five height-adjustable bridges holding
the guide track. A trolley carrying the test specimens is attached to the
guide track, which permits only a motion in the direction of the guide track.
In addition, there is a catapult-like acceleration system that accelerates the
specimens to the high impact velocities characteristic for fixed-wing aircraft
ditching at quasi-full-scale. The design of the facility permits to vary the
guide track inclination, i.e. the ratio of vertical to horizontal impact velocity,
in a range representative of realistic full-scale aircraft ditching conditions. All
specimens analyzed within this experimental campaign measured 1000 mm
in length and 500 mm in width, yet their thickness, material, and transverse
curvature were varied. In total, 22 test cases with typically two to three
repeats were investigated. Two selected test cases were repeated ten times
in order to demonstrate the repeatability of the experiments, which proved
to be high [36]. The experimental campaign produced a comprehensive set
of highly repetitive, high-quality data, which are used for the purpose of
comparison and assessment of the numerical methods within the present
work.

For the present work, three test cases with flat specimens of different
thickness (15 mm, 3 mm, and 0.8 mm noted as case 1122, 2122, and 3122,
respectively) made of aluminum alloy Al2024 were selected. The three spec-
imens were tested with identical impact conditions of 6◦ pitch angle, 40 m/s
initial horizontal, and −1.5 m/s initial vertical impact velocity. The spec-
imens were attached to quasi-rigid, L-shaped frames, reducing the unsup-
ported area to 850× 350 mm (case 1122) and 900× 400 mm (cases 2122 and
3122). The total mass undergoing the impact was 840 kg, 834 kg, and 832 kg
for the case 1122, 2122, and 3122, respectively.

The complete instrumentation was presented in [35, 36]. Here results
from load cells measuring forces acting in normal direction of the panel, bi-
axial strain gauges, and pressure probes are used. Experimental results were
sampled at 20 kHz except pressure results that were sampled at 200 kHz due
to the highly transient nature of the hydrodynamic pressure.

3.2. Simulation Model
In this section, the fluid and structural models employed are described

along with an overview of the hardware and the computational settings
adopted for the simulations in Tab. 1.
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Table 1: Overview of hardware and computational settings used for ALE-FE and SPH-FE
computations.

ALE-FE simulations SPH-FE simulations

Cluster system Linux CentOS 6.5 Linux Ubuntu, Beowulf
Processor type 2 × Intel Ivy-Bridge 2 × Intel Xeon E5540

E5-2667v2 (8-core, (4-core, 64-bit, 2.53 GHz)
64-bit, 3.3 GHz)

Number of CPUs 32 8
RAM per node 16 GB 24 GB
Computing mode Distributed memory, Shared memory,

single precision single precision

3.2.1. Fluid Model: ALE
The material behavior of the fluids is modeled using the hydrodynamic vis-

cous fluid law given in Eq. (7) and (8)), which has been specifically designed
to model liquids and gases.

sij = 2ρνėij (7)
p = C0 + C1µ+ C2µ

2 + C3µ
3 + (C4 + C5µ)En with µ = ρ/ρ0 − 1 (8)

where Ci and En are material constants, sij is the deviatoric tensor, ν the
kinematic viscosity, and ėij the deviatoric strain rate tensor.

For a quasi-incompressible medium like water, Eq. (8) is simplified to

p = C0 + C1µ , (9)

where C0 is the hydrostatic pressure computed for the given depth and
C1=ρ0c2=2.25 GPa (with density ρ0=1·10−6 kg/mm3 and speed of sound
c=1500 m/s). In addition, a minimum pressure (pmin) can be introduced in
the hydrodynamic viscous fluid law to take cavitation effects into account.
For water, this minimum pressure is set to 1·10−23 GPa.

The air is assumed to behave like an ideal gas. Thus, for air Eq. (8) is
simplified to

p = (C4 + C5µ)En . (10)

The material constants are totally defined as functions of the perfect gas con-
stant γ and the hydrostatic pressure p0 as C4=C5=γ−1 and En=p0/ (γ − 1).
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With values of γ = 1.4 and p0=0.1·10−3 GPa for the air, C4=C5=0.4 and
En=0.25·10−3 J. Furthermore, the air density is set to ρ0=1.2·10−9 kg/mm3.

In order to initialize the fluid domain with the hydrostatic pressure (p0 =
ρ0gh, with h being the depth of water and g the gravitational acceleration),
the water domain is split in the vertical direction into layers and a specific
material model is applied to each layer with the constant C0 in Eq. (9) set to
the depth-dependent hydrostatic pressure p0 (h). The hydrostatic pressure
field is balanced by the gravitational acceleration at the step zero of the
computation and does not require preliminary computational steps.

To move the fluid domain with the translational velocity of the structure,
ALE links are used between the nodes of the fluid domain (slaves) and one
node of the structure (master), for which the center of gravity node of the
given structure is selected. With the translational velocity of the master
and slave nodes being assigned to the same value, the computation only
requires the fluid volume surrounding the structure since the fluid domain
(grid) translates with the global displacement of the structure. On the one
hand, it is possible to reduce considerably the size of the fluid domain, which
is very interesting for ditching applications, and to adapt the fluid mesh in the
FSI zone to improve the computation accuracy. Consequently the number of
fluid elements and the computational cost are reduced. On the other hand, it
is necessary to implement inlets and outlets in the computation to inject and
eject fluid material when the fluid domain translates with the structure. Inlet
and outlet are used as boundary conditions of the fluid domain. Generally
the following elementary boundary conditions are used:

• For inlet, flux is imposed using imposed velocities (density and energy
are imposed as constants). Continuity is imposed for pressure (display
purposes only).

• For outlet, continuity is imposed for all variables except pressure. When
using the silent boundary option, a value for sound speed and a typical
relaxation length are provided, which must be greater than the largest
wave length of interest.

To avoid any interaction between the inlets/outlets and the impact zone,
it is advised to insert some fluid elements between the inlets/outlets and the
impact zone: ahead the structure, more than the length of the structure, and
behind the structure, more than twice the length of the structure.
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Figure 1: Illustration of ALE fluid domain. All measures are in millimeters.

The fluid domain (air and water) is modeled using 3D hexahedron finite
elements (8 nodes) and the ALE formulation is considered. Figure 1 shows
the fluid model and provides its dimensions. The mesh size in the impact
zone is about 5 mm (lower than the mesh size of the structure, in order to
load the shell FE with more than a single fluid hexahedron FE). The length
of the structure being about 1000 mm, the distance between the impact zone
and the inlets is 1600 mm (more than 1000 mm) and the distance between
the outlets and the impact zone is 2600 mm (more than 2000 mm). In order
to reduce the total number of elements while keeping a good resolution in the
impact zone, the mesh size is increased in all directions with a growth rate
of about 10% outside the impact zone. The total length of the fluid domain
is 5800 mm leading to a total volume of 4.06·109 mm3. The total number
elements is about 1.27 million and 3.68 million for air and water respectively.
Figure 1 displays the ALE fluid model. The fluids are initially at rest and
gravity is applied.

3.2.2. Fluid Model: SPH-FE
For the SPH simulations, the Tait equation of state (11), which models a

weakly-compressible fluid, is adopted. It reads

p(ρ) = p0 +
ρ0c

2

γ

[(
ρ

ρ0

)γ

− 1

]
(11)

with hydrostatic pressure p0=0, density ρ0=1·10−6 kg/mm3, speed of sound
c0=500 m/s, and adiabatic exponent γ=7 for water. Reducing the speed
of sound, thus increasing the compressibility, is common practice for SPH
simulations where bulk flow velocities remain well below the artificial speed
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of sound, e.g. below 10% [30]. It effectively reduces the strength of numerical
pressure fluctuations. Computed pressure values below a defined minimum
pressure are cut-off accounting for the effect of cavitation.

In contrast to the ALE fluid model, air is not accounted for in the SPH-
FE simulations due to the large number of particles additionally required.
Nevertheless, the modeling of air and water in one simulation is technically
possible. It requires, however, adapting the SPH scheme, i.e. by using another
formulation for the pressure term in the momentum and energy equations
that copes with the large density gradient of approximately 1.2/1000 at the
air-water interface5.

The SPH-FE fluid model adopts a hybrid approach combining the SPH
method in the impact zone with the FE method (3D hexahedron finite el-
ements, 8 nodes) in the surrounding far field. Selecting this modeling ap-
proach is motivated by the significantly higher computational cost of the SPH
method in comparison to that of the FE method for an equivalent reference
volume. Therefore, this hybrid modeling approach permits increasing the ef-
ficiency of the simulation model by far. Moreover, it was proven to work sta-
ble and robust within simulations of vertical water impact of simple, generic
structures, helicopters, and rigid body fixed-wing aircraft [2, 3, 25, 37].

In order to further increase the efficiency of the computation, the trans-
lating active domain feature is employed. It defines a rectangular domain
that moves with the impacting structure in reference to a selected node of
the structure, which in the present cases is the trolley’s rigid body reference
node. Particles located within the active domain are considered within the
SPH algorithm, whereas particles located outside of it are skipped. This
increases the efficiency of the simulation by a factor approximately propor-
tional to the ratio of the total number of particles to the number of active
particles. For the present fluid model, this factor is approximately equal to
2.75.

Figure 2 shows the fluid model and provides its dimensions, which are
constant among all test cases. Particles are initially arranged in a hexagonal
pattern with a spacing of 10 mm. This particle spacing is defined in accor-
dance with the shell element size of the structure that should be larger than
the particle spacing to avoid an unphysical loading of the structure. The
surrounding FE mesh size is about 30 mm. The cross-section of the SPH-FE

5Further information is given in [1].
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Figure 2: Illustration of hybrid SPH-FE fluid domain with translating active domain
feature. All measures are in millimeters.

fluid domain is larger than that of the ALE fluid domain because there are no
outlets; therefore, the fluid domain must be larger to avoid any influence due
to the fixed boundaries (e.g. pressure wave reflections). Nevertheless, the size
of the SPH domain equals that of the ALE water domain with constant mesh
size (1600 mm × 600 mm × 200 mm). The total length of the fluid domain
is 4400 mm resulting in a total volume of 9.68·109 mm3. In total there are
about 1.06 million particles and 358000 volume elements composing the fluid
domain. The fluid is initially at rest and gravity is applied.

3.2.3. Structural Model
The structural model contains the trolley box structure, the L-frame, and

the panel as shown in Fig. 3. The trolley box structure and the L-frame form
one rigid body. All structural parts are modeled using thin shell four-node
bi-linear elements with a full-integration rule in the element plane and five
integration points through the thickness. The characteristic element size on
the panel is 10 × 10 mm. The panel is connected to the L-frame by means
of point link elements with realistic stiffness in normal and shear directions
calculated using the Huth-formula [38].

In order to reduce the code-specific differences between the simulation
models to a minimum, the structural model was simplified. On the one
hand, the guide structure is not modeled although small deformations were
measured during the experiment [36]. On the other hand, the trolley model
only contains the box structure and the L-frame, whereas the upper part
of the trolley is not modeled. Furthermore, the box structure and the L-
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Figure 3: Illustration of structural model. Partially elements are hidden for clarity of
illustration. All measures are in millimeters.

frame are defined to be rigid. Effects of these simplifications are discussed in
Sec. 5.3.

The material behavior of the specimens uses an isotropic, elastic-plastic
model with the isotropic hardening defined with the Ramberg-Osgood equa-
tion: σy = σ0 + Kpn. The elastic modulus E = 71 GPa, Poisson ratio ν =
0.32, initial yield stress σ0=0.328 GPa, hardening modulus K=0.768 GPa,
and hardening exponent n=0.5805 were obtained from experiments per-
formed by Onera on sheet metal plates of Al2024-T351. A Newton iterative
algorithm available in both software packages is applied to compute the plas-
tic variables. The density was set to ρ=2.8·10−6 kg/m3 in the computations.

Boundary conditions are prescribed to the rigid body reference node of
the structural model. The structure is free to move only along the path
defined by the resulting vector of horizontal and vertical impact velocities,
whereas all other degrees of freedom are constrained. In addition, the initial
velocity used in the experiments is prescribed. All parts of the structure are
subject to gravity. At the beginning of the impact, the structure is positioned
with the specimen trailing edge at a distance of X=100 mm from the rear
of the ALE fluid domain with constant mesh size or the SPH active domain,
respectively.

The total mass of the impacting structure is adjusted to match the exper-
iments, e.g. 840 kg, 834 kg, and 832 kg for test cases 1122, 2122, and 3122,
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Figure 4: Validation test case for structural models. The horizontal portion of the L-frame
is fixed in all degrees of freedom.

respectively. This is done by adding a concentrated mass to the rigid body
reference node that accounts for parts not modeled such as the acquisition
system.

3.3. Validation of Structural Model
In order to validate the structural model adopted within each software

package, its response to a predefined pressure load is compared using the
test case shown in Fig. 4. The structural model contains solely the lower
portion of the rigid L-frame and the panel. For the present cases, the L-
frame is fixed in space and the panel is loaded with a predefined pressure-
time history. The applied pressure loading on the panel is composed of a
sinusoidal ramp, fp, over 5 ms up to a constant pressure of 1·10−3 GPa,
which is arbitrary, yet in the order of the peak pressures measured in the
experiments, until the end of the simulation at 20 ms. The sinusoidal ramp
is defined as fp = 0.5× (1 + sin((1 + t)π)) and scaled accordingly.

For the purpose of validation, maximum deformations normal to the panel
surface and in transverse direction as well as strain distributions and time
histories are compared. Table 2 provides the maximum deformations and
their relative differences, which are up to about 3%, 17%, and 7% for cases
1122, 2122, and 3122, respectively.

Figure 5 shows the upper surface strain distributions in x-direction (εxx)
for the test cases 2122 and 3122. The strain distributions obtained by the
different software packages for the same test cases show a good agreement.
Small differences can however be observed near the boundaries, where joints
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Table 2: Maximum deformations for structural model validation test case at t = 20 ms.
∆Ymax ∆Zmax

Case ALE SPH Difference [%] ALE SPH-FE Difference [%]

1122 0.021 0.022 2.09 2.46 2.61 2.90
2122 3.590 5.030 16.71 33.60 41.66 10.71
3122 2.890 3.350 7.37 56.62 54.48 1.93

connect the panel to the L-frame and contacts take place between both parts.
Figure 6 shows strain time histories for the gauge located at location S2

of the three test cases. Strains are given in x- and y-direction at the same lo-
cation. Gauge location S2, which is located at 325 mm from the trailing edge
on the center line, was selected to facilitate the comparison and assessment
of the numerical methods— the main objective of the present work—and to
avoid spurious effects induced by structural model boundaries, e.g. the con-
tacts between the panel and the L-frame. The strain time histories at gauge
S2 agree well. Minor differences are found in terms of oscillation amplitudes
in case 2122, which are attributed to the different natural time steps used in
the simulations. Yet, mean strain values in the phase of constant pressure
show differences of 11.3%/0.7% (case 2122, x/y) and 1.2%/4.0% (case 3122,
x/y) from their common mean strain values.

These discrepancies are attributed to the code-specific differences in the
computation of shell elements, link elements, contacts, and plasticity vari-
ables, which are inevitable. Based on a further simplification using a fully
clamped panel, where the only differences of the models are the exact shell el-
ement formulation and the computation of plasticity variables, it was demon-
strated that differences from their common mean strain values already occur.
At the gauge location S2 differences are 0.93%/0.16% (case 2122, x/y) and
3.1%/2.9% (case 3122, x/y).

4. Simulation Results

Having validated the structural models with reported differences, ALE-
FE and SPH-FE simulations for the three selected test cases of the benchmark
experiment were conducted. In this section, the simulation results are com-
pared to experimental data from the guided ditching experimental campaign
(cf. Sec. 3.1).
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Figure 5: Comparison of upper surface strain distributions (εxx) for simulations with
ALE-FE software (top) and SPH-FE software (bottom) at t = 20 ms. Contours are given
in [mm/mm]. Structures refer to test cases 2122 (left) and 3122 (right). Half of the panel
is shown to help the comparison.

4.1. Pressure
Being the source of the structural loading, pressure time histories are eval-

uated first. Figure 7 provides results for pressure probes P4 and P12 located
on the center line (y=0 mm) at x=125 mm and x=400 mm, respectively,
from the trailing edge of the panels. These results are representative for the
effects observed at all 18 pressure probe locations. Experimental pressure
results were recorded only in test case 1122. Common for both numerical
methods, pressure results uncover the strengths as well as the limitations of
the fluid models. The employed methods both capture the delaying effect of
the structural deformations on the pressure results. This delay grows while
the panel immerses into the water, which shows as a growing difference in
timing comparing pressures at probes P4 and P12. The ALE solution shows
an excellent timing compared to the experimental data of case 1122. In the
other cases, the pressures in the ALE solution advance slower compared to
the SPH solution. With the latter advancing faster in time, a growing time
discrepancy arises as the specimens immerse into the fluid. This behavior is
attributed to the lack of air and related phenomena such as air cushioning
and ventilation, which are both expected to lower the acting hydrodynamic
loads [1, 39] and thus delay the impact.

In general, the use of weakly-compressible schemes, i.e. employing an
equation of state, results in numerical pressure oscillations that arise due to
the “stiffness” of the EOS, which already for small density variations yields
large pressure variations. The oscillations are generally stronger in the SPH
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Figure 6: Comparison of strain time histories at gauge location S2 for simulations with
ALE-FE software (green solid lines and square markers) and SPH-FE software (red solid
lines and triangle markers). Structures refer to test cases in the order 1122, 2122, and
3122 from top to bottom.
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solution than in the ALE solution, which is attributed to two main aspects.
On the one hand, the particle volume is significantly larger compared to the
cell volume, i.e. 720 mm3 for SPH versus 125 mm3 for ALE. On the other
hand, the Lagrangian nature of SPH leads to an increasingly irregular parti-
cle distribution, which adversely affects the accuracy of the SPH algorithm.
Just after the decay of the peak pressure, the pressure in the ALE simula-
tions shows strong oscillations, which however quickly decay. In addition,
the pressure measurement technique is affecting the oscillations recorded by
the numerical pressure gauges: whereas in the ALE simulations, the gauges
evaluate the pressure from one ALE cell, in the SPH simulations passive
SPH particles (gauge particles) probe the pressure over a number of neigh-
bor particles located inside their compact support domain [40], which leads
to a variation in the number of particles used for the evaluation.

While the major shape of the pressure response is captured by both sim-
ulation methods, there are distinct differences in the ability to capture the
highly transient pressure peak with its sharp rise and quick decay as well
as the post-peak pressure level. In the ALE method, the contact stiffness
affects the pressure peak values: a higher stiffness yields larger pressure peak
values. ALE results show the characteristic pressure peak as observed in the
experiments. In contrast, the measured SPH pressure results do not portray
such sharp pressure peaks and also the measured pressure values are lower
compared to ALE predictions and experimental data. This is assumed to
be related to the employed pressure measuring technique in the SPH sim-
ulations. On the one hand, the size of the compact support of the gauge
particles (i.e. the sampling domain) and, in addition, the present particle
resolution are both considerably larger than the sensible element of the pres-
sure probes used in the experiment. This leads to a smoothing effect and
a lower measured pressure, while the local pressure acting on the structure
may reach higher values. On the other hand, the gauge particles probe the
pressure in a spherical region, which therefore also includes particles farther
away from the surface of the structure, where due to the pressure gradient in
normal direction to the structure the local pressure is lower. The latter could
be circumvented by using a more complex pressure measurement technique,
as for instance the one presented by Oger et al. [41], that permits limit-
ing the sampling domain also in normal direction to the structure’s surface.
Yet, this should not compromise the computational efficiency as it involves
computations of surface normals.
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Figure 7: Comparison of pressure time histories of probes P4 (left) and P12 (right) for
ALE-FE (green solid lines and square markers) and SPH-FE (red solid lines and triangle
markers) simulations against experimental data (black solid lines without markers). Test
cases refer to 1122, 2122, and 3122 from top to bottom.
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4.2. Normal Force
Normal force time histories are shown in Fig. 8. They provide a measure of

the overall load resulting from the fluid-structure interaction. The force time
histories generally are in good qualitative agreement with the experimental
data. Both numerical methods predict the initial slope, its reduction after the
flow field has been established, and the abrupt decay after the leading edge
immersion. Common for both numerical methods, normal force oscillations
are lower for test cases with deformable specimens as structural deformations
act as a filter of the highly transient and oscillating pressure that is acting
on the structure. Another observation related to the occurrence of structural
deformations is the local force peak just before the leading edge immersion
that is predicted by both simulation methods for the cases with deformable
panels. As shown by Siemann [1], this force peak is caused by the FSI at
the front of the panel, where the structural deformation results in a negative
local pitch angle of the panel. The timing of normal force results follows
the observations made for pressure results, i.e. the SPH solution advances
faster in time, whereas the ALE solution shows an excellent timing compared
to the experimental data. This is particularly visible at the instant when
the leading edge immerses into the water causing the normal force to decay
rapidly. Normal force magnitudes are lower in the ALE solutions, which is
attributed to leakage problems that can appear when the fluid flow moves
nearly tangential to the structure. This is particularly true when the FSI
is computed based on a penalty method as done in this work. There, the
normal force acting on the water may be underestimated thus leading to
leakage.

4.3. Strain
Strain time histories are evaluated in order to assess the accuracy of the

structural response. Figure 9 shows the responses at gauge location S2. Com-
mon for all test cases, the strain rate is lower for the ALE solution, which
results from the underestimated rate of the pressure loading, i.e. the pres-
sure rises too smooth and thus the structural loading lags. Both solutions
considerably underestimate the experimental strain magnitude in test case
1122, which is attributed to the effects of model simplifications that will be
discussed in Sec. 5.3. In test case 2122, both solutions capture the strain
response with good agreement to the experimental data. Strain magnitudes
at gauge location S2 reach the upper elastic region. Yet, there is a time lead
of the SPH solution and, in contrast, a time lag of the ALE solution. Large
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Figure 8: Comparison of normal force time histories for ALE-FE (green solid lines and
square markers) and SPH-FE (red solid lines and triangle markers) simulations against
experimental data (black solid lines without markers). Test cases refer to 1122, 2122, and
3122 from top to bottom.
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Figure 9: Comparison of strain time histories at gauge location S2 for ALE-FE (green solid
lines and square markers) and SPH-FE (red solid lines and triangle markers) simulations
against experimental data (black solid lines without markers). Test cases refer to 1122,
2122, and 3122 from top to bottom.

discrepancies are observed in test case 3122, where strains reach the plastic
region. Both simulation results show a high strain rate in x-direction at the
instant when the jet root passes the gauge location, whereas the experimen-
tal data features a smooth and steady rise of the strain. This observation is
ascribed to the lack of capturing the detailed jet root shape in the simula-
tions, which would require a further refinement of the fluid domain. Hence,
in the simulations the pressure is applied more rapidly compared to the ex-
periments, where the jet flowing along the structure already causes a loading
before the arrival of the high-pressure zone located at the jet root.

24



5. Discussion

5.1. Effects of Plasticity Computation Method
Validation simulations indicated a noticeable effect of the algorithm used

to compute the plastic variables on the strain results. Due to its availabil-
ity in both software packages, a Newton iterative algorithm was adopted for
the comparative studies. Nevertheless, effects of the plasticity computation
method on the simulation results were investigated based on additional ALE-
FE simulations using the radial return algorithm. Strain results recorded at
the gauge locations did not show noticeable effects as they remained within
the elastic range. Contour plots, however, revealed larger plastic strains,
which were affected by the algorithm used to compute the plastic variables,
occurring concentrated at the interface of the specimen and the L-frame.
Hence, this change in the structural response did not lead to significant dif-
ferences in the simulation results. Nevertheless, the use of the radial return
algorithm should be favored as it is more accurate compared to the Newton
iterative algorithm [42].

5.2. Effects of Air
In order to investigate the effects of air on the simulation results, an

ALE-FE simulation of case 1122 with a modified air material was conducted.
Therein, the air density was decreased by a factor of one thousand to an
artificial value of 1.2·10−12 kg/mm3. Although the simulation became un-
stable towards the end of the computation, several observations could be
established. Pressure time histories were very similar to the ones in the sim-
ulation with the initial air density. They generally showed no effect on the
timing, yet lower peak values followed by a phase with significantly lower and
even negative relative pressures caused by local instabilities due to a decrease
of the density to very small values near zero that were unphysical. This later
led to the premature termination of the computation caused by a negative
density in one ALE cell. Due to the changes of the pressure acting on the
structure, the normal force was lower during the first 25 ms of the impact,
whereas afterward the normal force time histories were quasi-identical un-
til the termination that came along with growing oscillations of the normal
force. Consequently, the lower normal force yield very similar strain time
histories yet with reduced peak values. In summary, the pursued way to in-
vestigate effects of air did not permit observing the anticipated results due to
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air cushioning, such as lower peak pressures, lower normal force, and smaller
strain magnitudes.

5.3. Effects of Model Simplifications
The absence of the guide structure in the model, which was discarded

to avoid additional differences in the structural model due to the use of two
software packages, resulted in additional discrepancies with respect to the
experimental results. In order to quantify these discrepancies, SPH-FE sim-
ulation using a structural model including the guide structure and an elastic
trolley model were conducted. Figure 10 compares numerical results for the
two models, i.e. with and without the guide structure, against experimen-
tal results for all three test cases. The discrepancies of the normal force
magnitudes were in the order of 8% to 12% for the regarded test cases. Nor-
mal forces were generally larger when there was no guide structure because
the evasive motion observed in the experiment was suppressed and thus the
acting vertical velocity remained larger. Furthermore, the timing of the nu-
merical results was slightly worse without using the guide model. This can be
explained by the absence of the reduction of the vertical velocity, which de-
layed the immersion in the cases with the guide model. Despite the reduced
correlation due to the absence of the guide structure, the superimposed oscil-
lations were lower for all simplified models, which is attributed to the use of
the rigid body trolley model. Strain time histories are presented in Fig. 11 for
gauge S2. For case 1122 strain magnitudes were highly affected by the model
simplification. In particular, the rigid trolley model was responsible for the
differences of the structural response near the interface of the specimen and
the L-frame. In contrast, no significant differences occurred in case 2122.
Finally, case 3122 showed minor differences, yet the strain magnitudes were
smaller in the simulation with the model simplification. Overall, strain re-
sults indicated the importance of the structural modeling that affected the
structural response depending on the stiffness of the specimen.

In addition, the effects due to the use of a simplified, rigid trolley model
were investigated. Therefore, further ALE-FE simulations with an elastic
trolley model were conducted. Results showed no effect on the normal force.
In comparison with above findings, the observed sensitivity of the normal
force on the model simplifications can therefore be ascribed to the presence
of the guide structure. However, there was an important effect on the strain
time histories in case 1122 as shown in Fig. 12. Similar to the observations
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Figure 10: Comparison of normal force time histories for SPH-FE simulations without
(green solid lines and square markers) and with (red solid lines and triangle markers)
model simplification against experimental data (black solid lines without markers). Test
cases refer to 1122, 2122, and 3122 from top to bottom.
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Figure 11: Comparison of strain time histories at gauge location S2 for SPH-FE simula-
tions without (green solid lines and square markers) and with (red solid lines and triangle
markers) model simplification against experimental data (black solid lines without mark-
ers). Test cases refer to 1122, 2122, and 3122 from top to bottom.
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Figure 12: Comparison of strain time histories at gauge location S2 for ALE-FE sim-
ulations with rigid (green solid lines and square markers) and elastic (blue solid lines
and triangle markers) trolley model against experimental data (black solid lines without
markers). Test case 1122.

in Fig. 11, strain magnitudes were found to be sensitive to the stiffness of
the trolley model. Future studies could further address the sensitivity of the
structural response to the discretization of the trolley and in particular the
L-frame as well as the joint modeling.

5.4. Further Aspects
The resolution of the structural model was identical for both computational

methods. It defines the resolution of the ALE fluid domain, which must
be smaller than the structural resolution to warrant proper functionality of
the coupling; however, the resolution of the SPH fluid domain could not be
refined as much because of constrains regarding the related computational
effort. Consequently, a comparison of the computational effort between the
two computational methods cannot be established. Furthermore, the pres-
sure measurement in each method is affected by the difference in fluid domain
resolution as well as the measurement technique. These points could be ad-
dressed in further parametric studies regarding a similar yet two-dimensional
water impact test case and evaluating local as well as global results.

The present study also indicated coupling effects between fluid and struc-
ture in the ALE simulations. When the fluid material motion is tangential
to the structure, leakage may occur because contact forces can be under-
estimated. Additionally, the contact height was found to affect the rate of
the pressure acting on the structure. The latter could be further investi-
gated based on above-mentioned parametric studies concerned with the fluid
domain resolution or by using Lagrange multipliers for the fluid-structure
coupling.
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This study was limited to one impact condition, i.e. the combination of
impact velocities and pitch angle, with limited structural deformation and
no failure. For impact conditions leading to higher loads, however, findings
may vary as the structural failure in terms of material or joint failure could
develop. Hence, future studies could compare the computational methods in
terms of their capabilities and limitations when structural failure occurs.

6. Conclusion

This work investigated the capabilities and limitations of two coupled
fluid-structure computational methods, namely ALE-FE and SPH-FE ap-
proaches. The use of different software packages for simulations based on
each method impeded the present study, but the comparison was concen-
trated as far as possible on the fluid methods. Therefore, the similarity of
the structural models in each software package was extensively studied and
finally demonstrated with the reported accuracy. Results of benchmark sim-
ulations of guided ditching experiments demonstrated that both approaches
were capable of simulating the fluid as well as the structural response of quasi
rigid as well as deformable specimen impacting water under conditions rep-
resentative of aircraft ditching. The ALE-FE and the SPH-FE approaches
were able to handle large fluid displacements in conjunction with rapidly
moving structures undergoing significant structural deformations.

Despite continuous advances in computing technologies, e.g. high perfor-
mance computing, advanced modeling strategies, etc., the main limitation for
both approaches is their large run time. In order to apply these approaches
to large realistic aircraft structural models, a further speed-up is required.
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