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We study the hydrodynamic equilibrium properties of the stably stratified atmospheric boundary layer from measurements obtained in the Snow-Horizontal Array Turbulence Study (SnoHATS) campaign at the Plaine Morte Glacier in the Swiss Alps. Our approach is based on a combination of dynamical systems techniques and statistical analysis. The main idea is to measure the deviations from the behavior expected by a turbulent observable when it is close to a transition between different metastable states. We first assess the performance of our method on the Lorenz attractor, then on a turbulent flow. The results show that the method recognizes subtle differences among different stable boundary layers turbulence regimes and may be used to help characterise their transitions.

INTRODUCTION

Mixing in the atmospheric boundary layer (ABL) strongly depends on the properties of the surface, on the dynamics induced by atmospheric motions as well as on thermodynamic and radiative effects. All those ingredients complicate the representation of the lower tropospheric dynamics in climate models, introducing an important source of inaccuracy in weather forecast and climate simulations [1–3]. ABL parameterizations are usually based on the reduction of the Navier-Stokes equations to some simpler relations. They are obtained by lumping the subgrid contributions to empirical control parameters. The order of the turbulence closure and the use of local or nonlocal mixing approaches are the two main points faced in the choice of a ABL parameterization scheme. Particularly difficult is the choice of parameterization of the stably stratified boundary layer [4]. Indeed it is known that numerical weather prediction or climate models show a great sensitivity to the model mixing formulations in stable boundary layers (SBL) situations, which occur frequently at nighttime or in Polar Regions. However, progress in understanding and representing the SBL is slow (see [5] and references therein).

Based on observational evidence, the SBL is often broadly classified in weakly stable and strongly stable regimes. Idealised physical models have also identified different regimes, in particular a quasi-steady turbulent regime and an intermittent regime [6]. The intermittency of turbulence in the strongly stable situations has been shown to be at least in part due to shear instabilities resulting from localised wind accelerations; these accelerations can be the results of internal gravity waves, density currents, wind gusts or other motions of unknown origin [7] [8]. Such non-turbulent, small-scale motions are usually denoted as submeso motions and can take various forms [9]. With sufficiently weak large-scale flow, i.e. when the mean wind speed is small, the non-turbulent part of the flow can consist primarily of these highly non-stationary submeso, which scales can vary from a few meters to a few kilometers [10] [11]. In this context, the turbulence cannot maintain equilibrium with the constantly changing wind speed and direction, making the flow dynamically unstable (despite a thermally strongly stable stratification). This lack of equilibrium can prevent the formation of an inertial subrange, and makes the use of classical turbulence parameterizations based on the mean wind speed and stratification unphysical. Specifically, the lack of equilibrium could trigger a need for higher order turbulence closure schemes. We stress that in this work, wherever not specified, we refer to stability as the dynamic
stability.

Recent work analysing SBL dynamics from field measurements has focused on detecting periods of non-stationary turbulence and how it relates to submeso motions \cite{9,11,13}. Overall, recent contributions support the need of taking a regime approach to parameterizing the SBL \cite{7,12,13,14}. Monahan et al. \cite{14} further found a correspondence between two statistically classified SBL flow states and the dynamically unstable and stable branches of the equilibrium curves of the idealized Couette flow model suggested by van de Wiel \cite{16}. Despite being unstable to perturbations in the model, roughly half of the observed states fell along the unstable equilibrium branch. This motivates further analyses of dynamical stability properties of field data. Starting from the measurements of the wind vector fields and/or temperature, our goal is then to define in an unambiguous way the dynamical stability of the observed regimes in the SBL. Indeed, identified regimes can be interpreted as metastable states in dynamical systems. Since the SBL response varies as a function of the atmospheric and land surface processes and can be strongly impacted by non-stationary submeso motions, the task of assessing the dynamical stability of the different (metastable) states is extremely complex and needs ad-hoc tools.

Here we propose to determine the dynamical stability of the SBL by using a combination of dynamical systems concepts and stochastic processes tools. In chaotic or turbulent systems, the dynamics consists of a complex trajectory in the phase space. The ensemble of the states visited is generally a compact object called the attractor. In the attractor, the trajectory spends most of the time around metastable points making sporadic jumps among them. When the attractor cannot be reconstructed, one must rely on a good observable, capable to project the complex behavior of the system in just one (a few?) dimension. When the system is close to a metastable state, the dynamics appear like a Langevin equation i.e. it consists of noisy fluctuations around a well define value of the observable. When the system follows unstable orbits, the dynamics is more irregular and different time scale appears in the signal. By using the auto-regressive moving-average (ARMA) processes, we have defined a \([0,1]\) distance from the basic Langevin behavior. Here we show that, by slicing a signal and applying such indicators on the subsets of the original time series, we can assess the stability properties of the underlying systems.

Before applying the indicator to atmospheric measurements, we test our indicator in two systems of increasing complexity: the Lorenz \cite{17} flow, a chaotic system consisting of three differential equations, and the von Kármán flow, a laboratory turbulent flow that possesses a low dimensional stochastic attractor. We chose those systems for different reasons: the Lorenz attractor is a well known but non-trivial object in dynamical systems theory and features three unstable fixed points with different degrees of instability. The von Kármán experiment features non-trivial metastable states and we have been able to reconstruct its attractor using as control parameter \(\gamma\), a function of the torque applied to the flow. Once the method has been validated on these systems, we apply it to data from atmospheric turbulence obtained during the Snow-Horizontal Array Turbulence Study (SnoHATS) campaign \cite{18}. As a final check of our method, we assume to know – from different sources that will be detailed later – the metastable states analyzed and check the ability of our indicator to discriminate their stability properties.

The paper is organised as follows: in the next section we give an overview of the ARMA modeling and explain how we build our stability indicators. Then we validate our method on the two model systems of increasing complexity. Finally we apply our method to atmospheric data. We discuss the results and their implications for the PBL modeling.

**METHODS**

The Autoregressive Moving-average model (ARMA) is a class of linear processes. It has been widely used over the past decades, especially in econometrics and finance to forecast markets trends. We briefly show the normal form of an ARMA(p,q) model and some criteria used to fit it to a time series (see \cite{19} for a detailed review).

Let us consider a series \(X(t)\) of an observable with unknown underlying dynamics. We further assume that for a time scale \(\tau\) of interest, the time series \(X_{t_1}, X_{t_2}, \ldots, X_{t_\tau}\) represents a stationary phenomenon. Since \(X_t\) is stationary, we may then model it by an ARMA(p, q) process such that for all \(t\):

\[
X_t = \sum_{i=1}^{p} \phi_i X_{t-i} + \varepsilon_t + \sum_{j=1}^{q} \theta_j \varepsilon_{t-j}
\]

with \(\varepsilon_t \sim WN(0, \sigma^2)\) - where \(WN\) stands for white noise - and the polynomials \(\phi(z) = 1 - \phi_1 z_{t-1} - \ldots - \phi_p z_{t-p}\) \(\theta(z) = 1 - \theta_1 z_{t-1} - \ldots - \theta_q z_{t-q}\), with \(z \in \mathbb{C}\), have no common factors. Notice that, hereinafter, the noise term \(\varepsilon_t\) is
assumed to be a white noise. For a general stationary time series, this model is not unique. However there are several standard procedures for selecting the model which fits at best the data. The one we exploit is the Bayesian information criteria [20]. It is based on the Akaike information criteria (AIC) [21] which was designed to be an approximately unbiased estimate of the Kullback–Leibler index of the fitted model relative to the true model. Assuming we know the likelihood estimators \( \beta \) and \( \sigma^2 \) of the fitted model thanks to an innovation algorithm, our ARMA model is the one where \( p \) and \( q \) minimize

\[
\text{AIC}(\beta) = -2 \ln L_X(\beta, \sigma^2) + 2(p + q + 1)
\]

In order to correct the tendency of the AIC to prefer complex models, we use the BIC (Bayesian information criteria) which introduces a penalty for large-order models:

\[
\text{BIC} = (\tau - p - q) \ln \left( \frac{\tau \sigma^2}{\tau - p - q} \right) + \tau (1 + \ln \sqrt{2\pi}) + (p + q) \ln \left( \sum_{i=1}^{\tau} X_i^2 - \tau \sigma^2 \right)/(p + q)
\]

Intuitively, \( p \) and \( q \) are related to memory lag of the process, while the coefficients \( \phi_i \) and \( \theta_i \) represent the persistence: the higher their sum (in absolute value), the slower the system is in forgetting its past history, the higher the correlations in the time series. Most of the time ARMA models are used in econometrics fitting the whole time series and trying to forecast the future trend of the variable. This assumes a correlation with the past and provide some significant results for the very near future. Our interest is rather to use ARMA to detect the local stability. The procedure is the same as for fitting the whole time series: after slicing the time series by intervals \( \tau \), we obtain a time series \( X_{t-\tau}, ..., X_{t-1} \). We then fit each ARMA(\( p,q \)) model until \( p \leq p_{\text{max}} \) and \( q \leq q_{\text{max}} \) – where \( p_{\text{max}} \) and \( q_{\text{max}} \) are predefined threshold values – assessing the best one (according to the BIC criterion). We then compute the stability indicator \( \Upsilon \) for the system at time \( t \) and then move to time \( t + 1 \) to perform the same analysis on the time series \( X_{t-\tau+1}, ..., X_{t} \). The idea is to obtain slices of the original dynamics that, despite the non-linearity of the underlying system, locally satisfy the requirement of linearity, Gaussianity and independence on the noise realization required when doing ARMA modeling.

**An indicator of stability based on the stochastic models**

We define our stability indicator by using a simple example: even for a complex system, the dynamics near a metastable state resembles to that of a stochastic spring (or of a particle in a quadratic potential). The typical equation associated to those system is the Langevin equation:

\[
\frac{dX(t)}{dt} = -\frac{k}{m} X(t) + \frac{1}{m} \xi(t)
\]

with \( k \) a frictional force (e.g. the Stokes’ drag), \( m \) the mass of the particle and \( \xi \) a noise term modeling random collisions the particle undergoes. The discretized equation then becomes:

\[
X_t = \phi X_{t-1} + \epsilon_t
\]

which is an ARMA(1,0).

Instead, when the system is close to an unstable point, separating multiple basins of attraction, the behavior cannot be described by a Langevin equation as the underlying potential is not quadratic anymore. The change in the shape of the potential introduces new correlation in the time series resulting in higher order ARMA terms. The indicator is then defined as:

\[
\Upsilon(p, q; \tau) = 1 - \exp \left[ \frac{\text{BIC}(p, q) - \text{BIC}(1,0)}{\tau} \right]
\]

In order to simplify notation, from hereinafter we will drop the \( \Upsilon \) dependence on \( p, q, \tau \). Thus, \( \Upsilon \) gives us a normalized distance between the stablest state the particle could be in \( (\Upsilon = 0) \) and the state where it really is. The limit \( \Upsilon \rightarrow 1 \) correspond to a very unstable state, where the particle is at the edge of a basin of attraction and the probability to jump to another connected basin is high. This is the limit of strong nonlinearities and indicates also that the sub-series cannot be modeled with an ARMA process.

The only free parameter is the choice of \( \tau \). To understand its role, we revert to the spring example: the characteristic
time scale of the problem is the relaxation time of the particle to the basin of attraction. This define the typical
time scale of the system. The $\Delta t$ between subsequent observation of the time series should be close to this quantity.
Instead, $\tau$ must be a multiple of this quantity but should be smaller than the residence time in the basin of attraction.
In previous works, some of the authors of this paper have shown the validity of the $\Upsilon$ indicator to study financial [22]
and climate time series [23].

VALIDATION

We applied our ARMA method on three different systems: the Lorenz [17] attractor, the data of a von Karman
flow experiment and the atmospheric Snow-Horizontal Array Turbulence Study (SnoHATS) dataset that was collected
over Plaine Morte Glacier in the Swiss Alps.

Tests on low dimensional dynamical systems

We begin the analysis by testing the behavior of $\Upsilon$ on the Lorenz [17] system. This system consists of three
differential equation and it is a conceptual model of atmospheric convection. The system is:

$$
\dot{x} = \sigma(y - x) \quad \dot{y} = rx - y - xz \quad \dot{z} = xy - bz
$$

$x, y, z$ variables represent respectively the convection strength, the difference of temperature between the surface and
the top of the troposphere, and the asymmetry of the convection cells. The parameters $\sigma, r$ are the Prandtl and the
Rayleigh numbers, while $b$ is a ratio of critical parameters. The Lorenz attractor (or Lorenz butterfly) shown in figure
1-top-left consists of 50000 points obtained by iterating the Lorenz equations with $\Delta t=0.1$, $\sigma = 28$, $r = 10$, $b = 8/3$.
It consists of three unstable fixed points (the centre of the wings and the origin). The evolution of perturbations
around fixed points can be quantified by local Lyapunov exponents (Fig. 3a in [24]). In the Lorenz system under
consideration, the origin exhibits the largest Lyapunov exponents, hence perturbations will grow the fastest around
the origin, making it more unstable than the center of the wings [24]. Moreover, the local dimension of the attractor
– a measure the allowed directions to explore locally the phase space – is larger at the origin, making it more unstable
(supplementary material of [25]). As observable $X$ we consider the quadratic sum of the variables. We apply the
procedure described in the methods section, taking a window $\tau = 32\Delta t$, although the results are insensitive to the
choice of $\tau$ providing that $\tau > 30$ as we have verified.

The results for $\Upsilon$ are shown in Figure 1-top-right where we pulled back the values of $\Upsilon$ obtained for $X$ to the
points of the attractor. The histogram of the results is shown in Figure 1-bottom. The results show that $\Upsilon$ is capable
to recognize the location of the unstable fixed points: near the origin the dynamics is very unstable and $\Upsilon$ has higher
values, near the center of the wings the dynamics is trapped in the proximity of the unstable fixed points, so that $\Upsilon$’s
values are close to 0. The low values of $\Upsilon$ obtained on the edges of the attractor are found in correspondence with
isolated points of the trajectory and they are possibly due to finite size effects. The histogram shows how complex
can be the dynamics of this simple systems of equations: we identify one distinct mode at $\Upsilon = 0$ corresponding to the
location of the unstable fixed points located at the center of the wings, another two for $0.3 < \Upsilon < 0.6$ corresponding
to the bulk of the statistics with a long tail of values towards $\Upsilon = 1$ corresponding to the origin (i.e. the most unstable).

We remark that the same computations can be made with other procedures: for example by determining the local
Lyapunov exponents [26] with the requirement of much longer time series, or the stochastic Lyapunov exponents [27]
with the requirement of an ensemble of realizations of the same system. It is apparent that $\Upsilon$ allows to obtain the
stability with only few observations of the system: in the previous example only 32 at each point of the attractor.

Laboratory turbulence: von Kármán experiment

We increase the complexity by analyzing the data of a von Kármán swirling flow experiment. This is an important
test for the $\Upsilon$ indicator as laboratory turbulent flows are the closest controlled systems with a complex dynamics as the one observed in geophysical motions. The von Kármán flow is generated in a vertical cylinder filled with water by
two coaxial, contra-rotating impellers providing energy and momentum flux at the upper and the lower ends of the
FIG. 1: Top left: Lorenz attractor obtained for 50000 iterations of the Lorenz equations. Top Right: Stability $\Upsilon$ for 4950 points of the attractor. Bottom: histogram of $\Upsilon$ values.

cylinder. The inner radius of the cylinder is $R = 100$ mm and the distance between the inner face of the impellers is $H = 180$ mm, which gives an aspect ratio of $H/R = 1.8$. The impellers are driven by two independent motors which can rotate at frequencies up to 10 Hz. The motor frequencies can be either set equal to get exact counter-rotating regime or set to different values $f_1 \neq f_2$. The turbulence properties (anisotropy, fluctuations, and dissipation) are influenced by the geometry of the impellers, i.e., their nondimensional radius $R_t$, the oriented angle $\alpha = \pm 72^\circ$ between the blades (see Figure 2), the number of blades, and their heights $h_b$ [28]. “TP87” impellers (with 8 blades) were used during the experiment [29].

The experiments analyzed are performed at $Re \sim 10^5$ by changing the control parameter $\gamma$:

$$\gamma = \frac{C_1 - C_2}{C_1 + C_2}$$

with $C_1$ and $C_2$ the torques imposed on the top and the bottom of the cylinder. As $\gamma$ is varied, different dynamical behaviors appear. For $\gamma \sim 0$ the dynamics consists of a fixed point corresponding to a symmetric state where the velocity field consists of four re-circulation cells (Figure 3-left). For $\gamma \neq 0$ the dynamic switches chaotically among the three states of Figure 3 and stochastic chaotic attractors appear.

Such attractors have been obtained in [30] by embedding the reduced impeller rotation frequency $\theta = (f_1 - f_2)/(f_1 + f_2)$ which, for statistical-mechanics arguments [31], appears as the right observable to track the switching between different metastable states. The 3 dimensional attractor has been obtained in [30] by using the embedding procedure described in Packard et al. [32] and mathematical justified in Sauer et al. [33]. We briefly recall the procedure which consists of extracting all partial maxima of $\theta$ time series denoted as Peak$_m$ from our time series and plot Peak$_m$, Peak$_{m+1}$, Peak$_{m+2}$ in a 3-dimensional phase space. Intuitively, as long as the variable is in a metastable state the peaks are just due to noise and they will be close to one another in phase space (top panels of Figure 4). On the opposite case, when the dynamics jumps towards another metastable state, we observe a chaotic attractor (bottom panels). In all the cases, we plot between two consecutive peaks a line colored following the value of $\Upsilon$ we obtained via our ARMA study. The darker the line is, the stronger the fluctuation, which sometimes leads to transitions between
FIG. 2: Setup of the von Kármán experiment. On the left, a picture of the setup designed in CEA Saclay, on the right a scheme of the experiment with the cylinder filled with water in the middle, the laser cutting it by the diagonal to obtain the velocity map and the two sensors on the left and the bottom of the experiment.

FIG. 3: Steady states of the von Kármán experiment obtained by averaging several instantaneous velocity fields. We can see here three vertical cuts of the cylinder following the setup in Figure 2 at three different times in three different steady states. The velocity map is drawn on each figure with arrows and colors. On the middle and right one we observe two cells counter-rotating (figures are axisymmetric to one another). On the left one we observe the transition state between both with four cells count-rotating.

states. We tested several correlation windows and found that results are stable for $\tau < 8s$. Taking longer time does not allow a good reconstruction of the stability properties as the residence time in the states $\theta > 0$ does not generally exceed 10s.

Let us focus on the bottom panels of Figure 4. This attractor consists of three metastable states. These have been detected following an histogram analysis of $f_1$ and $f_2$ [29] but also based on the dynamical systems analysis performed in [30]. The three metastable states have been also identified by inspection of the velocity fields [34]. We find these states back on the attractor: the first corresponding to the symmetric states of coordinates $(0,0,0)$, the second $(0.2,0.2,0.2)$ and the last one in between. In the proximity of these metastable states, low values of $\Upsilon$ indicate that those are stable regions of the attractor. Among the unstable fixed points dark red lines correspond to higher values of $\Upsilon$, i.e. to the unstable paths leading to the transitions between the different states. Furthermore, when we see the dynamic construction of this graphic we observe sorts of preferential transition paths: the stabllest state is the bottom one (a state with the two cells contra-rotating). Most of the time the system fluctuates around it then jumps
FIG. 4: Left panels: time series of the reduced rotation frequency $\theta$. Right panels: the attractor representation obtained via a three dimensional embedding of $\theta$. From top to bottom $\gamma$ is increased from 0 to 0.06. The color represents the stability of the points of the attractor measured by $\Upsilon$. 
APPLICATION TO ATMOSPHERIC TURBULENCE

After the further validation tests on the von Karman flow, we now study experimental atmospheric turbulence data collected near the surface in stably stratified conditions. The analysis is based on the Snow-Horizontal Array Turbulence Study (SnoHATS) dataset that was collected over Plaine Morte Glacier in the Swiss Alps (46.38638N, 7.51788E, 2750-m elevation) from February 2nd to April 19th 2006 [18]. The dataset includes three-dimensional measurements of wind velocity recorded at a frequency of 20 Hz through two vertically separated horizontal arrays of sonic anemometers (see Figure 5), with a total of 12 sonic anemometers (Campbell Scientific, model CSAT3). The height of the two arrays varies during the experiment between 2.82 and 0.62 m above the snow level depending on snow accumulation. The setup is located over a large flat glacier that provided long periods of stable temperature stratification. We restricted our analysis to wind directions of ±60° relative to the streamwise sonic axis (corresponding to easterly winds) in order to avoid flow distortion from the tower structure, and that ensured a fetch of 1500 m of flat snow. Drainage flows, waves and other typical features of stably stratified flows could be present in the measurements and we did not try to remove them from the measurements. Such features are expected to affect the dynamical stability of the flow, which we are quantifying through this analysis. Here we mostly focus on two quantities: the fluctuations of the vertical velocity $w^*$ and the angle $\alpha$ relative to the sonic axis. Both quantities are calculated on intervals of 6 s, resulting in timeseries at the time step of 6 s. This averaging removes some of the high frequency fluctuations but is kept short to ensure that non-turbulent fluctuations are not included in the averages (see discussion in [35] and [15]). The wind angle is calculated based on the 6s-averaged horizontal wind components. It is used in order to have
an indicator for horizontal motions. When motions are disorganized such as in presence of non-turbulent, meandering motions or submeso-motions, the fluctuations in the 6s wind direction are expected to experience great excursions.

The dataset is separated in clusters as described in [12]. They were obtained by analysing the interactions between horizontal submeso scales motions and turbulence through the application of nonstationary multivariate autoregressive factor (VARX) models and finite-element clustering methods (FEM). The FEM-BV-VARX clustering procedure consists of representing the data (in this case the turbulent vertical velocity fluctuations) through a sequence of locally stationary statistical (VARX) models. The statistical models include the influence of external factors, which in this case are the horizontal submeso scales wind fluctuations. The clustering method of the turbulence data into different VARX processes is then done via a finite-element approach in which the most likely parameters of the different VARX processes are estimated simultaneously with the most likely sequence of switching among the clusters. The FEM algorithm computes the optimal clustering of the data through the computation of an optimal sequence of locally stationary fast VARX processes and a slow hidden process switching between them. In the end, each different set of VARX parameters corresponds to a different data cluster. This methodology was also used for analysis of the large-scale flow data: e.g., for identification of global atmospheric circulation regimes and blockings in the southern hemisphere [39], in the northern hemisphere [37] - as well as for the analysis of weather extremes [38]. The review paper [39] contains a general overview of different non-stationary time series analysis methods for regime identification, together with many practical application examples. For further details about the method and its justification, reader is referred to [40] and its mathematical proofs especially the minimization problem to [41].

Earlier analyses of the SnoHATS dataset highlighted the existence of four SBL flow regimes (clusters) [12]. This number of clusters to be considered in the FEM-BV-VARX algorithm was selected invoking information criteria (AIC and BIC, see [12] for the detailed procedure) as suggested by Horenko [12]. Another possibility for identifying clusters is to use non-parametric methods of model identification [43]. The four metastable regimes were analysed based on the interactions between horizontal non-turbulent motions on the so-called submeso scales (which can include wave-like motions, density currents or vortical structures) and turbulence. These differences in scale characteristics of the flow could induce different dynamical stability properties [13]. The vertical velocity fluctuations were found to be related to horizontal submeso motions in two clusters (cluster 2 and 4 in what follows), whereas two clusters did not exhibit a strong relationship (cluster 1 and 3 in what follows). Moreover, one of the two submeso-influenced clusters, namely cluster 2, was found to exhibit a separation of scales between the turbulent and submeso scales, whereas scales were found to overlap in cluster 4. We expect the forcing of turbulence by submeso motions to be related to dynamically unstable flows, and this is what we will quantify in the following analyses.

We use the $\Upsilon$ indicator on the vertical fluctuations $w^*$ and on the angle of the horizontal velocity $\alpha$ to discriminate between the stability of each cluster. An example of the time series analysed is shown in Figure 6. We apply our ARMA study on the four data collections with three different correlation windows $= \tau = 5, 10, 15$ minutes as we want to investigate local and mesoscale effects on the stability. The $\Delta t$ is chosen to be 6s. In fact, as shown in [12], below this time scale, the fluctuations consist mainly of isotropic turbulence. Since each cluster is made of several discontinuous time series, we analyse only those containing enough observations to compute $\Upsilon$ for the $\tau$s considered. On Fig. 7 we report for the analysed sonic the logarithm of the empirical probability density function (EPDF) of $\Upsilon$ for the four clusters obtained as described before (left panels for $w^*$ and right panels for $\alpha$). We first remark that there are substantially no difference in the EPDF for the same cluster but for different $\tau$ at while the angle $\alpha$ is most sensitive to different time scale: for $\tau = 5$ min, the values of $\Upsilon(\alpha)$ are larger than those obtained for $\tau = 10, 15$ minutes. For long time scales, this is an indication that $\alpha$ follows the direction of the average wind $\dot{\alpha}$ (induced by synoptic or mesoscale motions) and the dynamics mostly fluctuates around $\dot{\alpha}$ with extreme excursion. On the $\tau = 5$ min, $\alpha$ is influenced by local turbulent or sub-meso motions which cause greater variations of the direction, reflected by the tendency of $\Upsilon$ in assuming larger values (see Marht et al. [44]).

We now analyse the differences between cluster. From the analysis of figure 7, the most unstable ones appear to be the cluster 2 and 4. These clusters are characterized by strong stratification and cluster 2 is further characterised by a separation of the turbulent and non-turbulent scales, whereas scales overlap in Cluster 4. Within this cluster, the coherent motions propagates for finite time and produce high $\Upsilon$ values. The distribution of cluster 4 is squeezed toward smaller values of $\Upsilon$. It presents however few large $\Upsilon(w^*)$ values mostly for $\tau = 15$ min, a signature of the broken equilibrium between turbulent and non-turbulent motions. Cluster 1 and 3 have a similar $\Upsilon$ distribution and they have been previously found to be obtained in weakly stratified PBL. The distribution of the total flux is very different in the periods extracted from clusters 2 and 4 [12]. These dynamical stability results showing larger values
FIG. 6: Examples of signals analysed for each cluster (from top to bottom). The wind vertical velocity fluctuations $w^*$ (left) and the angle $\alpha$ as a function of time.

of $\Upsilon$ in the strongly stable scenarios and smaller values in the weakly stable scenarios are also in agreement with the weakly stable flow observations falling onto the stable branch of the idealized Couette flow model, as discussed in the introduction.

DISCUSSION

We have built an indicator $\Upsilon$ as that is able to quantify the a dynamical stability of metastable states or fixed points. We have applied it in various systems of increasing complexity, ranging from a simple conceptual model (the Lorenz [17] attractor), through laboratory turbulent flows, to atmospheric wind measurements. The $\Upsilon$ indicator correctly detects the change in the stability of metastable states regardless to the complexity of the underlying system. The main advantages of using $\Upsilon$ with respect to the computation of other dynamical systems based techniques (e.g. the Lyapunov exponents), is the local nature of this indicator and the extremely low requirements in terms of data. Here, by local we mean around a metastable states identified in the phase space, as we have illustrated in the example of the Lorenz and the von Karman swirling flow attractors. The computation of Lyapunov exponents [45] requires long time series and a complex orthogonalization procedure, $\Upsilon$ a maximum likelihood fit only. In the context of PBL
FIG. 7: ARMA study on the 4 different clusters (from top to bottom) of sonic 6 for the fluctuations of the vertical velocity $w^*$ (left) and for the wind direction $\alpha$ (right). Different colors correspond to different $\tau$, as in the legend.
parametrization, the information extracted via $\Upsilon$ can be used to build better stochastic models of the PBL. Since higher $\Upsilon$ values imply the need of more complex stochastic models, high PBL stratifications (Cluster 2 and 4 in the analysed datasets) should be modeled with higher order stochastic processes. On the other hand, the exponential distribution of $\Upsilon$ for weakly stable PBL, suggest that a simple AR(1) model is suitable to represent the dynamics.

We will further pursue the research in this direction and build statistical models which are capable to reproduce the exponential (weakly stable PBL) or power law (highly stable PBL) of $\Upsilon$ e.g. by introducing a stochastic behavior of the autoregressive and/or moving average coefficients.
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