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Global stability of weak solutions
for a multilayer Saint-Venant model with interactions between layers

Bernard Di Martino*' Boris Haspot*f Yohan Penel 37

October 18, 2017

Abstract

This paper concerns the global stability of weak solutions for the multilayer system introduced by Audusse et
al. which models incompressible free surface flows. To do this, it is proven that this model admits the so called
BD-entropy and a gain of integrability on the velocity. It allows to obtain enough compactness estimates in order to
show the stability of global weak solutions.

1 Introduction

The issue of modelling and simulating free-surface flows is extensively addressed in the literature. It is of major interest
for a large amount of engineering applications such as the design of harbours, the protection of coasts, the production of
energy or the prevention of natural hazards. Depending on the wavelengths of hydrodynamic processes at stake, several
models of reduced complexity have been designed.

A renowned simplified model implemented in many industrial codes is the system of viscous Shallow Water (SW)
equations [1, 2] which consists of a first-order hyperbolic partial differential equation (PDE) modelling the conservation
of volume and of a second-order parabolic PDE for the momentum. The SW equations are dedicated to a specific regime
of water flows, namely when dispersion effects can be neglected and for water heights small compared to the characteristic
longitudinal length of the domain. For such flows, the SW equations turn out to provide reliable numerical results.

From SW equations to the Navier-Stokes (NS) equations with a free surface, there exists in the literature a hierarchy
of models of increasing complexity including Boussinesq type models [3, 4, 5, 6, 7] with higher order derivatives to
account for dispersion effects (necessary for modelling shoaling) or non-hydrostatic models [8, 9] with a larger amount
of unknowns (like the hydrodynamic pressure). The derivation of intermediate models is aimed at widening the range
of applications of hydrodynamic models.

For the specific regime addressed by the SW equations, another technique consists in splitting the flow into horizontal
layers similar to a discretisation procedure along the vertical axis in order to improve the accuracy of the results. In this
framework, the SW equations correspond to a coarse vertical mesh with a single layer. As a consequence, this multilayer
approach is still relevant for non shallow flows.

First, such models have been introduced with 2 or 3 layers for immiscible multifluid flows [10, 11, 12]. They were then
extended to an arbitrary number of layers without [13, 14] or with [15, 16, 17, 18] mass transfer between layers. A major
consequence is the noticeable increase of the number of unknowns related to the number of layers. In the inviscid case,
open questions like the hyperbolicity of the model still hold (let us mention that recently Aguillon et al. in [19] proved
the well-posedness of the Riemann problem for a two layer model). In the present work, we focus on the viscous case.
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Figure 1: Multilayer approach

We are interested in proving the stability of global weak solutions (in a future work, we shall consider the construction
of global approximate solution which will imply the existence of global weak solutions). In the sequel of this section,
the equations under study are detailed (§ 1.1) and a review of classical techniques to obtain global existence of weak
solutions is presented (§ 1.2). The main result is stated in § 1.3 (Th. 1.1). Elements necessary for its proof are given in
subsequent sections.

1.1 The multilayer Saint-Venant model

We consider in this paper a multilayer description of a geophysical flow with a free surface and a varying topography
issue from [18] that we are going to recall. N is the number of layers which might correspond to physical discontinuities
but in the present approach layers are predetermined elements of the discretisation.

Horizontal layers £, are separated by given surfaces z = z,41/2(t, ) where x € T4, with d € {1,2,3}.1 See Figure 1 for
notations. Without loss of generality, we assume that all layers have the same thickness h, = 2, 1= Za 1= h/N, so
that we have

Zayi (@) = 2(x) + %h(tw).

The multilayer approach amounts to approximating the velocity field by a layer-wise constant function through a Galerkin
discretisation procedure. More precisely, u, denotes an approximation of the average velocity over the layer /,,

N za+%(t,w)
tx) ~ t d
wlto) = g [0 ez e

where u satisfies the Navier-Stokes equations. Let us introduce the notations
N 1
u=(ug,...,uy) €RY, and uz—Zua.

The multilayer Saint-Venant model proposed by Audusse et al. [18] is obtained by integrating the hydrostatic Navier-
Stokes equations over each layer, which reads with a € {1,..., N}:

Och + div(ha) = 0,

Oy (hug) + div(hu, @ ug) + gV}ﬂ = —ghVz, + N (uaJr%GaJr% - uOh%GOH%) 1)
+ div(4VhD(ua)) + K(Uat1 — Ua) — £(Uq — Ug—1),

(R(0,-),u1(0,-),...,un(0,)) = (ho,u1,0,---,un,),

IThe model considered here results from an averaging process over the vertical axis applied to the Navier-Stokes equations. Hence it has
a smaller dimension: d = 1 corresponds to the 2D Navier-Stokes equations and d = 2 to the 3D equations.




with up = w1 and uyy1 = uy and g the acceleration of gravity. The model has for initial data (hg,uq,0) with
a € {1,...,N}. The term z,(x) denotes the bottom topography assumed sufficiently smooth and stationary. In
the sequel we assume that z, € W1>°(T4).

The term D(u) = £(Vu + VTu) corresponds to the linearised stress tensor. G, 1 represents the mass flux through the
interface z = z, 41 from 4,41 to . It is defined by

%:NLZ Z div(h(uj — ;). (1.2)

Let us consider standard kinematic boundary conditions at the surface and at the bottom which read
Finally, we define the value of the interface velocity u, 1 by means of an upwind formula

Uy, ifG, 1 <0,
Ugry =4 ° ots = (1.3)
2 Ug+1, Otherwise.

Let us observe that using the definition (1.3), we have:

1

1
Ga+ u(x-&-% = 5G0+%(U(y + Ua—i—l) - ilGa—&-%Kua - u(1+1)' (14)

N|=

Remark 1. In [16], the authors consider the following choice:

1
Ugtl = §(ua + Ua+1)-

From (1.4), we notice that our choice for Uqy 1 gives the same value for Ga+%ua+% as in [16] up to an additional term
*%|Ga+%|(ua - ua+1)-

Remark 2. Let us notice that the definition of Go41/2 (1.2) implies the following partial mass law

Oeh + div (hua) = N(Goys — Gy 1) (1.5)

a—3

1.2 Main results of existence of global solutions for the compressible Navier-Stokes equa-
tions

A large amount of papers in the literature has been devoted to the study of existence of global weak solutions for
the compressible Navier-Stokes system. The first result of existence is due to P.-L. Lions in [20] where the mono-layer
counterpart of (1.1) with constant viscosity coefficients is considered for a gamma law P(p) = p7 (with P the pressure and
p the density which replaces the height #) with v > £ in dimension 3 and v > 2 in dimension 2 (we refer also to [21] and
[22]). The case of the compressible Navier-Stokes equations with degenerate viscosity coefficients is completely different
in terms of analysis. Indeed one of the main issues is due to the fact that there is no equivalent to the so-called “effective
pressure” (or in other words we cannot invert the viscous stress tensor). Recently several authors obtained significant
progress on the existence of global weak solutions with degenerate viscosity coefficients. Bresch and Desjardins [23]
introduced a new entropy (the so-called BD entropy) which gives new estimates on the gradient of the density provided
that the viscosity coefficients p and A satisfy the following algebraic relation

Ap) =24 (p) = 2p(p). (1.6)

Let us mention that a particular choice of viscosity coefficients A(p) = 0 and u(p) = pup satisfying (1.6) leads to the so-
called viscous shallow water system which corresponds to our problem in the mono layer framework. At least heuristically
Bresch and Desjardins observed that the quantity L\/?Vp is conserved in L>°(0,T; L?(R%)) norm for any 7' > 0. This
allows to prove the existence of global weak solutions [23] with either a drag friction or a cold pressure term (a pressure
that is singular at the vacuum). The addition of a friction term allows to get a gain of integrability on the velocity which



provides enough compactness estimates in order to deal with the stability of the term pu ® u. Indeed compared with the
constant viscosity case there is no control on the gradient of the velocity Vu in L?(R*, L?(R?)) and it is not possible to
apply classical Sobolev embeddings to deal with the term pu® u. This is related to the fact that the viscosity coefficients
are degenerate (see the relation (1.6)). The same remark holds when a cold pressure is added. We refer also to [24, 25]
for more developments on the existence of global weak solutions with a cold pressure or with a drag friction.

The problem of stability of global weak solutions for the classical v law (when 1 < v < 400 for d =2 and 1 < v < 3 for
d = 3) has been solved by Mellet and Vasseur [26]. To do this they introduced a new energy estimate allowing a gain of
integrability on the velocity. However the problem of existence of global weak solutions remains open. Indeed it remains
to prove the existence of global approximate solutions to the system satisfying uniformly energy estimates, BD entropy
and the gain of integrability a la Mellet- Vasseur which is tricky. However recently for the particular case of the shallow
water system, the proof has been completed simultaneously and independently by Vasseur and Yu [27, 28] and Li and
Xin [29] using different methods.

Concerning the existence of global strong solutions with large initial data for degenerate viscosity coefficients, the problem
remains completely open in dimensions greater than 1. We can however mention some results in the case d = 1. For
viscosity coefficients of the form u(p) = p® with 0 < a < %, the BD entropy allows to bound the density from below.
It allowed Mellet and Vasseur [30] to prove the existence of global strong solutions for initial density far away from
vacuum. Indeed the BD entropy gives a bound on 9, (p®~2) in L°°(0,T; L2(R)) for all T > 0 and a control on p~*
in L*>°(0,7; L*>°(R)) from Sobolev embeddings. Next it is classical to propagate any regularity on the density and the
velocity in order to prove the uniqueness. This result has been recently extended by the second author in [31] to the case
of general degenerate viscosity coeflicients a > % and in particular the shallow water system (o = 1) which corresponds
to System (1.1) for d = 1. The main idea was to rewrite the system by introducing a suitable effective velocity v and
apply a maximum principle.

Let us also recall some results on multilayer systems. To our knowledge most existence results concern immiscible fluid
flows. In other words it means that there is no mass flux between each layer at the interface, in particular G|, 1= 0 for
any a. In [12, 32] the authors obtained existence results of weak solutions for the bilayer case with a viscous term of the
form vAu,. In [33], it is proven stability of global weak solutions for viscous terms like in (1.1) with surface tensions
and with test functions depending on the density itself. When mass transfer is involved, let us mention the work from
Fernandez Nieto et al. [16] where the authors construct numerical solutions of finite element type satisfying the classical
energy inequality.

In our paper, we prove the stability of global weak solutions of System (1.1). The main difficulty comes from the terms
describing the transfer of flux between the layers which are not taken into account in the immiscible case. In particular it
makes the analysis more difficult when we wish to prove the BD entropy and the gain of integrability & la Mellet- Vasseur
which gives enough compactness informations to deal with the term hu, ®u,. These two estimates are the cornerstone of
the proof of stability of global weak solutions following the arguments developed in [26]. However the lack of compactness
for the mass flux terms prevents from recovering the expected limit. This is due to the fact that we cannot prove the
convergence almost everywhere of the terms G 41

In a future work, we shall prove the existence of global weak solutions. It remains essentially to construct global
approximate solutions satisfying uniformly all the entropy inequalities (in order to do this, we shall follow the method
developed in [27, 28].

1.3 Main results

Before stating the main result (Th. 1.1), we define the notion of weak solutions in the following way.

Definition 1. Let d € {1,2,3} be the space dimension. The solution (h,uq,...,un) is said to be a global weak solution
of (1.1) supplemented with initial conditions

h(0,-) = ho, (huqa)(0,-) = ma,o, (1.7)



such that for any « € {1,...,N}:

ho € LY(TY), /hoV/ho € L*(T%), ho >0,
Vholua,ol € L*(T?), (1.8)

V h0|ua,0‘ \/ log(l + |uo¢,0|2) € L2(Td),

if the following smoothness assumptions are satisfied for any o € {1,...,N}:
o he L*(0,T; L (T%)), VVh € L= (0,T; L*(T%)), Vhu, € L* (0,T; L*(T?)),
o VhVu, € L% ((0,T) x T, Vh|ua|\/log(1 + [ua[?) € L= (0,T; L*(T%)),
with h > 0 satisfying in the sense of distributions over [0,T] x T for any a € {1,...,N}:

O¢h + div(hua) = N(GaJr% — Gafé)v
h(oa ) = hOa

and if the following equality holds for all smooth test functions o(t,x) with compact support such that (T, ) = 0, we
have:

Mao- ©(0 dw+/ / \fua A + Vhue @ Vhug : Vo + h2d1V<p} dadt
Td
a+2 o¢+% GO‘,1 047%
/ / (e + Uat1) — 5 Vh(te — tag1) — 5 2 (Ug—1 + Ua) + 5 Vh(ta_1 — ua)
Td

— ghV 2z + k(uar1 — 2uq + ua_l)] «p daedt — (4vh D(uq), Vo) = 0,

n

G
where M, 1 is the weak limit in L2((0,T) x T) of Z%% Moreover, we give sense to the diffusion term and the flux
term:

T
(4vh D(uy), V) = — Z/ \/ﬁua,i(\/ﬁajj% +20;¢; 8j\/ﬁ) dxdt
iy J0 JTe
and G, 1 defined by (1.2).

Remark 3. In the previous definitions, the sequences (h™),en and (Ga+ ) are related to the sequence (h™,ul)
neN

of global weak solutions defined in Theorem 1.1.

neN

Let us now state our main result about global weak solutions for the multilayer system (1.1).

Theorem 1.1. Let 1 < d <3 and (hg,m1,0,...,Mn,0) satisfying the assumption (1.8). Let us assume that there exists
a sequence of global weak solutions (h™,uy,...,uR )nen for System (1.1) such that the energy inequalities (2.1), (2.3),
and (2.4) are uniformly verified. In particular the corresponding initial data are chosen such that:

hy >0, hiy —— ho in L*(T%), hpuy , —— hotg.o
n—-+4oo ’ n—+o0o

and satisfy the following bounds (where C > 0 is independent from n):
n|2
(B o)

N

1 n|2
/ Z hgﬂlog (14 |uf o?) de < C.
T a=1 2 7

hTL

d:B<C’

and



In addition we assume that h™ is a continuous function on Rt x T such that for any (t,z) € Rt x T, we have:
h"(t,x) > 0.
Then up to a subsequence, (R, Vh™uy, ...,V h"uR;) converges strongly to a global weak solution (h, Vhui,...,vVhuy) of

3
2

System (1.1) in the sense of Definition 1. More precisely, h™ converges strongly in C((0,T); Lz (T%)), Vhmu? converges
strongly in L2((0,T); L?(T%)) and the momentum m” = h™u” converges strongly in L*((0,T); L*(T%)) for any T > 0.

[0

Remark 4. The previous theorem can be generalised to the case R* with 1 < d < 3 provided that the previous convergence
are local in space. Furthermore in a future work inspired of [27], we shall prove the existence of such a sequence
(h™, u™)nen of global regular approzimate solutions satisfying uniformly (2.1), (2.3) and (2.4) only in the case T for
technical reasons.

Remark 5. In the paper of Audusse et al. [18] the authors claim that the modelling is physically relevant since they
exhibit a classical energy. In the present work, in order to prove the stability of global weak solutions, we need in addition
to obtain the so-called BD entropy which is another hint of the physical interest of the model.

Remark 6. Let us emphasize that in Theorem 1.1, it seems difficult to deal with the mass transfer fluz, essentially

because we are not able to prove that |G7. 1 |(ugq — ug) converges in the sense of distributions to |Gy 1|(Uat1 — Ua).
2

Indeed it is not clear to prove the convergence almost everywhere of Gg—s-i'
2

In [16], with the choice w1 = 1 (ta + Uat1), the additional term |GZ+%|(ug+1 —ul) does not appear. Then it is easy

to deal with the mass transfer term. For this specific choice for Uqy 1, We are also able to prove the BD entropy but it
seems tricky to obtain a gain of integrability o la Mellet-Vasseur. For this reason we do not have enough compactness
information to treat the convection term.

We could obtain global weak solutions for the system proposed in [16] if we consider friction terms of the form hlug|'T€u,
with € > 0 in each layer. Indeed in this case the friction terms ensure directly a gain of integrability on the velocity.

The paper unfolds as follows. In Section 2, we give new estimates for System (1.1) involving the BD entropy and
some gain of integrability on the velocity u,. In Section 3, we show the stability of global weak solutions following the

arguments developed in [26]. Proofs of the BD entropy and of the gain of integrability on the velocities u,, are postponed
to the appendix.

2 A priori energy estimates

In this section, we are interested in proving at least heuristically different energy estimates: the classical energy of the
system, the BD entropy (see [34]) which is less obvious and an equivalent of the Mellet-Vasseur estimate from [26]. All
the proofs are transferred in the appendix.

2.1 Classical energy

Proposition 2.1. Let (h,u,...,un) be a classical solution of System (1.1). Then, the following equality holds:

N N N
d N
— [ Ed 4vh|D(ugy)|? de + N atl — U P da + = /a—,ﬂG de=0 (21
R S o B P M
with
1 N
_ 2 2
E—§ <Ngh + g hluq| > + Nghzy.

a=1

2.2 BD entropy

Unfortunately the energy estimate (2.1) is not sufficient in order to prove the existence of global weak solutions. Indeed
we need additional compactness information to deal with the pressure term and the convection terms. As in [34],



we would like to prove that a BD entropy estimate is satisfied. Let us introduce as in [31, 35] the effective velocity
Vo = Uq + 4vV1ogh. Then System (1.1) can be written

Och + div(ha) = 0,

h[0va + (ua - V)va] — 2vdiv (h curlvy) + £VA? = —ghVz,

G, ,1-G, 1
+ N (GaJr%(uorF% - Ua) - Ga7%<uo¢7% - ua)) + 4vNhV (*2}12)
+ k(tuat1 — Ua) — k(g — Uq—1),

with curlv, = (Vo, — VTv,) the vorticity.

Proposition 2.2 (BD entropy). If we assume that (h,u1,...,un) is a smooth solution of System (1.1), then

zph dx + 21// h| curl vy |* da
Td

N
1d Ng d d
~— [ WJPde+ —=— [ K%d N—/
2dt J1a ;'”' T dt/Td TN S

N
+4N1/g/ |Vh|2da:+4Nug/ Vzb-Vhdm+f<:Z/ [Vat1 — Va|? da
Td Td T

NX N-1 . ,
2 : _
+ > O;/Td Gagil [vas1 —val|” de + az::l /Td TNz Z (div(h(ua —u;)))” dz =0. (2.3)

j=a+1
Remark 7. From this entropy we deduce two new pieces of information which are essential to obtain convergence results.
Firstly, v/hvg is bounded in L>(0,T; L*>(T%)). We deduce that \/hV log h = 2V/h is bounded in L>°(0,T; L*(T?)). This
is the crucial point ensured by the BD entropy. On the other hand, thanks to (1.2), the last term of this estimate also
gives a bound for Ga_i_%/\/ﬁ in L2(0,T; L?>(T%)) that enables to give sense to the term Ug11Goyt

Remark 8. We mention that we can also obtain energy and BD entropy with the choice for u,,
in [16] (see Appendiz, section 4.4).

1= %(ua + Ugt1) used

2.3 Mellet-Vasseur logarithmic estimate

In order to deal with the convection term hu, ® u, which is only bounded in L>(0,7T; L'(T%)), it is important to get
a gain of integrability on the velocity as in [26]. Let us mention that in [34], in order to overcome this difficulty, the
authors need to work with a friction term. We have the following result.

Proposition 2.3. If we assume that (h,uy,...,un) is a smooth solution of System (1.1), then

N 2
Z <d/ [hHM log (1+ |ua|2)} dz + 3V/ h[1+1log (1+ ual?)] [D(ua)l? da:>

3 ? 2 2
< (0 ([ vurae)ve ([ ae) x ([ pfrionti+ o) o)

1+ |ug|?
+g h% [1+log(1 + [ua|?)] V2] dsc) (2.4)
Td
for any ¢ € (0,2) and for some constant C > 0.

Remark 9. Let us mention that it seems difficult to obtain a similar result with the choice for Ugy 1 used in [16].

3 Stability of global weak solutions

Let us assume that there exists a sequence of global approximate solutions (A", u?),en satisfying uniformly in n all the

following estimates for every « and all 7' > 0 with C' > 0 depending on the initial data (ho, ua0):

R"(t,xz) > 0 almost everywhere on (0, +o00) x T% (3.1)



and

H g <G, (3.2a
Lo°(0,T;L2(T4))
A" | Lo 0,722 (1)) < C, (3.2b
HV h* Vg, <C, (
L2(0,T;L2(T4))

IVR™ | L200,1522(Tay) < C, (3.2d
|vvar

<
Lo (0,T;L?(T4))
The initial data satisfy the following conditions:

hy is bounded in L2(T?), h >0 a.e. in T¢,
hilug o = [m2 o?/h¢ is bounded in L*(T%),
V/h is bounded in L?(T%), (3.3)

1+ [uf of?
2

hy log(1 + [ul o|*)de < C.

Td

The proof of the stability of the sequence (A", u™),en follows the same arguments as in [26]. We adapt them to our case.

Step 1: Convergence of v h"
Lemma 3.1. We have that for any T > 0:

V h" is bounded unifomly in L™ (O,T; Hl(Td)) ,
0V h™ is bounded uniformly in L? (O, T; Hﬁl(Td)) .

As a consequence, up to a subsequence, (\/ h") converges a.e. and strongly in L? (O,T; Lz(Td)). We write

Vhr — Vh a.e. and L*((0,T) x T%) strong.

Moreover, (h™) converges strongly to h in C ([O,T]; L%(Td)).

Proof. v/h™ is uniformly bounded in L>((0,T), H'(T%)) due to (3.2b) and (3.2e). The estimate on d;v/h" can be deduced
from the mass equation since

VR = %\/}Tndivﬂ” _ div ( h"ﬂ”) .

The first term in the right hand side is bounded in L?(0, T'; L?(T%)) and the second term is bounded in L°°(0, T'; H~(T%)),
so it implies that d;+v/h" is uniformly bounded in L?((0,7), H~!(T%)). The Aubin-Lions’ lemma gives directly the strong
convergence in L2((0,T) x T%).

To prove the convergence in C([0,T]; L3 (T?)) we first deduce by Sobolev embeddings that v/A" is bounded in the space
L>=(0,T; L5(T4)). We deduce that

N

Vh? .

N E ( h"ug) is bounded in LOO(O,T;L%(Td)).
a=1

h?’la’ﬂ —

The continuity equation thus yields ;2™ bounded in L>(0,T; W% (T%)) and since VA" = 2v/h"Vv/h" we have h"
bounded in L>°((0,7), W3 (T4)). From the Aubin-Lions’ lemma we deduce that k™ converges to h up a subsequence
in C([0,T); L2 (T4)). O



Step 2: Convergence of the pressure

Lemma 3.2. The pressure (h™)? is bounded in L"((0,T) x T%) for all r € [1,2). In particular, (h™)? converge to h?
strongly in L"((0,T) x T%) for every T >0 and 1 <r < 5.

Proof. From inequalities (3.2b) and (3.2d) we deduce that h™ € L2(0,T; H'(T%)). Hence h™ € L2(0,T; L°(T%)). In
addition h" is bounded in L>°((0,T), L?(T%)). By interpolation h” is bounded in L= ((0,T) x T%). We conclude recalling

that (h™)? converges almost everywhere to h? and is uniformly bounded in L3 ((0,T) x T%), it implies then the strong
convergence of (h")? to h? in L"((0,T) x T) for 1 <r < 2. O

Step 3: Bound for vh"u,
Lemma 3.3. h"|u?|?log(1 + [un|?) is bounded in L>=(0,T; L*(T%)).

Proof. We use the inequality given by the Mellet-Vasseur approach and it implies that :

S| 1+ |unf
Z*/ hnialog(1+|ug|2)dm+/ 3vh™(1 + log(1 + [u”)?))| D (ul) > dx
a—1 dt Td Td

2
N
§C+CZ(

a=1

2-5 5

/ (h”)g‘édw) x (/ 2+ log(1 + |ug|2)]§h"dx)
Td Td
N
1 n)2
+yg Z/ h”M(l +log(1 + [u”*))Vzdee
= Sy 2

for any & € (0,2). Since h™ is uniformly bounded in L= ((0,T) x T%) we deduce that for § small enough:

C(/ (h”)ggdm) T x (/ [2+1og(1+u32)]§h”dw>2 <C.
Td Td

Since 2, is bounded in W1 (T4), applying Gronwall’s lemma we deduce that

N

1 n|2
3 h”#log(l + ) (t)da < Cp,  Vte (0,T).

a=1 T

Step 4: Convergence of the momentum

Lemma 3.4. Up to a subsequence, the momentum m? = h™u” converges strongly in L*(0,T; LP(T%)) to some mq(t,x)

for allp € [1,2). In particular

h™uy o Ma almost everywhere in T% x (0,T).
n—-+00

Proof. We have h"u? = vh"vh"u?. Since vh™ is bounded in L*°(0,T, L5(T¢)) we deduce that h"u? is bounded
in L>®(0,T; L3 (T4)). Next, since V(h"u") = Vh"v/h"Vu® + 2v/h"uV/h", we obtain that V(h™u) is bounded in
L*((0,T), L' (T%).
In particular, we have

R is bounded in L?(0, T; Wh(T?)).
Let us bound now 9;(h™u?) in order to apply the Aubin-Lions lemma. Let us consider the momentum equation (1.1-b,c,d).

We have then the uniform bounded estimates using in particular the fact that h™u” is bounded in L2(0, T; W1 (T%)):

div(h™ul @ ul) = div(Vhrup @ Vhruy) € L0, T; W-HH(T?))
1
div(h" Dug) = div <D(h”UZ) -5 (e @ VA" + (ug @ Vh”)T)) € L2(0,T; W11(T?)
V(h™)? € L0, T; W11 (T?)).



Now using Remark 7, we have:

n

n n _ oty goop 2 CrlTd

In addition we know that u? —u”, ; is uniformly bounded in L2((0,T') x T%) and h"V 2, is bounded in L>((0,T), L*(T%)).

In conclusion &y (h™u?) is uniformly bounded in L2(0,T; W~11(T¢)) and using the Aubin-Lions’ lemma we deduce that

h™u® converges strongly in L2((0,7T), W*!(T%)) for —1 < s < 1. By Sobolev embeddings we obtain what we wish.  [J

Note that we can define u, (¢, ) = mq (¢, x)/h(t,x) over E = {(t,); h(t,z) > 0} but uy(t, ) is not uniquely defined in
the vacuum set E°. In order to define properly u, over {h = 0} we have to study the weak limit of the term u, ; —u..

Step 5: Convergence of ug | — ug

converges weakly in L2 (L?) to u, up to a subsequence. For any d > 1, we have due to lip—oy € LF(L™)

We know via the energy estimate (2.1) that (u?,; — u?) is uniformly bounded in L*((0,7") x T%). Then (ul,, — u)

(g1 = up)Lgn=0y ——— Halpn=oy in D'((0,7) x T).
Since ul? converges almost everywhere to u, on {h > 0}. We have then:
(ua+1 — ug)Ln>o0y m (Uat1 = Ua)l{ns0y = Halinsoy in D'((0,T) x 7).
We assume now that u; = 0 on {h = 0}. This choice defines all the values of u, over {h = 0}. Indeed we have uq =0

over {h = 0} and by iteration us = p1 over {h = 0} and so on.

Step 6: Convergence of v h"u]
Lemma 3.5. The quantity Vh"ul converges strongly in L*((0,T) x T%) to ma/Vh (defined to be zero when h = 0).

In particular, we have my(t,x) = 0 a.e. over E¢ and there exists a function uy(t, @) such that my(t, ) = h(t, €)u(t, )
and
Vhru —s Vhug strongly in L*((0,T) x T%)

Proof. Since m™ /+/h™ is bounded in L*>(0,T; L%(T%)), Fatou’s Lemma yields for almost every ¢ € (0,7)

n)2 n)\2
/ lim inf mzlio‘)(t)dw < lim inf/ () (t)dx < co.
T T

d n——+00 n n—+4o0o hn

In particular, we have mq(t,x) = 0 a.e. over {h(t,z) = 0}. So, if we define the limit velocity u,(¢,z) by setting
ua(t, ) = mqy(t,x)/h(t,z) when h(t,x) # 0 and u, (¢, ) = 0 when h(t,z) = 0, we have

mea(t, ) = h(t, x)uq(t, x)

and

2
Mo g = / h|ug|*da < .
1a h Td

Moreover, Fatou’s lemma yields that for almost every ¢t € (0,7)

[ o 1og(1 4 fualPide = [ o log(1 + ua)de
Td {h>0}

= / liminf A" u” |*log(1 + [u”|*)dz < liminf [ A"[u”|*log(1 + |u”|?)da.
{

h>0} n—-+oo n—+00 [td

Let us point out that since ul = TZ—; has a limit over {h > 0} which is u, and in addition %Z is well defined because
h™ > 0 almost everywhere. We deduce that hlu,|?log(1 + |ua|?) is in L>(0,T; LY(T4)).

10



Next, since m” and h" converge almost everywhere, it is readily seen that over {h(t,xz) # 0}, vVhru? = m?/Vhn
converges almost everywhere to Ve = mqa/vh (we observe that m” /v/h" has a sense since h™ > 0 almost everywhere).
Moreover, we have

mugl{‘uz|§M} m \/Eual{\ua|§M} almost everywhere.

As a matter of fact, the convergence holds almost everywhere over {h(t,x) # 0}, and over {h(t,x) = 0}, we have
VA" ugliun <y < MV A™ — 0. To conclude the proof of the lemma, for M > 0, there exists C' > 0 such that:

T T
/0 /Td WVhru? — Vhue|?dz < C/O /Td VA" ugl(un <y — \/ﬁUal{|ua|§M}|2d.’D
T T
—I—C/ / |vh”ugl{‘ug|2M}|2dw+C/ / |\/Eual{|ua‘2M}|2d£l:.
o J1d 0o JTd

We observe that: . -
1
Vhrulli,n 2dac<7/ / R |u” | log(1 4 |u?|?)dx
/O /Td| « \a|2M| _IOg(1+M2) 0 Ta | a| g( ‘ a‘)

1

T
Vhualp, 24 <7/ha21 1+ |uq|?)de.
| L Vit orsie < oz [ hluaPlog(1 + fuaP)da

and

We have now:

T
/ /d Vhrug g <ary — VitaLiju, <anl*de
0 T
r 2
=¢ /o VB ui<anvim<an, = Vial gy o vicn P4
T
+/0 AV Y ‘/E“al{uagMﬁw}'zdw)
T
/ n 2
= </0 Td| e g <ar i<y — \/H“al{lua\SM,x/ESM}‘ d
T T
2
+ (VA" = VUG s i ary |4 + VARG g <0t VA5 by — BoLfjugj<anvisan)Pde
0o JTd 0o JTd
T
/1n 2
=c (/0 /Td| el e vimenry — Vital g, o i *de
T T
n n n 2
+/0 Td\(vh —\/ﬁ)ual{\UmSM,mw}ldwﬂL/o /Td|‘/ﬁl{x/E>M}(ua1{lug\SM} — tal{ju, <)l dﬂf)

T
+/O /Td VhupLun <y | 11 vasan — Livamsanlde.

The first term in the right hand side converges to 0 when M goes to +o0o0 by dominated convergence. The second term
converges to 0 when n goes to +oo since v/A" converges strongly to v/A in L2((0,T) x T¢). The third and fourth term
converge to 0 when M goes to +0o when we apply the Tchebytchev lemma. We deduce that:

limsup [ |Vhru? — Vhue|*dz = 0.

n—4oo JTd

Step 7: Convergence of the diffusion terms

11



Lemma 3.6. We have

div(h"Vu?) — div(hVu) in D'((0,T) x T%)
div(h"VTu?) — div(hVTu) in D'((0,T) x T%).

Proof. Let ¢(t,x) a test function, then

T T T T
/ / div(h"Vu))pde = —/ / h"Vuy : Voda = / / (VR™ -V¢) - ul dx —|—/ / h'ul, - Apdx
A 0o J1d 0o Jta 0o Jta

Thanks to Lemma 3.4, h"u” converges strongly in L2(0, T'; LP(T%)) for 1 < p < 2. This is enough to prove the convergence
of the second term. For the first term, we have VA" - up = 2VVh™ - VA, we know that v/ h"u], converges strongly in
L%((0,T) x T%) and VA" converges weakly in L?((0,7) x T¢) then VA™ - u” converges in the sense of distributions to
Vh - tgq.

Step 7: Convergence of GZ_‘_%UZ_‘_%

Let us recall that we have: N
1 — .
Govy =3z 2. > div(d"(uj —ul)).
j=1i=a+1

Since we know that v'h™u} converges strongly to \/Euj in L? . and v/h" converges strongly to Vh we deduce that G" 41
- ' 3
converges in the sense of distributions to G, 1 with:

We recall that we have: ) )

GZ+%UZ+% = §GZ+%(UZ +ugq) - §|GZ+%|(UZ — Ugt1)- (3.4)
Let us consider the first term on the right hand side. We are going to show that G, 1 (upy +ul, ) converges in the sense
of distributions to G, 1 (ua + tiat1). Let us take ¢ a C function with compact support in (0,7') x T¢, we have then:

T a N T
mn n 1 3 n n n n
/0 TdGa+%ua-¢dwdt:ﬁz Z /0 frddlv(h (uj—ui))ua~g0dwdt

j=1i=a+1
1 a N T
=~z Z Z /0 /Td (\/h"(uy —u;') - Vh"Vugp — VA" (uj —uj') - Vo h"ug)dmdt.
j=1i=a+1

Using the fact that v h™ul converges strongly to Vhug in L5°(L?), that Vh"Vu™ converges weakly up to a subsequence
in L2(L?) to VhVu (indeed we have this convergence also in the sense of distributions), we deduce that:

T
/0 /TdGZJr%ug-gpdccdt

1 « N T
gl cOIDY /O /T (VR = ui) - VAV uap = Vh(u; — u;) - Viv/'hua) dadt

j=1i=a+1

T
—>/ Goy1Uq - pdedt.
0o Jrd 2

n—-+oo

We proceed similarly for the term G L1lUgyr- Let us write now the second term on the right hand side of (3.4) as
2
follows:
|GZ+%|(UZ - “Zﬂ) = 1{h=0}|GZ+%|(Ug - UZH) + 1{h>0}|GZ+% (g — “Z+1)~

12



ar
We know that |G, | = a+2 vV h”‘ is uniformly bounded in L2.(L L3). We are going to prove now that Lin=o}lGY |
2
converges strongly to 0 in LlT(Ll). We have then:

/ / Lin 0}|Ga+1|da:dt</ / Z Z Linoy| div(h™(u} — ul'))| dedt

j=li=a+1

<3 Z / / (Lo VARV div(u? — )] + 2 Loy [VVAT VAR — u2]) dadt.  (3.5)

j=li=a+1

Since |V'h™ div(u} — ui')| is uniformly bounded in L3.(L?) and Vh"1g;—0) converges strongly to 0 in L7.(L°~€) for any
p > 2 and € > 0, we obtain using Holder’s inequality that:

n—-4o0o

Z Z / / Lineoy VR [VA div(u? — ul')| dedt ——— 0.
Let us estimate now the second term on the right hand side of (3.5), we have then:

T T
/ / 1{h:0}|v\/hn|\/hn|ug—u;?|dmdtg/ / Lineoy [VVRR VR ([ | + |ul!|) dadt.
d 0 Td

Let us consider simply the term in u”, we have then:

] ?

T T
[ [ ol vvivireided < [ [ o VYRV e deds
0o J1a o Jra
T
+/ /d l{h:0}|Vv h”|vh"\uﬂl“u?bM}dmdt
0 T

T
gM/ / L(n—oy | VVR7 VA dadt + l/ / Lineoy [VVRP VA Ul (log(1 + [ulf|?) % dadt.
0 JTd 2

(log(1 4+ M2

The first term on the right hand side goes to 0 when n goes to +oo since v h™1y,_qy converges strongly to 0 in L’;«(LG_S)

and Vv/h" is uniformly bounded in L$(L?). The second term goes also to 0 when M goes to +0o and because the
integral is uniformly bounded using the Mellet-Vasseur inequality.

It proves that:
G111 n=0} — 0 in LY(0,T) x T9). (3.6)

We have seen that:

: d
5GZ+%(U2+U2+1) _)4_‘_00) 2G (ua+ua+1) mn DI((O,T) x T )
ar |
\;}%} is uniformly bounded in L2.(L?), it implies that up to a subsequence it converges to

In addition we know that

M, 1 in LZ(L?). In addition we know that vA™(u? — ul_ ;) converges strongly in L%(L?) to Goy1(Ua = Uas1). We
have then:

1
5G|l i) ——— Ly w3 VI + tagr) in D'((0,T) x T%.

Finally we proved that:

Graylio s — 0 2G 1 (U + tat1) — §Ma+%\/ﬁ(ua —Ugy1) in D'((0,T) x TY).

4 Appendix
Hereafter, A: B =}, . A;;B;; denotes the scalar product upon matrices and |A]2 = A: A

13



4.1 Proof of Proposition 2.1

We follow here the arguments of [18]. The main difficulty concerns the coupling between the different equalities through
the flux terms. Simplifications arise only after summing the equations. Multiplying the momentum equations (1.1) by

Uq and summing over «, we obtain:

N N
1. 0y (i) + div(hitg © o)) - e dz — N 1Got — 1 G 1) -t d
;/Tdu<u>+lv<u®u>1u x ;/Td(“% ) U yGary) o de

N N
1d N
:§E Zlﬂ/Tdh|’U,a|2d(E+2zl/Td |ua|2(Ga+é—Gaé)diL'—Nzl‘/Td (ua+%Ga+% _’U’Oé*%Gafé) -uadiL';

2. 1%/ hua.thdx:Ngi/ 2 da:
2 2dt Jqa ’
N N )
3 ;/T e, - div (AvhD(ug)) da = _/Td 4Vho;|D(ua)\ da:
N N )
4. ;/Td [(Uat1 — Ua) Uq — (Ug — Uq—1) - Us] d = —;/Td [tat1 — ua|” da;

N
d
5. Z/Tdhua-Vzbdw:Na/rdzbhdw.
a=1

Let us observe now that:

N N
Z/Td Ga+% (|ua|2 - ‘ua+1‘2) dx — NZ [I’d (ucx—F%Ga-‘r% - ua—%Ga—
a=1 a=1

Nl

o] =

)ouadaz

N
=5 Z/Td |Goq1] lua+t — ug|? de.
a=1

Combining the different previous estimates and (4.1), we obtain the energy estimate (2.1).

4.2 Proof of Proposition 2.2
4.2.1 A useful identity

We aim at proving the identity

n—1 1 n n—1 n
Vn>2, Z (uj — ug)(uy — uigp1) = (u; — ug)?
1=1 j=1 k=i+1 =1 k=i+1
This is equivalent to showing
n—1 n A
E, = Z(uj —up)(ug — 1) — (u; — uk)2 =0
i=1 k=i+1 | j=1
Let us first notice that (k > 4) due to a telescoping procedure
k-1
(s — uk)? = (ui —uk) > (U5 — ujq1).
j=i

(4.1)

(4.2)



Inserting (4.3) into (4.2) and switching series twice, we get

n—1 n i k—1

§
Il
i
=
|
S
ol
S—
A
|
B
+
=
—~
;:
|
<
ol
S~—
=
<
IS
<
+
=
S—

i=1 k=i+1 | j=1 J=t
n k—1 7 k—1
= Z Z P — U ( —u1+1) (UL —Uk)Z(UJ _UJ+1)
k=21i=1 |[j=1 J=t
n (k=1 i k-1 k—1 1
_ ZZ ) (g — i) — Y (i —ug) D () — 1)
=2 | i=1 j=1 i=1 Jj=i ]
n k 1k—1 k—1k—1 ]
=30 Ty ) (s = wign) = >0 (s — ) (uy — ujpa)
k=2 | j=1i=j 1=1 j=¢ |

which ends the proof.

4.2.2 Proof of Proposition 2.2

Multiplying the momentum equations of (2.2) by v,, integrated over T% and summing over o we get:

1. Z h (0o + (Ua - V)Ua) - vq de = = Z/ [dth|ya|2+NG (|1}a+1|2_|va|2) dax;

N
g 2 g d 2 2
2. 34 : - AN :
;_12/“ vo VI de = =20 | P da Vg/Td|Vh| de;

N
3. Zg thbwada::Ng/ zbhdw+4gNu/ Vz, - Vhde;
Td Td Td

a=1

N N
4. Z /Td Vo - 2vdiv(h curlv,)) de = — Z /Td 2uh| curl vy |? de;
a=1 a=1

5. Since for all &« € {1,..., N} we have v, — Uq—1 = Uq — uq—1 we deduce that:

N N
K Z/ (Uat1 — Ua) * Vo — (Ug — Uq—1) Vo d& = —K Z/ [Vat1 — va|2 dx.
a=1 T4 a=1 T

Combining the previous equality we have:
1d N Ng d d
—— h 2d — = h?d N—/ hd /Qh lvg|?d
2dt Jra O;|va| T + 5 dt/ x + gdt szb T+ » vh|curlv,|* de
N
—|—4Nyg/ |Vh|2da:+4Nug/ Vzb~Vhdm+/<;Z/ ast — va|? da
d d e

N
%Z |va+1|2 |vo|?) dz — NZ/ Gogil(tgys —ua) = Go 1 (ug 1 — Ua)) - vade

~- G,

—4VNZ/ hV (G(”

N
N|=
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Next we have due to G% = GN+% =0:
| N
52 Goy (ot = [oal) = D7 (G (o) = 0a) = G (0 = a)) - v
a=1 a=1
1N N N-1
=3 Z Ga+% (lvat1]® = [val?) Z a+1 — Ua) " Vo — Z Ga+%(“a+1 - ua+%) " Va1
a=1 a=1 a=0
N-1 - 1
= > Gy [targ - (Va = Var1) + (a1 Vart = ta - va) = 5 (|vas1]? = |va|2>}
a=1 -
N-1 - 1
= *Ga+% Ugtd (o = tiat1) + [tat1 ] = [ual® + 40 (Uas1 — ua) - Viogh — §(|Ua+1|2 —[val?)|;
a=1 -
N-1 -
1 2 2
= *Ga+% Ugql - (e — Uas1) + §(|Urx+1| — ual?) ],
a=1 -
N-1 1
= _Ga+%(ua - ua+1) : <ua+§ - i(ua—i-l + ua)) s
a=1
since
[Vat1)? = [Val® = (Uas1 — ta) - (Uat1 + Ua + 80V log h)
- |ch+1|2 - |uoz|2 + 8V(uoz+1 - ua) - Vlogh.
Then

N-1 1 1 N-1
Z _GaJr%(ua — Uat1) : (uoﬁré - §<u0t+1 +ua>) = 9 Z ‘G‘Mrl
a=1 a=1

Finally we have proven that:

N
12 FhlIranl? = ool = 32 (G sy — ) = Gyl g =) _y Gl )

= a=1

2

l\J

From the relation (1.2) and by integration by parts, we have

N

Goty —Ga_t Gors
SR N PR S TR S

a=1 Td
N-1 .
=— Z /Td (;jz div (h(ugq — tgt1)) do

(4.6)
}E/WZZW'MWWMMW
j=li=a+l1
= — w(h(uy, — u; 2 T.
B Z/Td hN? 2 aHd (h(ua —u;))]" d

A detailed proof of the latter relation is given in § 4.2.1. Combining (4.4), (4.5) and (4.6) implies the estimate (2.3).

4.3 Proof of Proposition 2.3

Let us first rewrite System (1.1) under the non-conservative form

Och + div(ha) = 0, (4.7a)
h[Ortia + (e - V)ua] + Qwﬂ = —ghVzy + NGy 1 (ugy s — )
+ NG, 1 (ua — a—%) + div (4vhD(ug)) + £(Uat1 — Ua) — K(Ua — Ug—1)- (4.7b)

16



Let us set

o@) = L log(1 407 and 6a) = () = o [1+ log(1 + 27

and notice that

U2
(1 g (14 ) ) = ) 1+t (1 5 )]

We multiply Equation (4.7b) by uq [1+1log (14 |ua|?)] and we integrate over T%. Hence each term becomes

1. /T Mt - Oyt [+ log(1 + [ua )] de = /T [0, (h®(Jual)) — ®(|ual)Orh] dz

2. Using (1.5), we obtain by integration by parts:

/ hug - (Ua - Vg [1 +log(1+ |ua|2)] dx = / hug - VO(Juy|) de
Td Td

(4.8)

= / @(‘UQD [8th — N(Ga—‘rl/Q — Ga—l/?)] d.’.E
Td

3. For the pressure term we apply the same approach as in [26]

'/ [1+log(1 + |ua|?)] uq - Vh*de
Td

Z/ e O, da +‘/ W2 1+ log (1 + [ua[?)] (div ug) | da
Td i

1+ |uq

<2(/ h|Vua2dm> (/ h3d:c) +
Td Td

(divu)? ZZauza uJ<ZZ ((05u:)* + (9ju;)?) < d|D(u)]?

where d is the dimension of the space, we have

/ h? [1+log (1 + |ual?)] (divug)de| .
Td

Since

/ h? [1+1og (1 + |ual?)] (divus)de
Td

< (/T B [1+log (1 + [ual?)] (divua)2daz) i (/T B 1+ log (1 + fual?)] d:c)

< y/ BIL+log (14 [ual?)] |D(ua)|2da:+0u/ 1 1+ log (1 + |ual?)] de
Td Td

1
2

according to the Young’s inequality with C,, = %. It follows that for C!, large enough:

‘/ [1+log(1+ |ual?)] ua - VA*da
Td

9(/ h|Vua|2d:c> +y/ B {1+ log (1 + Jual?)] |D(ue)?dz
Td Td
+C;/ B [1+log (1+ |ua|?)] de
Td

Finally, for any ¢ € (0,2), the last term is bounded by means of the Holder’s inequality

2-5
/ h? [1+1og (14 Juol?)] dz < (/ hggdw) i X (/ h[1+log (1 + “a2)]§dm>
Td T »

17
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4. Likewise we have

1 2
hug - Vay [14log(1 + |ua|?)] de < / h# [1+1log(1+ |ual?)] |V2p|da.
Td Td

Since z; is assumed bounded in W1* this term can be treated by the Gronwall’s lemma.

5. For the viscous terms we have
/ Ug - div (4vhD(ua)) [1 +log(1 + |ua|?)] de
Td

=—4V/ B 1+ os(1 + Jual?)] [D(ua)Pde — 3 sy [ plestie Ot
Td

Di' a dx
ij e 1+ |ual? i(ta)

and we have for C, > 0 large enough:

/ Uq - div (4vhD(uq)) [1+1og(1 + ual?)] do + 4V/
Td

h [1+log(1 + \ua\Q)] |D(uq)*da
Td

< Ca/ h|Vug |*da.
Td
6. For the friction terms (since by definition up = u; and uy = uy11) we have:
N
Z/ (a1 — Ua) * Ua — (Uoy — Ua—1) - Uq) [1 +log(1 + |ua\2)] dx

N-1
- _ Z / (U — Ugt1) - [ua [1+1log(1+ |ua|?)] — ua+1 [1+log(1+ |ua+1|2)”d:c <0
a=1 T
since the function ¢ defined by (4.8) is increasing.

Combining all the previous estimates, we have:

N 2
Z(d/ [hleog (1+ |ua|2)} dw+/ 3vh [1+1log (1 + [ual?)] D(Ua)|2da:>
a—1 dt Td, 2 Td

N
+ Z /Td <[Ga+;(ua+; —uq) + Ga_%(ua — ua_%)] “Ug [1 +log(1+ |ua|2)]
a=1

1+ |ug|?
N % log (1 + [ta]?) (Gas1/2 — Ga_m)) dz
N = 2 2
< Z(C (/ h|Vug|? dm) +c< hi=s dac) X (/ h[2+log (1+ [ual?)]? da:)
a=1 T Te i
1+ |ugl?
+g h7|2u | [1+log(1 + |ual?)] [Vz| dw);

Td

18



N
S [ Gy = ) + Gy (0 =10t [1+ D1+ )]
Td
1 + |uo¢|2 2
2  og (14 fual?) Gy — Gy )i

N
N Z Td Ga+%(ua+% — Uq) - Ua [1 + log(1 + |Ua|2)] dx
N
+azl/-|-d Gaf%(ua - ’Ulaié)] *Ug [1 —|—10g(1 + |ua|2)} da
N
Lt fug? 2
30 [ o (14 ) @y~ Gy
N
-2 |, Gt (Uagy = Ua) - a [1+1log(1 + |ual?)] da
a=
N-1
#3 [ Guy s )]t [1 10800+ )]
a=0 Td
N
1+ [uq|?
3 [ P g ) 6y
N-1
1 2
S / Lttt 00 (14 Jug 1) Gy s da
a=0 Td 2

N-1
= - Ga+%1{Ga+%§0}(ua+l — tqa) - Uar1(1 +10g(1 + [uay1]*))
a=1

+Garylic,, ) >0y (a1 = ta) - ta [1 +log(1 + [ua|*)]

1"‘|“O¢|2

1+ |uger]?
+Ga+% <2 log (1+ |ua|2) _ ﬂ

5 log(1 + |’u04+1|2)>dm

N—-1
- Z /rd |Ga+%|l{Ga+%§0}(ua+l — o) - tap1(1+10g(1 + [tat1]?))
a=1 )

+1Gaqts |1{Gu+%20}(ua —Ugt1) * Uq [1+log(1+ |uqa?)]

1+|ua|2 1+ ua 12
+1Gayillic, s <0t (2 log (1 + [ual?) — % log(1 + [ua1[*)
14 |ugsr]? 14 |ual?
+ |Ga+% Il{GCH_%ZO} <|2a+1| log (1 + |U:a+1|2) - % log(l + |U(x|2)

N—-1
=-> / |Gagil [1{Ga+i <0} ¥ (Ua, Uat1) + 1{Ga+lzo}q’(ua+1,ua)} dz < 0.
/T 2 2
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dx

dx



Indeed, the function ¥ : (z,y) — y(y—=) [1 + log(1 + y?)] +®(z) — P(y) satisfies U(y,y) = 0 and 9, ¥(z,y) = ¢(x) —d(y).
As the function ¢ defined by (4.8) is increasing, it shows that ¥(x,y) > 0. Finally, we obtain the estimate

S|
Z*/ hfb(|ua|)da:+3y/
= dt Jta

» h[1+log (1 + \ua\Q)] |D(uo)|*de)

N —_—
1 2 / 27;5 2 ) % S
S;CV (/Tdh|VUa dw)—i—c'y(/Tdh édw) x(/Tdh[1+log(1+|ua| )] dw>

14 2
+g/ h 2““ [1+1log(1+ |ual?)] V2| de.
Td

Remark 10. Let us notice that VU satisfies the following estimate

(y —x)? [ (y — )
2 2

Indeed given (4.8) we check that

1+ log(l + min(m,y)Q)] < U(z,y) < [3 + log(l + max(x,y)2)] .

\If(m,y)Z(y—:r)/O (@' (y) — @' (y + s(z —y))] ds:(y—w)Q/o /0 50" (y + s(1 —t)(x —y)) dsdt

with ®"(z) =1+ ff; +log(1 + 22). We obtain the bound above inserting min(x,y) < y + s(1 —t)(z — y) < max(x,y)

for all (t,s) € [0,1)? into the integral.

We observe that the function U(uq,uqr1) measures the distance between u, and w11 in the Mellet-Vasseur inequal-
ity (2.4). In particular, this provides a better estimate for ua+1—uq in L%-(L?) according to the classical energy inequality.
Indeed we get here a factor log(l + min(ug, ua+1)2).

4.4 Energy and BD entropy when u, 1 = 5(us + tat1)

1
2

We recall that G1 = Gy, 1 = 0. With this definition of u, 1, the energy due to the term in G, 1 computed in
Section 2 gives

al N
Z;;/Td Gyt (Jual® = Jug41]?) dz — NaZl/Td (uaJr%GaJr% — Uangaf%) g Az
N ) ) N
T2 o;[rd Ga+% (|Ua| T lanl ) do = 2 042_:1/1%1 ((Ua+1 +ua)Ga+% = (ug-1— ua)Gor%) “Ug A
N N ) ) N N 2 2
= Q;ﬁd Ga+% (|Ua| — a1l ) dr — 2@2_:1‘/_” Ua41 - uaGaJr% + |ua] Ga+% — Ugy—1 'uaGa,% — |ual Gafé da
o N
= ];[O;/Td Gort ([ual® = [uaril?) da - JZO;/W Ut - aGayy + o’ Gy y do

N V-l
+ 0y Z / Ug - Uat1Goq 1 + \%+1\2Ga+% de =0
a=0 T

and the energy is then

N N
d ) 2
(ﬁ/TdEdm+;/Td4uh|D(u@)| da:+NaZ:l/Td/-z(ua+1ua) dz = 0

with
1 N
2 2
E = 3 (Ngh + g hua> + Ngzph.

a=1
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For the BD-entropy, we have

N N
1
52 |Ua+1| - |U(X| Z (Gu-‘r%(ua-‘r% —U@) _Ga—%(u(x—% —ua)) Vg
a=1 a=1
1Y N
"2 ZG (loa-sal* = fval*) Z(Ga+%(u +3 7 "V T Z Gogi(tats = Ugq1) Va1
a=1 a=1
N-1 )
- Z =Goyt [Uayd - (Va = Vat1) + (Uat1 * Vat1 = Ua Vo) = §(|'Ua+1|2 - |Ua|2)}
a=1
N-1 )
- _Ga+% Ugtl - (Ua — Uat1) + [Uat1]® = [tal® + 40(Uat1 — ua) - Viogh — §(|va+1\2 — val?)
a=1
N-1
1 2 2
- —YUa4l a+i ° a — Ua+1 5 a+l| — |[Ua
_ G2u2(u U )+2(|u | uq|?)
a=1 L
N-1 _ .
=2 “Gary |(ta —tat1) <ua+§ 5 (Uat1 + ua))] =0.
a=1 L

Then we obtain

1d 2y , d 2
5&/ hZ| val”d +7&/ h?dz + Ng— zbhdm+/rd2uh|curlva\ da

N
+4N1/g/ |Vh|? dw+4Nz/g/ Vzb~Vhdw+/<;Z/ [Vat1 — Val* dz
Td Td d

+ Z /d N2 dlv(h(ua — uj)))2 de = 0.

Jj= a+1
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