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Abstract—Overlays are reconfigurable architectures synthe-
sized on commercial of the shelf (COTS) FPGAs. Overlays bring
some advantages such as portability, resources abstraction, fast
configuration, and can exhibit features independent from the host
FPGA. We designed a fine-grained overlay implementing novel
features easing the management of such architectures in a cluster
of heterogeneous COTS FPGAs. This demonstration shows the
use of this overlay in an FPGA cluster, performing a hardware
application live migration between two nodes of a cluster. It also
illustrates fault tolerance of the cluster.

I. INTRODUCTION

Overlays are reconfigurable architectures implemented on
top of FPGAs. They are regular designs described using
structural HDL, but have reconfigurable capabilities. They may
be considered as “softcore FPGA IPs”. Thus, an overlay can
be envisioned from two levels of abstraction: i) the functional
architecture is the top view, it is the set of reconfigurable
elements available to the applications that target the overlay;
i) the implementation is the bottom view, it is the way the
functional architecture is implemented and synthesized (as a
regular IP) on the host FPGA. The functional architecture of
an overlay is independent from its implementation and from
its host FPGA. Different granularities can be considered: fine-
grained overlays are generally composed of LUTs operating
at the bit level, while function units of coarser architectures
use mathematical operators on words. Overlays are similar
to the Java Virtual Machine which enables the exact same
bytecode to be executed on different processors (with different
instructions sets) for which the JVM has been compiled for.

Thus, overlays have three advantages:

o they can be used to implement the same functional
architecture on different hosts, bringing bitstream com-
patibility between heterogeneous COTS FPGAs;

« the overlay functional architecture may be coarser, sim-
pler, or offer more complex macro blocks than the one
offered by the architecture of its host;

o the overlay designers can add features to the overlay im-
plementation that may not be present on the host FPGA,
such as dynamic context saving/restoring or configuration
pre-loading.

However, compared with a bare metal use of FPGA re-

sources, FPGA virtualization with overlays has a significant

cost in terms of resources usage and operating frequency.
Therefore, overlays are used in applications for which their
advantages justify virtualization cost. Sekanina used coarse
grained overlays [1] for evolvable hardware research, bene-
fiting from shorter synthesis and configuration time. Lysecky
et al. [2] designed a fine grained overlay with extra routing
resources to ease the task of their Just-In-Time synthesizer.
To lower compilation time, Coole and Stitt introduced in-
termediate fabrics [3], which are application specific coarse
grained overlays. Dirk Koch et al. [4] integrated a fine-
grained overlay in the datapath of a MIPS processor to get
a portable custom instructions set softcore processor. Brant
and Lemieux addressed the area overhead problem by doing
target specific optimizations on the implementation of their
fine-grained overlay named ZUMA [5], getting a ratio down
to 40 physical LUT per virtual LUT, which is less than one
third of a none optimized implementation. Jain et al. [6]
also decreased their overlay size down to 70 % and reached
frequencies excessing 300 MHz by efficiently using the host
DSP blocks in the coarse grained virtual functional units.

Our work aims at virtualizing reconfigurable resources from
a heterogeneous set of COTS FPGAs (i.e. from different
vendors, and with different characteristics), interconnected as
a cluster. Over the lifetime of its infrastructure, components of
such an FPGA cluster are gradually updated and replaced (to
follow technology evolution over time, and FPGAs sales and
trends). This results in FPGAs with different characteristics
and from different vendors being used at the same time. How-
ever, a bitstream generated for a given FPGA cannot be loaded
into a FPGA of a different model. In this context, overlays
are relevant as they allow homogenizing these resources: an
application design targeting the overlay is no longer tied to
a limited set of FPGAs from the cluster, and can run on any
node implementing the overlay.

Moreover, overlay implementations can be instrumented to
ease the management of such a cluster. In this work, we add
novel features to extract or inject the execution state of an
overlay, to allow hardware task preemptive scheduling on a
node, and application live migration between nodes. This, in
turns, allows to perform load balancing or consolidation, to
manage application priorities and to provide fault tolerance.



II. OVERLAY DESIGN AND USE

In this work, we designed a LUT based overlay. Even
though fined-grained overlays exhibit an important area and
timing overhead, they are more general purpose than coarser
architectures which are limited to data-flow applications due
to the lack of control structures, and are tied to application
domains by the choice of their operators.

The overlay HDL description is automatically generated
from a set of architectural parameters. The generated HDL
code is portable and can be simulated or implemented on any
COTS FPGA. The top part of Fig. 1 shows the synthesis flow
from the overlay generation to its physical implementation on
FPGA.

Synthesizing an application design to the overlay archi-
tecture is done in different steps. First a RTL synthesizer
transforms the application description into a netlist composed
of latches and arbitrary logic gates. This netlist is then
transformed, optimized and mapped to the overlay resources.
Next, it is placed and routed on the overlay. Finally, the virtual
bitstream is generated by extracting the configuration of each
one of the overlay’s resources according to the placed and
routed netlist. These four synthesis steps are gathered in one
step called “synthesis targeting the overlay” at the bottom of
Fig. 1.
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Fig. 1. Two flows: overlay synthesis on the FPGA, and application synthesis
on the overlay.

III. OBJECT OF THE DEMONSTRATION

We propose a demonstration that illustrates:

« how to offer an homogeneous view of a heterogeneous
set of FPGAs;

o the live migration of a hardware application design be-
tween two nodes;

« fault tolerance of an overlay cluster.

The setup includes two FPGAs from two vendors (Xilinx and
Altera) as compute nodes, and a host PC as a controller. The
hardware application design is an image filter. It is synthesized,
placed an routed for the proposed overlay. The generated
virtual bitstream (vBitstream) is a job to be executed on a
compute node. A screen is attached to each FPGA node,
displaying the result of the image being filtered, so that the
audience can visualize the progress of the job execution. Fig. 2
shows the experimental setup. The two FPGAs are connected
to the host PC through Ethernet, each one is attached to an
ARM processor running a local hypervisor whose part is to
transfer the host management requests to the FPGA. For this
demonstration, the processors are also used to display the
image being processed.

The first goal is to show the execution of the same ap-
plication design (from the exact same vBitstream) on two
different FPGAs. This is done by deploying the same overlay
architecture on both Xilinx and Altera FPGAs. Then the host
PC is used to dispatch the vBitstream of the synthesized filter
application on both FPGAs.

Live migration is demonstrated by running the filter applica-
tion on one node, halting the application execution, capturing
the execution state of the node’s overlay, and then restoring
the state on the overlay of the second node. The application
resumes on the second node.

Fault tolerance at the cluster level is illustrated by running
the filter application on one node. The host controller regularly
backups the execution state of the running node. Then the
power of the running node is shut down. When the host
controller notices that the running node have disappeared
(the node does not respong to heartbeat pings anymore), the
host sends the vBitstream of the interrupted application along
with the last execution state backup to the second node. The
execution resumes on the second node at the last backup.
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Fig. 2. Experimental setup.
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