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Abstract— In many imaging systems and in particular in X ray Computed Tomography (CT) the reconstruction problem can be written as a linear inverse problem. This is the case in X ray Computed Tomography (CT) [1, 2]. In these problems, the solution often has a sparse representation in a suitable basis. This sparsity property can be exploited in the reconstruction algorithm. For example, for a piecewise continuous or constant image, using Haar Transform (HT) gives rise to very sparse coefficients. To impose sparsity, three great categories of priors have been used: i) Generalized Gaussian (GG), ii) mixture of two Gaussian and iii) the heavy tailed probability density functions such as Cauchy and its generalisation a Student-t [3, 4, 5, 6].

In this work we consider Student-t model in its hierarchical Normal-Inverse Gamma with an appropriate dictionary based coefficient. Then, thanks to the hierarchical generative model of the observation, we derive the expression of the joint posterior law of all the unknowns and an alternate optimisation algorithm for obtaining the joint MAP solution. We then detail the implementation issues of this algorithms for parallel computation and show the results on real size 2D and 3D phantoms.

1 Introduction

In many imaging systems, very often the reconstruction problem can be written as a linear inverse problem. This is the case in X ray Computed Tomography (CT) [1, 2]. In these problems, the solution often has a sparse representation in a suitable basis. This sparsity property can be exploited in the reconstruction algorithm. For example, for a piecewise continuous or constant image, using Haar Transform (HT) gives rise to very sparse coefficients. To impose sparsity, three great categories of priors have been used: i) Generalized Gaussian (GG), ii) mixture of two Gaussian and iii) the heavy tailed probability density functions such as Cauchy and its generalisation a Student-t [3, 4, 5, 6].

In this work we consider Student-t model in its hierarchical Normal-Inverse Gamma with an appropriate dictionary based coefficient. Then, thanks to the hierarchical generative model of the observation, we derive the expression of the joint posterior law of all the unknowns and an alternate optimisation algorithm for obtaining the joint MAP solution.

We then detail the implementation issues of this algorithms for parallel computation and show the results on real size 2D and 3D phantoms.

2 Proposed model

We consider a linear model

\[ g = Hf + \epsilon \]  

where \( f \) is the object to be reconstructed, \( H \) is the forward model, \( g \) the observed quantities and \( \epsilon \) represents the errors. We choose an appropriate basis or dictionary \( D \) for the object \( f \) in such a way that we can write

\[ f = Dz + \xi \]  

and such that \( z \) is sparse. For imposing the sparsity of \( z \) we propose to use the generalized Student-t prior for its elements \( z_j \):

\[ \text{St}(z_j|\alpha, \beta) = \int_0^\infty \mathcal{N}(z_j|0, v_{z_j}) \mathcal{IG}(v_{z_j}|\alpha, \beta) \, dv_{z_j} \]  

which gives us the possibility to write

\[ \begin{align*}
\mathcal{p}(z_j|v_{z_j}) &= \mathcal{N}(z_j|0, v_{z_j})^{-1/2} \exp \left( -\frac{1}{2} \sum_j \frac{z_j^2}{v_{z_j}} \right) \\
\mathcal{p}(v_{z_j}) &= \mathcal{IG}(v_{z_j}|\alpha_{z_0}, \beta_{z_0}) \propto \exp \left( -\frac{\alpha_{z_0}}{v_{z_j}} - \frac{\beta_{z_0}}{\sum z_j^2} \right)
\end{align*} \]  

and where

\[ 
\mathcal{p}(z|v_z) = \prod_j \mathcal{p}(z_j|v_{z_j}), \quad \mathcal{p}(v_z) = \prod_j \mathcal{p}(v_{z_j}|\alpha_{z_0}, \beta_{z_0}) \\
\mathcal{p}(z, v_z|\alpha_{z_0}, \beta_{z_0}) = \mathcal{p}(z|v_z) \mathcal{p}(v_z|\alpha_{z_0}, \beta_{z_0}).
\]

In the forward model (1) and the prior model (2) we also use Student-t for the elements of \( \epsilon \) and \( \xi \) which give rise to the following relations:

\[ \begin{align*}
\mathcal{p}(g|f, v_\epsilon) &= \mathcal{N}(g|Hf, V_\epsilon) \\
\mathcal{p}(v_\epsilon) &= \prod_j \mathcal{IG}(v_\epsilon_j|\alpha_{\epsilon_0}, \beta_{\epsilon_0})
\end{align*} \]  

and

\[ \begin{align*}
\mathcal{p}(f|z, v_\xi) &= \mathcal{N}(f|Dz, V_\xi) \\
\mathcal{p}(v_\xi) &= \prod_j \mathcal{IG}(v_\xi_j|\alpha_{\xi_0}, \beta_{\xi_0})
\end{align*} \]  

With these prior models, we can show the graphical generative model of the data as follows:

\[ \begin{align*}
\mathcal{g} &= Hf + \epsilon \\
f &= Dz + \xi, \quad \text{z sparse} \\
\mathcal{p}(g|f, v_\epsilon) &= \mathcal{N}(g|Hf, V_\epsilon) \\
\mathcal{p}(f|z, v_\xi) &= \mathcal{N}(f|Dz, V_\xi) \\
\mathcal{p}(v_\epsilon) &= \prod_j \mathcal{IG}(v_\epsilon_j|\alpha_{\epsilon_0}, \beta_{\epsilon_0}) \\
\mathcal{p}(v_\xi) &= \prod_j \mathcal{IG}(v_\xi_j|\alpha_{\xi_0}, \beta_{\xi_0})
\end{align*} \]  

Figure 1: The graphical model of the generative forward model for linear inverse problems and hierarchical sparsity enforcing model.

With these relations and equations, the expression of the posterior law of all the unknowns writes:

\[ 
\begin{align*}
\mathcal{p}(f, z, v_\epsilon, v_z, v_\xi|g) \propto \mathcal{p}(g|f, v_\epsilon) \mathcal{p}(f|z, v_\xi) \mathcal{p}(z|v_z) \\
\mathcal{p}(v_\epsilon) \mathcal{p}(v_z) \mathcal{p}(v_\xi)
\end{align*} \]  

(7)
We can then use it for inferring these unknowns. Classically, there are two major estimators: JMAP and Posterior Means (PM). The JMAP writes:

\[
(f, z, v_e, v_b, v_\xi) = \arg \max_{f, z, v_e, v_b, v_\xi} \{p(f, z, v_e, v_b, v_\xi | g) \}
\]  

(8)

for which, the easiest optimisation is alternate optimisation. Hopefully, with the proposed hierarchical structure and conjugate priors, in any of these steps we have analytical solutions:

\[
egin{align*}
    f &\leftarrow \min_{f} \left\{ J(f) = \| g - Hf \|_V^2 + \| f - Dz \|_{V_\xi}^2 \right\} \\
    z &\leftarrow \min_{z} \left\{ J(z) = \| f - Dz \|_{V_\xi}^2 + \| z \|_{V_e}^2 \right\} \\
    v_{e_i} &\leftarrow (\beta_\alpha + \frac{1}{2} |g_i - [Hf]|)^2 / (\alpha_\alpha + 3/2) \\
    v_{\xi_j} &\leftarrow (\beta_\lambda + \frac{1}{2} |f_j - [Dz]|)^2 / (\alpha_\lambda + 3/2) \\
    v_{z_j} &\leftarrow (\beta_\tau + \frac{1}{2} |z_j|^2) / (\alpha_\tau + 3/2)
\end{align*}
\]

(9)

As we can see, the main part of the algorithm is two optimization of quadratic criteria which can also be written as

\[
\begin{align*}
    J(f) &= \| g - Hf \|_V^2 + \| f - Dz \|_{V_\xi}^2 \\
    J(z) &= \| f - Dz \|_{V_\xi}^2 + \| z \|_{V_e}^2 \\
    &\leq \| V_{\xi}^{-1/2} (g - Hf) \|_V^2 + \| V_{\xi}^{-1/2} (f - Dz) \|_V^2 \\
    &\leq \| V_{\xi}^{-1/2} (f - Dz) \|_V^2 + \| V_{z}^{-1/2} z \|_V^2
\end{align*}
\]

(10)

For implementation of the gradient based optimisation algorithms we need their gradients:

\[
\begin{align*}
    \nabla J(f) &= -2H'V_{\xi}^{-1}(g - Hf) + 2V_{\xi}^{-1}(f - Dz) \\
    \nabla J(z) &= -2D'V_{\xi}^{-1}(f - Dz) + 2V_{z}^{-1}z
\end{align*}
\]

(11)

The algorithm we propose here which can be implemented efficiently and scales up for real applications and Big Data is as follows:

\[
\begin{align*}
    f &\leftarrow f - \gamma_f \nabla J(f) \\
    z &\leftarrow z - \gamma_z \nabla J(z) \\
    v_{e_i} &\leftarrow (\beta_\alpha + \frac{1}{2} |g_i - [Hf]|)^2 / (\alpha_\alpha + 3/2) \\
    v_{\xi_j} &\leftarrow (\beta_\lambda + \frac{1}{2} |f_j - [Dz]|)^2 / (\alpha_\lambda + 3/2) \\
    v_{z_j} &\leftarrow (\beta_\tau + \frac{1}{2} |z_j|^2) / (\alpha_\tau + 3/2)
\end{align*}
\]

(12)

where \(\gamma_f\) and \(\gamma_z\) have to be adapted and updated at each iteration.

3 Simulation results

To show the effectiveness of the proposed method, we show here two examples of X ray image reconstruction from 32 projections. The images have 128x128 and 512x512 pixels and in both cases we simulated 32 projections uniformly distributed between 0 and 180 degrees. A Gaussian noise is added in such a way to have a SNR of 20dB.

We will show examples of 3D reconstruction results in the final paper. These results are obtained with objects of volume 256x256x256 and 32 projections of size 256x256.

4 Conclusion

We proposed a hierarchical Normal-Inverse Gamma prior for modelling the sparsity of both the error terms of the data-forward model and the error terms of dictionary based decomposition of the unknown images. With these priors we obtain an expression for the joint posterior law of all the unknowns (image itself \(f\), the coefficients of the decomposition \(z\) and their respective hidden variances \(v_e\), \(v_\xi\) and \(v_z\)). An approximate Bayesian Computation (ABC) based on the alternate optimization of this joint posterior law with respect its arguments gives an algorithm which can be implemented in an efficient way which can scales up for real applications.
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