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Abstract—This document provides additional numerical results in support of the primary article entitled Eigenrange: A robust spectral method for dimensionality reduction. The aim of this document is to illustrate the accuracy of our approach compared to traditional estimators of the dimension of the signal space. First a brief description of several state-of-the-art methods is provided, then the performance of our method is compared to that of the others on simulated data.

I. ASSESSMENT ON SYNTHETIC DATA

A. Description of traditional selection methods

A standard method based on PCA uses the number of principal components to explain a given part, say \( \pi \), of the total variance in the data [1], [2]. In our simulations we use \( \pi = 80\% \) and \( \pi = 95\% \).

The kink method or scree test analyses the scree graph, that is the plot of the ordered sample eigenvalues [1]. As the pure noise eigenvalues \( \lambda_r, \ldots, \lambda_m \) are constant, the scree graph has a (more or less pronounced) kink or elbow at the \((r+1)\)-th sample eigenvalue, see Figure 1 in the principal paper.

Another approach relies on so-called eigengaps, that is the distance between consecutive eigenvalues. The eigengap method, as formalized in [3], is intended to identify the beginning of the flat part of the scree graph, made up of the pure noise eigenvalues. This method is shown to be consistent when \( p/n \) tends to some constant \( c \).

B. Comparison to the state of the art

To compare the performance of the different estimators we conducted an intensive simulation study. Here we present detailed results for the two settings of Figure 1 in the principal paper. Recall that in setting (a) there are three times more parameters \( p \) than observations \( n \), i.e. \( c = 3 \). For the signal space dimension we have \( r = 3 \) and spikes take rather distinct values with \( \alpha = [30, 20, 10] \). Here \( \sigma^2 = 1 \) is supposed to be known. In scenario (b) there are two times more observations than parameters, i.e. \( c = 0.5 \), which is a somewhat easier setting than the previous one. However, there are several spiked eigenvalues that are very close one to another with \( \alpha = [12, 5.3, 5.2, 5.1, 5] \). Moreover, \( \sigma^2 = 1.5 \) is unknown.

For different values of \( n \), 1000 datasets with Gaussian noise are generated. Figure 1 shows the resulting boxplots for the eigenrange, eigengap and the kink method, while Table 1 presents the success rates of the different methods, including the standard method (explained variance). The success rate is the proportion of datasets on which the estimator exactly recovers the signal dimension \( r \).

The first observation is that the standard method completely fails for both \( \pi = 80\% \) and \( \pi = 95\% \), and in general, the signal space dimension is overestimated by far. This is not surprising as the standard method is not conceived to recover the signal space dimension and does not have the property of consistency, but it may be appropriate for different purposes as e.g. visualization. We do not further consider the method based on the explained variance.

Second, the eigenrange method has a very good performance in both settings \((\sigma^2 \text{ known/unknown and for different values of } c)\) for any number of observations. Moreover, the accuracy of the eigenrange method increases when \( n \) and \( p \) increase,
TABLE I
Success rates of eigenrange (ER), eigengap (EG), kink method, standard method based on the part of explained variance (80% and 95%) on 1000 simulated datasets each.

(a) $c = 3$, $r = 3$, $\alpha = [30, 20, 10]$, $\sigma^2 = 1$ known

<table>
<thead>
<tr>
<th>$n$</th>
<th>ER</th>
<th>EG</th>
<th>Kink</th>
<th>80%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.48</td>
<td>0.42</td>
<td>0.49</td>
<td>0.53</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1000</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

(b) $c = 0.5$, $r = 5$, $\alpha = [12, 5, 3, 5, 2, 5, 1, 5]$, $\sigma^2 = 1.5$ unknown

<table>
<thead>
<tr>
<th>$n$</th>
<th>ER</th>
<th>EG</th>
<th>Kink</th>
<th>80%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.62</td>
<td>0.00</td>
<td>0.51</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>500</td>
<td>1.00</td>
<td>0.14</td>
<td>0.77</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5000</td>
<td>1.00</td>
<td>0.48</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

confirming the consistency of the estimator.

Finally, in setting (a) the eigenrange, eigengap and the kink method all give excellent results and their performance is very similar. Slight differences in accuracy only occur on very small datasets. However, in setting (b) we observe significant differences between the three methods: both the eigengap and the kink method are much less performant than the eigenrange method. The reason for this behavior becomes clear with a look on the scree graph in Figure 1(b) in the principal paper. Indeed, there are four spiked eigenvalues which are almost identical, so that the scree graph captures a first elbow at the second sample eigenvalue, followed by a relatively flat part until the fifth sample eigenvalue. Hence, in this scenario, it often happens that the kink method relies on this first elbow for the estimation of $r$, while the eigengap method regularly interprets the flat part (starting at the second eigenvalue) as the beginning of the pure noise eigenvalues. This is our intuition why both methods tend to underestimate the signal space dimension $r$.

The conclusion of our simulation study is that the accuracy of the eigenrange method is very high and robust in various settings. When all signal eigenvalues take very distinct values, the eigenrange method achieves comparable results to the state of the art. However, it clearly outperforms traditional methods whenever signal eigenvalues take similar values. As in practice generally nothing is known about the values of the signal eigenvalues, we recommend the usage of the eigenrange method to recover the signal dimension $r$. This is further made clear on some real data examples in Section IV of the principal paper.
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