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Abstract
A general symmetric Trefftz Discontinuous Galerkin method is built for solving the Helmholtz equation with piecewise constant coefficients. The construction of the corresponding local solutions to the Helmholtz equation is based on a boundary element method. A series of numerical experiments displays an excellent stability of the method relatively to the penalty parameters, and more importantly its outstanding ability to reduce the instabilities known as the “pollution effect” in the literature on numerical simulations of long-range wave propagation.
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1. Introduction

When used for solving the Helmholtz equation over several hundreds of wavelengths, usual Finite Element Methods (FEM) are faced with the drawback generally called “pollution effect”. Roughly speaking, it is necessary to augment the density of nodes to maintain a given level of accuracy, when increasing the size of the computational domain. This in turn rapidly exceeds the capacities in storage and computing even in the framework of massively parallel computer platforms (cf., for example, [1, 2, 3] and the references therein).

Several approaches have been proposed to cure this flaw. At first, for such kinds of numerical solutions, it turns out that Discontinuous Galerkin (DG) methods are more efficient than standard FEMs, also called Continuous Galerkin (CG) methods. This efficiency seems to be due in part to the less strong inter-element continuity characterizing these methods (cf., for example, [4, 5]). This was confirmed in [6] where it is shown that
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it is possible to keep the efficiency of the DG methods by allowing discontinuities only at the interior of the elements in terms of bubble functions with penalized jumps.

Another advantage of DG methods lies in the opportunity to use shape functions, more adapted to the approximation of the solution to the interior Partial Differential Equations (PDE) of the problem, but, contrary to polynomials, with poor properties for enforcing the usual inter-element continuity conditions of the FEM. In this respect, Trefftz methods, or in other words methods for which the local shape functions are wave functions (cf., for example, [7, 8] and the references therein), were intensively used to alleviate the aforementioned "pollution effect". The combination of a Trefftz method with a DG one therefore resulted in numerous approaches for solving wave equation problems called Trefftz DG method (TDG) (see, for example, [9, 10, 11, 7] and the references therein).

Actually, Trefftz methods without strong inter-element continuity were used for some time now in the context of the so called Ultra Weak Variational Formulation (UWVF) devised by Després [12, 13]. It was discovered later that this formulation can be recast in the context of a TDG method [14, 15, 9].

Some criticisms have however been addressed to the DG methods. They mainly concern the increase of the coupled degrees of freedom and a suboptimal convergence of their approximate fluxes. Hybridized versions of the DG (HDG) methods were proposed in response to these challenges [16]. However to our knowledge, HDG methods have not been used yet in the framework of a Trefftz method but only with usual local polynomial approximations [17], except in a recent paper [18], where these methods were combined in an elaborate way with geometrical optics at the element level to efficiently solve the Helmholtz equation in the high frequency regime. Since the local shape functions are only asymptotic solutions to the Helmholtz equation then, such a kind of method can be called quasi-Trefftz HDG. It is worth noting that this kind of methods cannot handle the low and the mid frequency regimes.

Instead of DG methods, some authors prefer to use a Lagrange multiplier or a least-square technique to enforce the continuity conditions (cf. [19, 20, 21]). These continuity conditions are also ensured from consistency and uniqueness arguments in the Variational Theory of Complex Ray (VTCR) method (cf. [22, 7]). We have not retained these approaches in this paper, mainly because we were not convinced on the capabilities of these methods, not based on a global handling of the problem equations, to efficiently face the "pollution effect". However, further investigations are necessary to confirm this claim.

On the other hand, it is generally admitted that Boundary Integral Equations (BIE) lead to less "pollution effect" than FEMs even if to our knowledge, no formal study has confirmed such a property. Such a good behavior is probably due to the fact that BIEs can be seen as particular Trefftz methods, posed in one element, when such an interpretation is taken to the extreme. It is hence tempting to use the free space Green kernel in an approximation procedure for the interior Helmholtz equation to reduce the "pollution effect". This way to proceed has been already considered in [23]. However it relies upon the construction of a uniform grid in a homogeneous medium of propagation, which is manageable with very special boundaries and boundary conditions only. It seems thus difficult to extend this approach to problems involving varying coefficients or realistic geometries and boundary conditions. The aim of this study is precisely to mix two approaches by combining DG methods with BIEs, to devise a TDG method which can
efficiently handle particular Helmholtz equations with varying coefficients. Specifically, either the coefficients of the Helmholtz equation are piecewise constant or they can be approximated by piecewise constant functions on a sufficiently refined decomposition of the computational domain, called *DG formulation mesh* in the rest of this paper.

The idea of building a FEM in which local shape functions are obtained on the basis of a BIE has been recently investigated in [24, 25]. Our work stands out from these approaches in using DG framework and an improved approximation of the Dirichlet-to-Neumann (DtN) operator. The latter is a key feature here for matching the local solutions at the interfaces of the mesh. The corresponding method can be viewed globally as a DG method at the level of the DG formulation mesh and locally as a BIE at the element level. Actually, BIEs are used only to compute the DtN operator within each element of the DG formulation mesh. As shown below, the quality of the overall solution strongly depends on the accuracy of the approximation of the DtN operator. Specific numerical procedures have therefore been developed to increase the accuracy of this approximation. Similar techniques were considered in [26, 27]. Our method is also formulated as a symmetric variational formulation of the corresponding boundary-value problem. Its derivation is inspired by [28] (see also [29, p. 122]) where Symmetric Interior Penalty (SIP) methods have been designed. The symmetry yields an important gain. The storage of the boundary integral operators involved in the formulation is indeed avoided, the contribution of the BIEs being element-wise only. It is also worth noting that all the degrees of freedom of the discrete problem to be solved are located on the “skeleton” of the mesh, that consists of the boundaries of the elements of this mesh. Such a feature moves towards HDG methods even if it keeps with unknowns on both sides of the interfaces. Note as well that our choice of the local approximating functions allows the approximation of both the propagating and evanescent waves in a natural way. It should be noted also that, even if the method, considered here, is of Trefftz type, the local approximations are done by means of a Boundary Element Method (BEM) (cf., for example, [30, 31]). As a result, these approximations are ultimately performed in terms of piecewise polynomial functions on a BEM mesh. In contrast then to usual Trefftz methods (cf., for example, [19, 11, 32, 9, 13] to cite a few), *h* or *p* refinements are as simple and efficient as in a standard FEM. In the following, this method is called the BEM Symmetric Trefftz DG method and more concisely denoted by BEM-STDG.

The paper is organized as follows. In Section 2, after stating the boundary-value problem, we first derive the variational formulation of the symmetric TDG method and show how it can be connected to previous DG formulations. Section 3 develop the BEM procedure used to define the Trefftz method. Section 4 is devoted to the numerical validation of the method in two dimensions, while Section 5 deals with the comparison of its performances with a standard Interior Penalty DG (IPDG) method based on element-wise polynomial approximations. A final brief section gives some concluding remarks and indicates further studies that can extend the current one.

### 2. The symmetric Trefftz DG method

After stating the wave propagation problem, we describe the most general DG formulation considered in this study.
2.1. The Helmholtz boundary-value problem

The DG variational formulations of the Helmholtz equation (cf., for example, [7, 9, 10]) are generally obtained by writing the wave equation in the form of a first-order PDE system. Most of the studies dedicated to the DG solution of this problem (in addition to the previous references, see, for example, [13, 15, 33, 3]) deal with the Helmholtz equation with constant coefficients. When focusing on acoustics, the fluctuations of pressure and velocity then correspond to the propagation of an acoustic wave in an ideal stagnant and uniform fluid (cf., for example, [34, Chap. 2]). We follow here a more general path and consider as in [35] that the propagation is related to an ideal stagnant fluid but not necessarily uniform. The acoustic system for such a configuration can be written as follows (cf., for example, [36, Eqs. (64.5) and (64.3)]):

\[
\begin{align*}
\frac{1}{c^2} \partial_t p + \nabla \cdot \mathbf{v} &= 0, \\
\rho \partial_t \mathbf{v} + \nabla p &= 0,
\end{align*}
\]

where \(c\) and \(\rho\) are the speed of sound and the density within the stagnant fluid and \(p\) and \(\mathbf{v}\) are respectively the acoustic fluctuations of the pressure and the velocity. Hereafter data \(c\) and \(\rho\) are assumed to be piecewise positive constants. As this will be clear below, the handling of the related discontinuities is an important feature of the DG formulation.

To be consistent with the notation used in previous works [7, 9, 10, 33, 3], we denote the phasors of the pressure and the velocity by a different symbol: \(u\) for \(p\) and \(\sigma\) for \(\mathbf{v}\) defined according to the following identities and characterizations

\[
\begin{align*}
p(x, t) &= \Re (e^{-i\omega t} u(x)), \\
v(x, t) &= \Re (e^{-i\omega t} \sigma(x)).
\end{align*}
\]

In the above definitions, \(\Re z\) is the real part of the complex number \(z\), and \(\omega > 0\) is the angular frequency. The solution of (1) is hence reduced to

\[
\begin{align*}
-\frac{i\omega}{c^2} u + \nabla \cdot \sigma &= 0, \\
-i\omega \rho \sigma + \nabla u &= 0.
\end{align*}
\]

We now assume that the equations are set in a bounded polygonal/polyhedral domain \(\Omega \subset \mathbb{R}^d (d = 2, 3)\) and denote by \(\partial \Omega\) its boundary. Using the piecewise constant wave number \(\kappa = \omega/c\), and considering a non overlapping decomposition \(\partial \Omega_D, \partial \Omega_N, \text{ and } \partial \Omega_R\) of \(\partial \Omega\), we recast the above system as the following Helmholtz equation with varying coefficients supplemented with typical boundary conditions

\[
\begin{align*}
\nabla \cdot \frac{1}{\rho} \nabla u + \kappa^2 u &= 0 \quad \text{in } \Omega, \\
u |_{\partial \Omega_D} &= g_D \quad \text{on } \partial \Omega_D, \\
\frac{1}{\rho} \nabla u \cdot \mathbf{n} &= g_N \quad \text{on } \partial \Omega_N, \\
\frac{1}{\rho} \nabla u \cdot \mathbf{n} - i Y u &= g_R \quad \text{on } \partial \Omega_R.
\end{align*}
\]

The third boundary condition is expressed in terms of a function \(Y\) yielding the surface compliance of \(\partial \Omega_R\) up to a multiplicative constant, assumed to be also piecewise constant. The sources producing the wave are embodied in the right-hand sides \(g_D, g_N\) and \(g_R\).

We have denoted by \(\mathbf{n}\) the unit normal on \(\partial \Omega\) outwardly directed to \(\Omega\) (see Fig. 1).

If the right-hand sides \(g_D, g_N\) and \(g_R\) are respectively in \(H^{1/2}(\partial \Omega_D)\), in \(L^2(\partial \Omega_N)\) and in \(L^2(\partial \Omega_R)\) and assuming furthermore that \(\Re Y \geq \nu > 0\) on a part of \(\partial \Omega_R\) with a
non vanishing length/area, it is well-known that problem (4) admits one and only one solution \( u \) in \( H^1(\Omega) \) (cf., for example, [37, 38]).

The Helmholtz equation with variable coefficients in system (4) is exactly the wave equation considered in [35], where the boundary condition is written as

\[
\frac{1}{\varrho} \partial_n u - i\eta u = Q \left( -\frac{1}{\varrho} \partial_n u - i\eta u \right) + g
\]

with \( \eta = \kappa/\varrho \) and \( Q \) and \( g \) given here by

\[
\begin{align*}
Q &= -1, & g &= -2i\eta g_D, & \text{on } \partial\Omega_D, \\
Q &= +1, & g &= 2g_N, & \text{on } \partial\Omega_N, \\
Q &= (1 - Y/\eta) / (1 + Y/\eta), & g &= (1 + Q)g_R, & \text{on } \partial\Omega_R,
\end{align*}
\]

thus expressing the three boundary conditions in (4) in terms of a single one. This is more than another way of writing the boundary conditions. It makes it possible to express the “incoming wave” \( (1/\varrho)\partial_n u - i\eta u \) in terms of a reflection of the “outgoing wave” \( Q (-1/\varrho)\partial_n u - i\eta u \) and a source term \( g \).

It is worth noting however that Helmholtz equation is involved in other kinds of wave propagation problems. An important example of these is related to seismic waves where attenuation effects must be accounted for in addition to the propagation features. The Helmholtz equation governing this kind of waves is then in the following form [39]

\[
\Delta u + \frac{\varrho \omega^2}{E} u = 0
\]

where \( \varrho \) and \( \omega \) are the density and the angular frequency and \( E \) is the complex modulus of the medium. Clearly this equation can be put in the above setting by substituting \( 1/c^2 \) for \( \varrho/E \) and \( \varrho \) for 1 in system (3). This thus leads to a complex wave number \( \kappa \). Since we are mainly interested on accurately accounting for long-range propagation, we limit ourselves below to real coefficients.

2.2. The variational formulation

2.2.1. The DG formulation mesh

At first, we consider a non overlapping decomposition \( T \) of \( \Omega \) in polyhedral/polygonal subdomains of the computational domain \( \Omega \), called the DG formulation mesh.

![Figure 1: Schematic view of the computational domain.](image)
Figure 2: The DG formulation mesh in 2D.

Considering that the elements $T \in \mathcal{T}$ are open sets of $\mathbb{R}^d$, we therefore assume that

$$\Omega = \bigcup_{T \in \mathcal{T}} T, \quad T \cap K = \emptyset \quad \text{if } T \neq K.$$  

It is worth recalling that the DG formulation mesh can be quite arbitrary. An example of a suitable mesh in the two-dimensional case is depicted in Fig. 2.

We always assume that the coefficients $\rho$ and $\kappa$ of the Helmholtz equation are real positive constants within each $T \in \mathcal{T}$ and denoted there by $\rho_T$ and $\kappa_T$ respectively.

We move on defining the interior and boundary edges/faces which play an important role in the DG methods. An interior edge/face $F$ is a special part of the boundary $\partial T$ of $T \in \mathcal{T}$ shared by the boundary $\partial K$ of another $K \in \mathcal{T}$. It is defined as follows

$$F = \partial T \cap \partial K \quad \text{when the length/area of } F \quad > 0.$$  

Some other definitions characterize $F$ by requiring that it contains at least $d$ points constituting a non degenerated simplex (segment and triangle in the two- and the three-dimensional case respectively) [28]. Boundary edges/faces $F$ are defined similarly by replacing $K$ with the exterior of $\Omega$. We use a set notation $\mathcal{F}_I$ and $\mathcal{F}_\partial$ to refer to the collections of interior and boundary edges/faces respectively. We are hence led to define the skeleton

$$\mathcal{F} = \mathcal{F}_I \cup \mathcal{F}_\partial$$  

of the DG formulation mesh $\mathcal{T}$, which as for some other TDG methods (see, for example, [7]) play an important role in the construction of the method proposed in this study.

Clearly the interior edges/faces $F$ constitute a non-overlapping decomposition of the following curve/surface

$$\Gamma = \bigcup_{F \in \mathcal{F}_I} F.$$  

In the same way, the boundary edges/faces yield a non-overlapping decomposition of $\partial \Omega$

$$\partial \Omega = \bigcup_{F \in \mathcal{F}_\partial} F.$$  

In Fig. 2, $\Gamma$ is depicted in grey while $\partial \Omega$ is in black.
2.2.2. Basic principle of the variational formulation

For a test function \( v \) in \( H^1(\Omega) \), since the solution \( u \) to the boundary-value problem (4) is sought in \( H^1(\Omega) \) and satisfies \( \nabla \cdot (1/\rho \nabla u) = - (\kappa^2/\rho) u \) in \( \Omega \), yielding that \( \nabla \cdot (1/\rho \nabla u) \) is in \( L^2(\Omega) \), we can use the following Green formula to get

\[
\sum_{T \in \mathcal{T}} \int_T \left( \frac{1}{\rho_{\nabla}} \nabla u \cdot \nabla v - \frac{\kappa^2}{\rho_{\nabla}} uv \right) \, dx
= \sum_{T \in \mathcal{T}} \int_T \left( \frac{1}{\rho_{\nabla}} \nabla u \cdot \nabla v + v \nabla \cdot \frac{1}{\rho_{\nabla}} \nabla u \right) \, dx
\]

(10)

with

\[
v_T = v|_{\partial T}
\]

the trace being taken from the values of \( v \) inside \( T \), and \( \langle \cdot , \cdot \rangle_{\partial T} \) the bilinear form underlying the duality product \( H^{-1/2}(\partial T) \times H^{1/2}(\partial T) \) which reduces to the integral

\[
\left\langle \left( \frac{1}{\rho_{\nabla}} \nabla u \right) |_{\partial T} \cdot n_T , v_T \right\rangle_{\partial T} = \int_{\partial T} \left( \frac{1}{\rho_{\nabla}} \nabla u \right) |_{\partial T} \cdot n_T v_T ds
\]

(12)

when \( \left( \frac{1}{\rho_{\nabla}} \nabla u \right) |_{\partial T} \cdot n_T \) is in \( L^2(\partial T) \) (cf., for example, [40]). Vector \( n_T \) is the unit normal to \( \partial T \) directed outwards \( T \).

In the context of DG methods, the \( L^2(\partial T) \) regularity in formula (12) is of fundamental importance. Actually, this regularity is ensured by either of the two following equivalent assumptions: \( u_T \in H^1(\partial T) \) or \( u \in H^{3/2}(T) \) (cf., for example, [40, Th. 4.24 and p. 209]). Thus, when setting a DG method, two interpretations are equally possible: assume that the variational solution \( u \) owns the extra regularity \( u \in H^{3/2}(T) \) for all \( T \in \mathcal{T} \) or that \( u \) is approximated in each \( T \) by a function of \( a \) priori assumed smoothness. We choose the first alternative in the rest of this paper: \( u \) is sought in the following space

\[
X_T = \left\{ v \in L^2(\Omega) : \Delta v + \kappa^2 v = 0 \text{ in } T, v|_T \in H^{3/2}(T), \forall T \in \mathcal{T} \right\}
\]

simultaneously ensuring that \( u_T \in H^1(\partial T) \) and \( (1/\rho_{\nabla} \nabla u)|_{\partial T} \cdot n_T \in L^2(\partial T) \).

Actually below, we can take advantage of the fact that the normal component of \( 1/\rho \nabla u \) is continuous across \( F \) to write the sum of the integrals on each \( \partial T \) in the following manner

\[
\sum_{T \in \mathcal{T}} \int_{\partial T} \left( \frac{1}{\rho_{\nabla}} \nabla u \right) |_{\partial T} \cdot n_T v_T ds = \sum_{F \in \mathcal{F}_2} \int_F \left[ \frac{1}{\rho_{\nabla}} \nabla u \cdot [v] \right] ds + \sum_{F \in \mathcal{F}_3} \int_F \left[ \frac{1}{\rho_{\nabla}} \nabla u \cdot n_F v \right] ds
\]

(13)

using the widespread notation (cf., for example, [41]) for the jump of \( v \) across \( F \)

\[
[ v ] = n_T v_T + n_K v_K,
\]

(14)

\( T \) and \( K \) being the two elements of the mesh sharing edge/face \( F \).
It is part of the derivation of the variational formulation of the DG method to express the continuity of the normal component of $1/\varrho \nabla u$ across any edge/face $F$ from the mean of its traces on both sides of $F$

$$\| \frac{1}{\varrho} \nabla u \| = \frac{1}{2} \left( \left. \left( \frac{1}{\varrho} \nabla u \right) \right|_{\partial T} + \left. \left( \frac{1}{\varrho} \nabla u \right) \right|_{\partial K} \right) \quad (15)$$

thus arriving to

$$\sum_{T \in T} \int_{\Omega T} \frac{1}{\varrho} (\nabla u \cdot \nabla v - \kappa^2 \varrho uv) \, dx = \int_{\Omega} \left\| \frac{1}{\varrho} \nabla u \left[ v \right] \right\| ds + \int_{\partial \Omega \varrho} \frac{1}{\varrho} \nabla u \cdot n v ds. \quad (16)$$

### 2.2.3. General variational formulation of the symmetric Trefftz-DG method

In the same way, assuming now that test function $v$ is also an element of $X_T$ and based this once on the fact that the unknown $u$ is continuous across the interfaces $F$, we can write

$$\sum_{T \in T} \int_{\Omega T} \frac{1}{\varrho} (\nabla u \cdot \nabla v - \kappa^2 \varrho uv) \, dx = \int_{\Omega} u \left[ \frac{1}{\varrho} \nabla v \right] ds + \int_{\partial \Omega} \frac{1}{\varrho} \nabla v \cdot n \, ds \quad (17)$$

where the jump $[1/\varrho \nabla v]$ is defined by

$$\left[ \frac{1}{\varrho} \nabla v \right] = \left. \frac{1}{\varrho} \nabla v \right|_{\partial T} \cdot n_T + \left. \frac{1}{\varrho} \nabla v \right|_{\partial K} \cdot n_K. \quad (18)$$

**Remark.** We have adopted the notation usually used in the DG discretizations to denote by the same symbol the jumps of scalar- and vector-valued functions. The context clearly indicates what kind of jump is considered (cf., for example, [41, 29]).

In the same way as for $1/\varrho \nabla u$, we substitute the mean value

$$\left\| u \right\| = \frac{1}{2} (u_T + u_K), \quad (19)$$

for the trace of $u$ and use (16) to obtain the following variational equation set on the edges/faces of the DG formulation mesh $T$

$$\int_{\Omega} \left( \left\| u \right\| \left[ \frac{1}{\varrho} \nabla v \right] - \left[ \frac{1}{\varrho} \nabla u \right] \left[ v \right] \right) ds + \int_{\partial \Omega} \left( \frac{1}{\varrho} \nabla v \cdot n - \frac{1}{\varrho} \nabla u \cdot n v \right) ds = 0. \quad (20)$$

To design a symmetric formulation, we proceed as in [28, 2] (see also [29, p. 122]). We make use of the following jump values

$$[u] = 0 \quad \text{and} \quad \left[ \frac{1}{\varrho} \nabla u \right] = 0 \quad (21)$$

and the boundary conditions to add some consistent terms to Eq. (20) thus arriving to

$$\int_{\Omega} \left( \left\| u \right\| \left[ \frac{1}{\varrho} \nabla v \right] + \left[ \frac{1}{\varrho} \nabla u \right] \left[ v \right] - \left[ u \right] \left[ \frac{1}{\varrho} \nabla v \right] \right) ds$$

$$- \int_{\partial \Omega_D} \left( \frac{1}{\varrho} \nabla v \cdot n + \frac{1}{\varrho} \nabla u \cdot n v \right) ds$$

$$+ \int_{\partial \Omega_N \cup \partial \Omega_R} \left( \frac{1}{\varrho} \nabla v \cdot n + \frac{1}{\varrho} \nabla u \cdot n v \right) ds + 2 \int_{\partial \Omega_R} (-iY) uvds$$

$$= -2 \int_{\partial \Omega_D} g_D \frac{1}{\varrho} \nabla v \cdot n ds + 2 \int_{\partial \Omega_N} g_N vdsv + 2 \int_{\partial \Omega_R} g_R vds. \quad (22)$$
To stabilize the formulation, in view of already known DG methods [41, 9, 2], we finally add consistent penalty terms expressed by means of given functions $\alpha$, $\beta$, and $\delta$ defined on $\Gamma$ and $\partial\Omega$. In this way, we arrive to the following most general variational formulation on which are based the TDG methods considered in this paper

$$
\left\{ \begin{array}{l}
u \in X_T, \forall v \in X_T, \\
\alpha(u, v) = L v,
\end{array} \right.
$$

where $\alpha$ is the following symmetric bilinear form

$$
\alpha(u, v) = \int_{\Gamma} \left( \left\| \frac{1}{\theta} \nabla v \right\| + \left\| \frac{1}{\theta} \nabla u \right\| - \left\| \frac{1}{\theta} \nabla u \right\| \cdot [v] - \left\| u \right\| \cdot \left\| \frac{1}{\theta} \nabla v \right\| \right) ds
+ \int_{\partial\Omega} (\alpha[u][v] + \beta[\nabla \tau u] \cdot [\nabla \tau v]) ds
- \int_{\partial\Omega_D} \left( u \frac{1}{\theta} \nabla v \cdot n + \frac{1}{\theta} \nabla u \cdot n v \right) ds
+ \int_{\partial\Omega_N \cup \partial\Omega_R} \left( u \frac{1}{\theta} \nabla v \cdot n + \frac{1}{\theta} \nabla u \cdot n v \right) ds - 2 \int_{\partial\Omega_R} i Y u v ds
+ \int_{\partial\Omega_D} (\alpha u v + \beta \nabla \tau u \nabla \tau v) ds + \int_{\partial\Omega_N} \delta \frac{1}{\theta} \nabla u \cdot n \frac{1}{\theta} \nabla v \cdot n ds
+ \int_{\partial\Omega_R} \delta \left( \frac{1}{\theta} \nabla u \cdot n \frac{1}{\theta} \nabla v \cdot n + \frac{1}{\theta} \nabla u \cdot n v + u \frac{1}{\theta} \nabla v \cdot n - i Y u v \right) ds,
$$

and where the right-hand side is defined by

$$
L v = \int_{\partial\Omega_D} \left( -2 g_D \frac{1}{\theta} \nabla v \cdot n + \alpha g_D v + \beta \nabla \tau g_D \nabla \tau v \right) ds
+ \int_{\partial\Omega_N} \left( 2 g_N v + \delta g_N \frac{1}{\theta} \nabla v \cdot n \right) ds + \int_{\partial\Omega_R} 2 g_R v + \delta g_R \left( \frac{1}{\theta} \nabla v \cdot n + v \right) ds.
$$

In the above expressions, $\nabla \tau$ is the tangential gradient and

$$
\left\| \nabla \tau u \right\| \cdot [\nabla \tau v] = \nabla \tau (u_T - u_K) \cdot \nabla \tau (v_T - v_K)
= \nabla \tau (u_K - u_T) \cdot \nabla \tau (v_K - v_T)
$$
on any interior edge/face $F$ shared by elements $T$ and $K$.

**Remark.** Both of the following penalization terms involve only the Dirichlet traces of the solution and of the test function

$$
\int_{\Gamma} \alpha[u][v] ds, \quad \int_{\Gamma} \beta[\nabla \tau u] \cdot [\nabla \tau v] ds
$$

It is worth noting that the integrals involving the tangential gradient $\nabla \tau$ are well-defined for $u, v \in X_T$. However, these penalization terms are not really comparable. When $\alpha$ is large enough, the first one ensures the invertibility of the resulting linear system even if $\beta = 0$. For $\beta \neq 0$, $\alpha$ can be set independently from the mesh-size. When $\beta = 0$, $\alpha$ must be chosen very large, actually proportional to $1/h^2$, $h$ being the characteristic mesh-size. This point is confirmed by the numerical experiments given below. The following term

$$
\int_{\Gamma} \gamma \frac{1}{\theta} \nabla u \left\| \frac{1}{\theta} \nabla v \right\| ds
$$
could have been also considered to cover most of the usual DG methods. However, several numerical experiments, conducted all along this study, have always shown that the choice of parameter $\gamma$ is critical. Its modulus must be small enough (of order $10^{-2}$ of the wavelength) to avoid high instabilities which otherwise seriously damage the results. However, even for small $\gamma$, no real improvement was observed as compared to the case $\gamma = 0$. This is very important since considering (27) severely complicates the assembly process as this will be shown below.

At this point, we have set up the general variational framework of the formulation at the continuous level. Two additional steps are still pending.

- Define a Galerkin approximation of $X_T$. It is precisely a first novelty of this study to propose a BEM for carrying out this construction.

- Compute the bilinear and linear forms involved in the formulation. The main difficulty relies upon the need to compute as accurately as possible an approximation of the DtN map related to the Helmholtz equation within each $T \in T$. The second novelty of the method proposed in this paper is to perform this approximation through the introduction of a refinement of the mesh used for the BEM.

Before addressing these issues, we conclude this section by situating this formulation in the context of some DG methods formerly proposed to solve the above wave propagation problem.

### 2.3. Some previous Trefftz-DG formulations

A thorough review of Trefftz methods for solving the Helmholtz equation has been recently performed in [7]. We limit ourselves here to a comparison with methods of DG type. A clear definition of such a kind of methods is given in [7]: “DG” […] [are] methods that arrive at local variational formulation by applying integration by parts to the PDE to be approximated. In this respect, our formulation cannot be compared to the VTCR method which is a weighted residual approach (cf. [22, 7]), moreover written in terms of a nonsymmetric variational system.

#### 2.3.1. Interior Penalty DG Methods

Interior Penalty DG (IPDG) methods are mostly introduced as above by integration by parts at the element level and adding consistent penalty terms (see for instance [28, 2, 29] and the references therein).

Actually adapting the IPDG introduced in [28] for the Helmholtz equation in (4) and considering that $\partial \Omega_D = \partial \Omega$ as there, we obtain

$$
\sum_{T \in T} \int_T \frac{1}{\varepsilon} (\nabla u \cdot \nabla v - \kappa_T^2 uv) \, dx
- \int_{\Gamma} \left( \frac{1}{\varepsilon} \nabla u \cdot [v] + [u] \nabla v \right) \, ds
- \int_{\partial \Omega_D} \left( \frac{1}{\varepsilon} \nabla v \cdot n + \frac{1}{\varepsilon} \nabla u \cdot n \right) \, ds
+ \int_{\Gamma} \alpha [u] \cdot [v] \, ds
+ \int_{\partial \Omega_D} \alpha uv \, ds
= \int_{\partial \Omega_D} \left( -gD \frac{1}{\varepsilon} \nabla v \cdot n + \alpha g_D v \right) \, ds.
$$
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Using the fact that \( v \) is also a solution to the Helmholtz equation in \( T \) and integrating by parts once again, we get

\[
\begin{split}
&\int_{\Gamma} \left( \begin{array}{c}
\left[ \left[ \frac{1}{\rho} \nabla v \right] \cdot [v] - \left[ [u] \left[ \frac{1}{\rho} \nabla v \right] \right] \right] ds

+ \int_{\partial \Omega_D} \frac{1}{\rho} \nabla v \cdot \mathbf{n} ds - \int_{\partial \Omega_D} \left( \frac{1}{\rho} \nabla v \cdot \mathbf{n} + \frac{1}{\rho} \nabla u \cdot \mathbf{n} v \right) ds + \int_{\partial \Omega_D} \alpha u v ds

+ \int_{\Gamma} \alpha [u] \cdot [v] ds
\end{array} \right)
\end{split}
\]

Using the equivalent expressions

\[
\int_{\Gamma} u \left[ \left[ \frac{1}{\rho} \nabla v \right] \right] ds = \int_{\Gamma} \left[ \left[ u \right] \left[ \frac{1}{\rho} \nabla v \right] \right] ds \quad \text{and} \quad \int_{\Gamma} \left[ \left[ \frac{1}{\rho} \nabla u \right] \right] ds = 0
\]

and substituting \( g_D \) for \( u \) in the first integral on \( \partial \Omega_D \), we directly arrive to formulation (23) with \( \beta = \delta = 0 \).

Proceeding in the same way for the IPDG method considered in [2], we find again formulation (23) with \( Y = -\kappa \), \( g_D = 0 \), \( \delta = 0 \), \( \partial \Omega_N = \emptyset \).

It is clear from the above examples that, up to some consistent terms, any IPDG method can be put in the form of variational formulation (23) with suitable values for the penalty parameters \( \alpha \), \( \beta \), \( \delta \).

2.3.2. DG methods based on numerical fluxes

For the Helmholtz equation, DG methods based on numerical fluxes can be divided in two broad classes: those which are a simple reformulation of the above IPDG methods and those which can be linked to an upwinding numerical scheme. Actually, in the context of the solution of the Helmholtz equation, the upwinding techniques are intimately related to the UWVF as this was brought out in [14]. However, upwinding is seemingly stated in the literature in a clear manner only for the Helmholtz equation with constant coefficients. We found it useful to recall some features about these techniques to more clearly set out the difference between a real upwind scheme and a simple enforcement of the continuity conditions when the PDE coefficients are discontinuous.

The starting point is the use of either of the following techniques performed in every element \( T \) of the DG formulation mesh:

- **the primal method**, as it is called in [9], which consists in integrating by parts the Helmholtz equation with the additional feature that \( v \) is a solution to the local Helmholtz equation,

- **the mixed method** [10], where the integration by parts is carried out on a first-order system, which is an equivalent formulation of the Helmholtz equation with as test function a pairing \( (v, \tau) \) solution to the complex conjugate system (this can also be done without reference to the scalar equation, directly on system (3), in [14]).

Both of these approaches give rise to the following variational equation

\[
\int_{\partial T} (\mathbf{\hat{\sigma}} \cdot \mathbf{n}_T v_T + \mathbf{\hat{u}} n_T \cdot \mathbf{\tau}) \, ds = 0 \tag{28}
\]
where \( \hat{\sigma} = \sigma_T \) and \( \hat{u} = u_T \), without further steps being taken, (see [33] also).

In a series of papers (cf. [7] and the references therein), Hiptmair, Moiola, Perugia, and their co-authors obtained variational formulation (23) without the consistent terms added to the above IPDG methods to get a symmetric variational formulation. It is worth mentioning that the variational formulation used in these studies is not symmetric. It can lead however to a symmetric linear system if the involved edge/face integrals are calculated exactly. However, it is often not possible to benefit from such a favorable possibility.

An obvious advantage of a symmetric formulation is to reduce by a factor 2 the memory storage and the computational time. Primal FEM formulations of a symmetric problem are symmetric by nature. This is not the case for other formulations like DG methods or BEMs. Even if it is well-established for problems leading to a linear system with a hermitian positive definite matrix only, several studies, specially on BIE formulations of transmission problems or on BEM-FEM coupling, insist on the fact that the variational formulations of symmetric problems must preferably be symmetric (cf., for example, [42, 43]). Relatively more recently, a theoretical study in 1D [44] showed that symmetric DG methods own strong stability properties so that they do not need to be stabilized by penalty terms.

2.3.3. The upwinding scheme

The UWVF formulation for the Helmholtz equation can actually be seen as a upwinding scheme derived at the level of the second-order scalar PDE. As mentioned above in the introduction, it is shown in [15, 9] that, for the Helmholtz equation with constant coefficients, the UWVF can be recast in the framework of the above TDG method for particular values of \( \alpha, \beta, \delta \) and also parameter \( \gamma \) when considering augmented formulations involving the jump of the normal trace. Formulation (23) can hence be viewed as a symmetric variational extension of the UWVF method if some specific mathematical properties of the UWVF are not pursued, namely, the fact that the UWVF leads to a formulation set in terms of the perturbation of the identity by a norm diminishing operator [13]. However, one must be aware that then our formulation cannot any longer be considered as an upwinding scheme. In the same way, the extension given in [35] for boundary-value problem (4) for piecewise constant coefficients, cannot be considered as an upwinding scheme. Actually, this extension can be interpreted as a centered method for designing a local homogeneous propagation environment first and using a upwinding scheme then. A similar handling of discontinuous coefficients is standard in the numerical solution of time domain hyperbolic systems. A nice presentation of this technique is given in [45]. It is indeed shown in [46] that the propagation medium can be set arbitrarily before performing the upwinding scheme while keeping the general properties of the UWVF. In the case of homogeneous propagation medium, [14] clearly shows the connection of the UWVF with an upwinding scheme. It turns out that matching conditions (21) can be rewritten as a balance sheet of the incoming and outgoing waves crossing an edge/face \( F \).
3. The BEM symmetric Trefftz DG method

For \( T \in \mathcal{T} \), the DtN operator associates the “dual variable”

\[
q_T = \left( \frac{1}{\varrho_T} \nabla v \right) |_{\partial T} \cdot n_T
\]

with the trace \( v_T \) on \( \partial T \) of \( v|_T \), hereafter called the “primal variable”, for \( v \in X_T \). We first show how \( X_T \) and the bilinear and linear forms involved in the DG formulation can be handled by expressing the DtN operator by means of a BIE approach. The BEM-STDG method can then be fully derived from a BEM approximation of \( q_T \) for each \( T \in \mathcal{T} \).

3.1. The boundary integral equation within each element of the DG formulation mesh

From the well-known integral representations of the solutions to the Helmholtz equation with constant coefficients, the restriction \( v|_T \) to each \( T \in \mathcal{T} \) of every \( v \in X_T \) can be expressed explicitly in terms of the above primal variable \( v_T \) and dual variable \( q_T \)

\[
v_T = \varrho_T V_T q_T + N_T v_T
\]

where the single-layer and the double-layer boundary integral operators are defined by

\[
V_T q_T(x) = \int_{\partial T} G_T(x, y) q_T(y) ds_y \quad (x \in \partial T)
\]

and

\[
N_T v_T(x) = -\int_{\partial T} \partial_{n_T(y)} G_T(x, y) v_T(y) ds_y \quad (x \in \partial T).
\]

respectively. The kernel \( G_T(x, y) \) involved in the above formulas is that corresponding to the outgoing solutions to the Helmholtz equation with wavenumber \( \kappa_T \). For the moment, we assume that the interior Dirichlet problem is well-posed within every \( T \in \mathcal{T} \). A geometrical criterion ensuring this property is given below. As a result, the single-layer boundary integral operator is invertible (see, for example, [40, p. 226]. It then follows that \( q_T \) can be obtained from \( v_T \) by solving the following BIE

\[
V_T q_T = \frac{1}{\varrho_T} \left( \frac{1}{2} - N_T \right) v_T.
\]

For all the properties related to the solution of Helmholtz equation by BIEs, we refer for instance to [37, 47, 31].

As a consequence, every \( v \in X_T \) can be parametrized by the set of traces \( \{ v_T \}_{T \in \mathcal{T}} \). Space \( X_T \) can thus be identified with the product space

\[
\prod_{T \in \mathcal{T}} H^1(\partial T).
\]

From now on, we use this identification to refer to \( X_T \).

We now turn our attention to the above-mentioned geometric criterion ensuring the well-posedness of the Dirichlet problem. It is stated as follows.
Geometric criterion. Assume that there exists a unit vector \( \mathbf{v} \) such that
\[
(x - y) \cdot \mathbf{v} \leq \lambda_T/2 \quad \text{for all } x \text{ and } y \text{ in } T,
\]
where \( \lambda_T = 2\pi/\kappa_T \) is the wavelength within \( T \). Then, the boundary-value problem for the Helmholtz equation with Dirichlet boundary condition and wavenumber \( \kappa_T \) is well posed in \( T \).

Set \( \ell = \sup (x - y) \cdot \mathbf{v} \). With no loss of generality, we can assume that \( T \subset [0, \ell] \times \prod_{i=2,\ldots,d} [0, \ell_i] \). From the min max principle, it can be argued that the first eigenvalue \( \chi^2 \) of the Laplace operator with a Dirichlet boundary condition satisfies
\[
\chi^2 \geq \pi^2 / (\ell_1^2 + \ell_2^2 + \cdots + \ell_d^2),
\]
thus establishing the criterion since \( \ell \leq \lambda_T/2 \), and therefore \( \kappa_T \leq \pi/\ell < \chi \).

It is well worth insisting on the fact that the geometric criterion is not used to make sure that \( p_T \) is uniquely determined by BIE (32) but is rather intended to ensure that the solutions to the Helmholtz equation in the interior of any \( T \) can be uniquely defined in terms of their Dirichlet trace on \( \partial T \). The invertibility of the single-layer potential \( V_T \) is a “by-product” of this condition on DG formulation mesh. Such a requirement should not be understood as a restriction but rather as a way to prevent the size of the local problems to increase at a scale that the assembly process becomes unmanageable.

3.2. The BEM symmetric Trefftz DG method

3.2.1. Two additional meshes

The set-up of the BEM within each \( T \in T \) requires a mesh of its boundary \( \partial T \). All of these local meshes are actually obtained by meshing the elements \( F \) of the skeleton \( F \) of the DG formulation mesh \( T \) introduced in (9). This is the second mesh involved in the formulation. It is referred to below as the BEM mesh and denoted by \( F^h \), \( h \) being as usual the related mesh-size. To be consistent with the functional framework (33), which, as discussed above, requires \( v_T \) to be in \( H^1(\partial T) \), the BEM mesh \( F^h \) must induce a boundary mesh \( F^h_{\partial T} \) on \( \partial T \) compatible with the construction of a continuous FEM on \( \partial T \). This is not at all restrictive in the two-dimensional case. In three dimensions, it is necessary to mesh each face \( F \) according to the usual matching conditions of a continuous FEM within the boundary \( \partial T \) of \( T \) (cf., for example, [48, 49]).

As already mentioned, the method requires a third mesh for accurately approximating the DtN map: the refined BEM mesh \( F^h_{N_{\text{add}}} \), which is obtained by subdividing each element \( \omega \) of \( F^h \) in \( N_{\text{add}} \) sub-elements. In the two-dimensional case, the refined BEM mesh \( F^h_{N_{\text{add}}} \) is obtained just by subdividing each segment of the BEM mesh \( F^h \) in \( N_{\text{add}} \) segments. In the same way than for \( F^h_{\partial T} \), the refined BEM mesh \( F^h_{N_{\text{add}}, \partial T} \) induces a refined boundary mesh \( F^h_{N_{\text{add}}, \partial T} \) on \( \partial T \).

A schematic view of these three meshes is displayed in Fig. 3.

3.2.2. Approximation of the primal variable

Each component \( v_T, T \in T \), of the primal variable \( v \) is sought as a polynomial function of degree \( m \), that is in \( \mathbb{P}_m \), within each element of the boundary mesh \( F^h_{\partial T} \), continuous on \( \partial T \). The primal variable \( v \) is multi-valued on \( \Gamma \cup \partial \Omega \). This is in contrast with the BEM-based FEM considered in [25, 24] where the approximation of the primal
Figure 3: Schematic view of the three kinds of meshes involved in the BEM-STDG method. The 4 polygonals constitute the DG formulation mesh $\mathcal{T}$. The vertices of the BEM mesh $\mathcal{F}^h$ and the refined BEM mesh $\mathcal{F}^h_3$ are marked by large dots and small circles respectively. Refinement parameter $N_{add}$ is taken here equal to 3. The boundary $\partial T$ of every polygonal $T \in \mathcal{T}$ is endowed with a boundary mesh $\mathcal{F}^h_{\partial T}$ induced by $\mathcal{F}^h$ and a refined boundary mesh $\mathcal{F}^h_{3\partial T}$ induced by $\mathcal{F}^h_3$.

variable is single-valued on $\Gamma \cup \partial \Omega$. To be more specific, $v_T$ is assumed to be continuous everywhere on $\partial T$ even at cross-points but has no connection with any other $v_K$ even if $\partial T$ and $\partial K$ are sharing common points or a common part. An idea on the continuity conditions that are imposed on the considered element-wise BEM is given in Fig. 4.

Figure 4: BEM mesh and nodes used in the 2D case.

Actually, this construction results in a finite dimensional Galerkin approximation $X^m_h(\partial T)$ of $X_T$, which can be identified to the product space $\prod_{T \in \mathcal{T}} X^m_h(\partial T)$, where $X^m_h(\partial T)$ is a $C^0$-BEM approximation of degree $m$ of $H^1(\partial T)$ on the boundary mesh $\mathcal{F}^h_{\partial T}$.

$$X^m_h(\partial T) = \{ v_T \in C^0(\partial T) ; v_T|_\omega \in P_m, \forall \omega \in \mathcal{F}^h_{\partial T} \} .$$

3.2.3. Approximation of the dual variables

The involvement of the BEM at the level of the TDG method is completely embodied in the approximation of the DtN operator expressing the dual variable $q_T$ in terms of $v_T$
by solving Eq. (32). The accuracy of this approximation is crucial for the reduction of the “pollution effect”. To enhance the sharpness of this procedure, we have adopted the following strategy:

- \( q_T \) is approximated on the boundary mesh \( F^h_{\text{Nadd,}\partial T} \);
- Contrary to \( v_T \), \( q_T \) is continuous within each edge/face \( F \) of \( \mathcal{F} \) only, but not at the junctions of the edges/faces; in other words, \( q_T \) can be multi-valued at the “cross-points” lying on \( \partial T \). The schematic drawing depicted in Fig. 5 provides an illustration of the continuity conditions imposed to the primal variable \( v_T \) and to the dual variable \( q_T \). It corresponds to the following values for the discretization parameters
  
  - polynomial degree of the local BEM on each \( \partial T \): \( m = 1 \),
  - each element \( T \) of the BEM mesh is divided into 2 sub-elements: \( N_{\text{add}} = 2 \).

Actually, the above approximation of the dual variable \( q_T \) corresponds to a Galerkin approximation \( M^{m,h}_{\partial T} = \prod_{T \in \mathcal{T}} M^{m,h}_{\partial T} \) of the product space \( M_T = \prod_{T \in \mathcal{T}} L^2(\partial T) \) built as follows. Denoting by \( \mathcal{F}_T \) the set of edges/faces \( F \), which form \( \partial T \), we have

\[
M^{m,h}_{\partial T} = \{ q_T \in L^2(\partial T) ; q_T \in C^0(F), \forall F \in \mathcal{F}_T, q_T|_\omega \in P_m, \forall \omega \in F^h_{\text{Nadd,}\partial T} \}.
\]

The following property \( X^{m,h}_T \subset M^{m,h}_T \), expressing of course that

\[
X^{m,h}_{\partial T} \subset M^{m,h}_{\partial T}, \forall T \in \mathcal{T}
\]

deserves a particular attention. It results from the construction of the refined BEM mesh \( F^h_{\text{Nadd}} \) and plays an important role below in the construction of the elemental matrices involved in the BEM.

**Remark.** It is important to note that only the nodal values of the primal variable are global. Those of the dual variables are used only at the level of element \( T \in \mathcal{T} \) in the assembly process.
3.2.4. The elemental matrices of the local BEM

Let us denote by \([u_T], [v_T]\) the column-wise vector whose components are the nodal values of \(u_T, v_T\) as elements of \(X_{m,h}^{m,h}\), and \([p_T^#, q_T^#]\) those of \(p_T, q_T\) as elements of \(M_{\partial T}^{m,h}\). Symbol \# distinguishes the two sets of nodes and the related matrices. In view of (35), \(u_T\) and \(v_T\) can be also singled out by the column-vectors \([u_T^#]\) and \([v_T^#]\) of their nodal values as elements of \(M_{\partial T}^{m,h}\). The respective nodal values \([u_T^#]\) and \([v_T^#]\) of \(u_T\) and \(v_T\) on the augmented set of nodes are obtained by interpolating \(u_T\) and \(v_T\) respectively on the refined mesh and by duplicating nodes where \(p_T\) or \(q_T\) are not continuous. In this way, \([u_T^#]\), \([v_T^#]\), \([p_T^#]\), and \([q_T^#]\) are all of the same length and have components all referring to the same nodes. The components of \([u_T^#]\) are expressed in terms of those of \([u_T]\) by means of an explicit matrix \([P_T]\)

\[
[u_T^#] = [P_T] [u_T].
\] (36)

Thus, assuming that all the involved functions are in \(M_{\partial T}^{m,h}\), we can define the matrices \([M_T^#], [V_T^#]\), and \([N_T^#]\) through the following identifications

\[
\begin{align*}
[q_T^#]^\top [M_T^#] [p_T^#] &= \int_{\partial T} p_T q_T ds, \\
[q_T^#]^\top [V_T^#] [p_T^#] &= \int_{\partial T} (V_T p_T) q_T ds, \\
[q_T^#]^\top [N_T^#] [p_T^#] &= \int_{\partial T} (N_T p_T) q_T ds,
\end{align*}
\]

\(p_T\) and \(q_T\) playing the role of generic functions in \(M_{\partial T}^{m,h}\) without referring specifically to dual variables exceptionally in the above and the following relations.

Any of the above matrices is obtained by an assembly process at the level of the above mesh \(\mathcal{F}_{N_{\text{add}}\partial T}^h\) from the following elemental matrices

\[
\begin{align*}
[q^#_u]^\top [M^#_u] [p^#_u] &= \int_{\partial T} p_T q_T ds, \\
[q^#_w]^\top [V^#_w] [p^#_w] &= \int_{\partial T} G_T (x, y) p_T (y) q_T (x) ds_y ds_x, \\
[q^#_w]^\top [N^#_w] [p^#_w] &= \int_{\partial T} \left( \partial_n G_T (x, y) p_T (y) q_T (x) ds_y ds_x \right)
\end{align*}
\] (37)

where \(u\) and \(w\) are two generic elements of the refined boundary mesh \(\mathcal{F}_{N_{\text{add}}\partial T}^h\).

Equation (32) then yields that nodal values \([p_T^#]\) and \([q_T^#]\) of the dual variables \(p_T\) and \(q_T\) are expressed at the level of element \(T \in \mathcal{T}\) in terms of the extended nodal values \([u_T^#]\) and \([v_T^#]\) of the primal variables \(u_T\) and \(v_T\) by

\[
\begin{align*}
[p_T^#] &= [D_T^#] [u_T^#], \\
[q_T^#] &= [D_T^#] [v_T^#], \\
[D_T^#] &= \frac{1}{v_T} [V_T^#]^{-1} \left( \frac{1}{3} [M_T^#] - [N_T^#] \right).
\end{align*}
\] (38)
It is at this level that the well-posedness of the interior Dirichlet problem for the
laplacian enters into the picture. It ensures the invertibility of matrix \( \begin{bmatrix} V \end{bmatrix}^T \).

Using (36), we thus get the numerical approximation of the DtN operator
\[
\begin{bmatrix} p_T^# \end{bmatrix} = \begin{bmatrix} D_T^# \end{bmatrix} [P_T] [u_T] \tag{39}
\]
in terms of the nodal values \([u_T]\) of \(u_T\) and \([p_T^#]\) of \(p_T\).

3.2.5. The BEM-STDG method

Collecting the vectors \([u_T]\) and \([v_T]\) for \(T \in T\) in column-wise vectors \([u]\) and \([v]\) respectively, and expressing \([p_T^#]\) and \([q_T^#]\) from (39), we form by means of an assembly
process, detailed below, the square matrix \([A]\) and column-wise vector \([b]\) through the
following identifications
\[
[v]^T [A] [u] = a(u, v), \quad [v]^T [b] = L v, \text{ for } u, v \in X^{m,h}_T.
\]
We are hence led to solve the symmetric linear system
\[
[A] [u] = [b].
\]

Clearly, \([A]\) is also a sparse matrix in the meaning that any couple of degrees of
freedom, belonging to two elements of the DG formulation mesh \(T\), and not sharing a
common edge/face, are not connected.

3.2.6. The assembly process

As usual the assembly process is based on a decomposition of the above bilinear and
linear forms as a sum of local forms related to each element \(T \in T\)
\[
a(u, v) = \sum_{T \in T} \sum_{F \in F_T} a_{F,T}(u, v), \quad L v = \sum_{T \in T} \sum_{F \in F_T} L_{F,T} v. \tag{40}
\]
However, some additional notation and observations are required before the explicit
expressions of these local forms can be obtained.

When \(F\) is an interior edge/face shared by \(T\) and \(K\), defining in Eq. (29) by \(p_K\) and \(q_K\) the dual variables related to \(K\), the integrals on \(F\) involved in \(a(u, v)\) can be written in a simpler form
\[
\int_F (\langle u \rangle [a \nabla v] + [a \nabla u] [v]) - \langle u \nabla v \rangle \cdot [v] - \langle v \rangle \cdot [a \nabla u]) \, ds
\]
\[
= \int_F (u_T q_K + u_K q_T + p_T v_K + p_K v_T) \, ds, \tag{41}
\]
\[
\int_F (\alpha [u] [v] + \beta [\nabla_T u] [\nabla_T v]) \, ds =
\]
\[
\int_F \alpha (u_T - u_K) v_T + \beta \nabla_T (u_T - u_K) \cdot \nabla_T v_T ds + \int_F \alpha (u_K - u_T) v_K ds + \beta \nabla_T (u_K - u_T) \cdot \nabla_T v_K ds, \tag{42}
\]
In this way, the related contribution \( a_{F,T}(u, v) \) to the global bilinear form \( a(u, v) \) reads

\[
a_{F,T}(u, v) = \int_F (pTv_K + u_Kq_T) \, ds + \int_F (\alpha u_T (v_T - v_K) + \beta \nabla_T u_T \cdot \nabla_T (v_T - v_K)) \, ds. \tag{43}
\]

The expressions of \( a_{F,T}(u, v) \) and \( L_{F,T}v \) for \( F \in \mathcal{F}_\partial \) are obtained in a straightforward way by using the appropriate integral according to the involved part of \( \partial \Omega \) and substituting \( p_T \) and \( q_T \) for respectively \( \left( \frac{1}{\ell} \nabla u \right) |_{T} \cdot n_T \) and \( \left( \frac{1}{\ell} \nabla v \right) |_{T} \cdot n_T \).

Remark. It is very important to point out that the variational formulation involves no penalty terms for matching the dual variables. Only \( p_T \) and \( q_T \) occur in the expressions of the local forms but neither \( p_K \) nor \( q_K \) related to an adjacent element \( K \). Boundary element matrix \( [D_T^\#] \) can therefore be computed only at the level of the assembly of element \( T \) and has not to be stored. Otherwise, to consider the term

\[
\int_F \gamma [a \nabla u][a \nabla v] ds = \int_F \gamma (p_T + p_K) q_T ds + \int_K \gamma (p_K + p_T) q_K ds \tag{44}
\]

in the formulation, we must either store matrix \( [D_K^\#] \) expressing \( p_K \) from \( u_K \) or compute it twice. As mentioned above, the consideration of this term would generate difficulties at the level of both the stability of the method and its effective implementation with no gain.

3.2.7. Calculation of the elemental integrals

To maintain the accuracy of the global procedure, and specifically the error corresponding to the "pollution effect" at a minimum level, a particular attention must be paid to the accuracy of the integrals involved in the BEM. Here, we limit ourselves to the 2D case which is the framework of the numerical tests given in the subsequent text.

In view of (37), we are led to calculate integrals in the following form

\[
\int_\omega \int_\omega \mu(x) \lambda(y) G(x, y) ds_y ds_x \quad \text{and} \quad \int_\omega \int_\omega \mu(x) \lambda(y) \partial_{n_\omega} G(x, y) ds_y ds_x
\]

with \( \lambda \) and \( \mu \) in \( \mathbb{P}_m \). The following notation and properties are used to describe how the above integrals have been dealt with:

- \( \omega \) and \( \upsilon \) are respectively the segments \([a, b]\) and \([c, d]\);
- \( y_s = a + s \tau_\omega, x_t = c + t \tau_\upsilon; h = |b - a|, \ell = |d - c|; \tau_\omega = (b - a)/\ell, \tau_\upsilon = (d - c)/h; y_{h/2} = y_\omega, \) the mid-point of \( \omega; x_{\ell/2} = x_\upsilon, \) that of \( \upsilon; \)
- \( \lambda(y_s) \) and \( \mu(x_t) \) are in \( \mathbb{P}_m \) as functions of \( s \in [0, h] \) and \( t \in [0, \ell] \) respectively;
- \( G(x, y) = (i/4)H^{(1)}_0(\kappa|x - y|); \) \( H^{(1)}_0 \) is the Hankel function of the first kind of order 0 and \( \kappa \) the local wavenumber;
integrals are extracted from the following expansions of the Hankel functions with $0 \leq m$

The functions of the codes classically used to evaluate the Bessel-Neumann functions $Y_f$ with the right-hand side is an integral on a rectangle with only bounded singularities: it is integrate floating point cancellation. The parts of the integrals related to $\kappa, x - y$ are grouped with the other integrals involving a bounded singularity coming from the procedure described right below and integrated using the CUBPACK library [50].

One is thus led to the evaluation of the two integrals

$$\int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s G(x_t, y_s) ds dt \quad \text{and} \quad \int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s \partial n_x G(x_t, y_s) ds dt \quad (45)$$

with $0 \leq k, l \leq m$.

When $|x_t - y_s| > 1.5 \max(h, \ell)$, the above integrals are calculated by a Gauss formula integrating polynomials of degree $3m$ exactly. Otherwise, the singular parts of the integrals are extracted from the following expansions of the Hankel functions

$$\begin{align*}
\frac{i}{n} H_0^{(1)}(\kappa |x - y|) &= -\frac{1}{2\pi} \ln |x - y| + R_0^{(1)}(\kappa, |x - y|), \\
-\frac{i}{n} H_1^{(1)}(\kappa |x - y|) &= -\frac{1}{2\pi} \frac{1}{|x - y|} + R_1^{(1)}(\kappa, |x - y|).
\end{align*} \quad (46)$$

The functions $R_0^{(1)}(\kappa, |x - y|)$ and $R_1^{(1)}(\kappa, |x - y|)$ are obtained from an adaptation of the codes classically used to evaluate the Bessel-Neumann functions $Y_0(\kappa |x - y|)$ and $Y_1(\kappa |x - y|)$ which mainly avoids to lose significant digits which may result from floating point cancellation. The parts of the integrals related to $R_0^{(1)}(\kappa, |x - y|)$ and $R_1^{(1)}(\kappa, |x - y|)$ are grouped with the other integrals involving a bounded singularity coming from the procedure described right below and integrated using the CUBPACK library [50].

One is thus led to the evaluation of the two integrals

$$\int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s \ln |x_t - y_s| ds dt \quad \text{and} \quad \int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s \partial n_x \ln |x_t - y_s| ds dt. \quad (47)$$

The following decomposition

$$s^k = s^{k-1} ((y_s - x_t) \cdot \tau_\omega - (c - x_t) \cdot \tau_\omega) \quad (48)$$

and an induction procedure reduce the evaluation of the above singular integrals to the following ones

$$\int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s f(|x_t - y_s|) ds dt =$$

$$\int_{t=0}^{h} \int_{s=0}^{\ell} k^s l^s \left( \sum_{p=0}^{l-1} s^{l-1-p} (- (c - x_t) \cdot \tau_\omega)^p \right) (y_s - x_t) \cdot \tau_\omega f(|x_t - y_s|) ds dt +$$

$$\int_{t=0}^{h} t^k \left( - (c - x_t) \cdot \tau_\omega \right) t \int_{s=0}^{\ell} f(|x_t - y_s|) ds dt \quad (49)$$

with $f(|x_t - y_s|) = \ln |x_t - y_s|$ or $f(|x_t - y_s|) = \partial n_x \ln |x_t - y_s|$. The first term in the right-hand side is an integral on a rectangle with only bounded singularities: it is inte-

• $n_\omega$ is the unit normal to segment $\omega$ obtained by rotating $\tau_\omega$ by $\pi/2$ in the clockwise direction, assumed to be compatible with the unit normal to the boundary $\partial T$ outwardly directed to the element $T \in T$. Clearly the calculation reduces to the evaluation of the following two types of integrals
grated as above with the CUBPACK library. For the second term, elementary calculations, but too long to be reported here, yield

$$\int_{s=0}^{t} f(|x_t - y_s|) ds =$$

\[
\begin{align*}
(d - x_t) \cdot \tau_c \ln |d - x_t| - (c - x_t) \cdot \tau_c \ln |c - x_t| - \ell + d_{x_t} \theta_{x_t}, \\
\text{sgn}((c - x_t) \cdot n_{x_t}) = \ln |x_t - y_s|,
\end{align*}
\]

where \(d_{x_t}\) and \(0 \leq \theta_{x_t} \leq \pi\) are respectively the distance of \(x_t\) to the line supporting segment \(v\) and the angle under which it is seen from \(x_t\), and \(\text{sgn}\) is the function sign. Therefore, the evaluation of the second term in the right-hand side of (49) is reduced to that of a 1D integral with only bounded singularities, similarly computed with the CUBPACK library.

The integrals evaluated by the CUBPACK library are reduced to integrals on the square \([0,1] \times [0,1]\) for double integrals and on the segment \([0,1]\) for simple integrals respectively. The parameters used for these evaluations are the following (see the documentation of the CUI routine (CUBPACK USER INTERFACE)): \(\text{KEY} = 7\), \(\text{JOB} = 1\), \(\text{TUNED} = 1\), \(\text{EPSABS} = 1.D-8\), \(\text{EPSREL} = 1.D-10\), \(\text{NEVAL} = 10,000,000\). The program is stopped if parameter \(\text{IFAIL}\) is returned with a value not equal to 0, that is, when the adaptive integration fails to converge.

4. Validation of the numerical method

We begin with the statement of a problem, which involves long-range wave propagation in a typical way. This problem will provide us with a good guideline for measuring the level of “pollution effect” occurring in any numerical solution of the problem. We will hence be able to compare the performances of the BEM-STDG method with those of the usual polynomial IPDG one. Prior to that, we first give in this section some numerical results validating the numerical approach.

4.1. The boundary-value problem

We consider the following example inspired from the wave propagation in a duct with rigid walls as presented in [51]

\[
\begin{align*}
\Delta u + \kappa^2 n^2 u = 0 & \text{ in } \Omega, \\
u(0, y) = 1, \quad \partial_x u(2L, y) - i\kappa u(2L, y) = 0, \quad 0 < y < H, \\
\partial_y u(x, 0) = \partial_y u(x, H) = 0, \quad 0 < x < 2L,
\end{align*}
\]

set in

\[
\Omega = \{(x, y) \in \mathbb{R}^2; \quad 0 < x < 2L, \quad 0 < y < H\},
\]

(see Fig. 6) where \(\kappa\) is constant and \(n\) is the piecewise constant function given by

\[
n = \begin{cases} 
1 & \text{for } |x - L| > D, \\
n_0 & \text{for } |x - L| < D.
\end{cases}
\]
Comparatively with the problem considered in [51], we added a Dirichlet boundary condition on the inlet boundary. In this way, we deal with the three kinds of boundary conditions since we additionally have Neumann and Fourier-Robin boundary conditions on respectively the rigid walls and the outlet boundary. Moreover here, it is possible to consider a non homogeneous duct by choosing \( n_0 \) constant but \( \neq 1 \).

Indeed, the solution to this problem is independent of \( y \) and can be expressed in terms of four parameters: \( R, T, R_D, \) and \( T_D \) as follows

\[
 u(x, y) = \begin{cases} 
 T_D e^{i\kappa n_0 (L-D)x} + R_D e^{-i\kappa n_0 (L-D)x}, & \text{for } |x - L| < D, \\
 (1-R) e^{i\kappa x} + Re^{-i\kappa x}, & \text{for } x < L - D, \\
 T e^{i\kappa x}, & \text{for } x > L + D.
\end{cases}
\]  

(53)

Parameters \( R, T, \) and \( R_D \) can be expressed in terms of \( T_D \) through

\[
 \begin{align*}
 T_D &= \frac{2 e^{i\kappa n_0 D}}{(n_0 + 1) e^{-i\kappa (L-D)} (1 - e^{4i\kappa n_0 D})}, \\
 e^{i\kappa n_0 D} R_D &= \frac{n_0 - 1}{n_0 + 1} T_D e^{i\kappa n_0 D}, \\
 e^{i\kappa n_0 D} T &= \frac{2n_0}{n_0 + 1} e^{i\kappa (n_0 - 1) D} T_D, \\
 e^{i\kappa L} R &= -\frac{n_0 - 1}{2} e^{-i\kappa (n_0 + 1) D} (1 - e^{4i\kappa n_0 D}) T_D.
\end{align*}
\]  

(54)

which itself is given by

\[
 T_D = \frac{2 e^{i\kappa n_0 D}}{(n_0 + 1) e^{-i\kappa (L-D)} (1 - e^{4i\kappa n_0 D})}.
\]  

(55)

We use the following errors for characterizing the accuracy of the numerical results:

- Maximum global error

\[
 \text{Err}_\infty = 100 \max_{(x_m, y_m)} \frac{|u(x_m, y_m) - u_m|}{\max |u(x, y)|}
\]  

(56)

where \( u_m \) is the nodal value at node \((x_m, y_m)\) of the solution delivered by the BEM-STDG method;

- Error on the transmitted wave

\[
 \text{Err}_T = 100 |T - T_{\text{comp}}|
\]  

(57)

where \( T \) is the coefficient, given above, characterizing the solution for \( x > L - D \), and \( T_{\text{comp}} \) is its approximate value obtained from the numerical simulation;
• Error on the reflected wave

\[ \text{Err}_R = 100 |R - R_{\text{comp}}| \]  

(58)

obtained similarly to ErrT.

In this part, the BEM mesh \( \mathcal{F}^h \) is obtained by dividing each edge \( F \) of the skeleton \( \mathcal{F} \) of \( T \) in \( N_h \) segments.

Parameters \( \alpha = \beta = 1.0 \times 10^2 \), and \( \delta = 0 \) have been specified empirically. Parameter \( \beta \) was proposed in [2] to improve the stability of the DG method. At first sight, this term may be interpreted as a way to automatically increase the penalty parameter when considering a more refined BEM mesh. For instance, for the case of an evanescent wave, as considered below, it was necessary to take \( \alpha = 1.0 \times 10^6 \) for \( \beta = 0 \) to reach the accuracy obtained with the previous choice for \( \alpha \) and \( \beta \). However, at least in domain decomposition methods, it was observed for a long time that writing the matching conditions at the interfaces of the subdomains in this way greatly improves the convergence of the related iterative process [52]. Actually, the method has a low sensitivity relatively to these parameters as soon as \( \alpha \) and \( \beta \) are taken sufficiently large, greater than \( 1.0 \times 10^2 \) and less than \( 1.0 \times 10^7 \).

4.2. Validation of the BEM-STDG method

We first validate the BEM-STDG method on two problems of small size. The first one concerns the duct problem considered above and the second one is related to the approximation of an evanescent wave.

4.2.1. A duct problem of small size

We consider the above duct problem with the following data:

- \( \kappa = \pi \),
- length of the duct: \( 2L = 10 \) half-wavelengths, width of the duct: \( H = 2 \) half-wavelengths,
- thickness of the contrasted layer: \( 4 \) half-wavelengths (\( D = 2 \)) and its refractive index relatively to the rest of the duct: \( n_0 = 2 \).

The DG formulation mesh of the duct is depicted in Fig. 7. The two vertical straight lines define the boundary of the contrasted layer.

Figure 7: The DG formulation mesh used for solving the small size duct problem.

The parameters used for the BEM-STDG method are the following:
Mesh-size of the DG formulation mesh $\mathcal{T}$ outside the contrasted layer: $h_{\text{max}} = 1$,
- Mesh-size of $\mathcal{T}$ inside the contrasted layer: $h_{\text{layer}} = 0.5$,
- Number of segments per edge of the DG formulation mesh to get the BEM mesh: $N_h = 16$,
- Number of added segments for the approximation of the DtN operator: $N_{\text{add}} = 4$,
- Polynomial degree used in the BEM: $m = 1$.

The plots in Fig. 8 depict the real parts of the exact and computed solutions on the nodes located on the lower rigid wall $\{y = 0\}$ of the duct. The two curves cannot be distinguished.

The following errors, which are all less than 1%, validate the BEM-STDG method:
- Maximum error: $\text{Err}_{\infty} = 0.4\%$;
- Transmitted wave: $\text{Err}_T = 0.06\%$;
- Reflected wave: $\text{Err}_R = 0.3\%$.

4.2.2. Approximation of an evanescent mode

Now, we test the ability of the BEM-STDG method to correctly approximate evanescent waves. For this case too, we adapt the conditions leading to an evanescent mode in [51]. We thus consider the same duct geometry than for the previous example with the same wave number $\kappa = \pi$ but we now assume that the duct is homogeneous, that is, $n_0 = 1$, and take

$$u(0,y) = \cos(2\pi y), \quad 0 < y < 2,$$

$$(59)$$
for the data involved in the Dirichlet boundary condition on the inlet boundary. To ensure that the exact solution is the second evanescent mode

\[ u(x, y) = \cos(2\pi y) \exp\left(-\sqrt{3}\pi x\right), \]  

(60)

it is enough to take the following transparent boundary condition on the outlet boundary

\[ \left( \partial_x u + \sqrt{3}\pi u \right)(2L, y) = 0, \quad 0 < y < 2. \]  

(61)

We used a DG formulation mesh with \( h_{\text{max}} = 0.5 \), corresponding to 282 triangles, and, as in the above example, we took \( N_{\text{add}} = 4 \) for the refinement of the BEM mesh for the local computation of the DtN operator. Only the maximum error remains meaningful

\[ \text{Err}_\infty = 0.4\% \]  

(62)

and is similar to the case of propagating mode. The plot depicted in Fig. 9 shows that the exponential decay of the mode is well reproduced by the solution obtained from the BEM-STDG numerical scheme.

![Figure 9: Exact and computed evanescent mode along the lower rigid wall of the duct.](image)

One of the strengths of the method is its adaptation to \( p \)-refinements. For instance here, by subdividing each edge in \( N_h = 12, 6, 4, 3 \) for respectively a polynomial approximation of degree \( m = 1, 2, 3, 4 \) of the primal variable \( u \), it is possible to keep unchanged the total number of degrees of freedom: \( N = 10152 \), and the filling of the matrix, while dramatically reducing the error as reported in Table 1.

Following a suggestion of one of the anonymous referees, we added a usual 1-norm condition number estimate, whose description is provided in the MATLAB\textsuperscript{TM} documentation for example, and the CPU time relative to each test. Table 1 shows in particular that the condition number does not blow up when increasing the degree of the polynomial approximation and that the improvement of the error is obtained without overburdening the computing time.
5. Long-range propagation

Now, we come to the main motivation for considering this BEM-STDG method: its ability to reduce the “pollution effect” and hence to perform correct numerical simulations of long-range propagation. Toward this end, we consider a homogeneous duct and its corresponding structured mesh.

5.1. The structured mesh

The structured DG formulation mesh, used for the benchmark tests related to the “pollution effect”, is depicted in Fig. 10. This mesh is characterized by two positive integers $N = 2L$ and $M = H$. In all these tests, $\kappa$ is taken equal to $\pi$, so that the unit length is a half-wavelength. This automatically ensures that the local Dirichlet problem for the Helmholtz equation is well-posed in each element of the DG formulation mesh. All numerical experiments were performed with $M = 2$ and for $N$ varying from 50 to 1000 by step of 50.

Table 1: Some parameters related to the solution of the duct problem on a DG formulation mesh in 282 triangles, involving 10152 unknowns, and yielding a sparse matrix with a filling of 0.6%.

<table>
<thead>
<tr>
<th>Error (in %)</th>
<th>Condition Number ($\times 10^9$)</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 1$</td>
<td>0.35</td>
<td>2.3</td>
</tr>
<tr>
<td>$m = 2$</td>
<td>0.03</td>
<td>3.1</td>
</tr>
<tr>
<td>$m = 3$</td>
<td>0.01</td>
<td>4.7</td>
</tr>
<tr>
<td>$m = 4$</td>
<td>0.0008</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Figure 10: Type of structured DG formulation mesh used for the numerical experiments.

In this part, we characterize the BEM mesh by the number of nodes per wavelength, instead of parameter $N_h$ used above for the validation of the method. The reasons behind the choice of this parameter will be detailed below. For instance, for the BEM, used in this experiment, whose shape functions are polynomials of degree 4, 24 nodes per wavelength correspond to a mesh-size $h = 1/3$, that is, with $N_h = 3$ segments per edge, and 16 nodes per wavelength with $h = 1/2$, that is, with $N_h = 2$ segments per edge.
As above for the case of an evanescent wave, a homogeneous duct is obtained by choosing \( n_0 = 1 \) in problem (50). Then, only \( T \) and \( R \) remain meaningful and have the following values

\[
T = 1, \quad R = 0.
\]  

(63)

Before focusing on the numerical experiments concerning the “pollution effect”, we first give a test confirming the importance of an accurate computation of the DtN map.

5.2. Approximation of the DtN operator on the refined BEM mesh

The plots in Fig. 11 depict the maximum error in % for a duct having a length of 500 wavelengths versus the number \( N_{\text{add}} \) of segments in which each segment of the BEM mesh is subdivided.

![Figure 11: Maximum error in % versus \( N_{\text{add}} \)](image)

The plots in Fig. 11 clearly demonstrate that a better approximation of the DtN operator greatly reduces the “pollution effect”: below \( N_{\text{add}} \) = 3, there is absolutely no advantage to use 24 instead of 16 nodes per wavelength.

5.3. Comparison of the BEM-STDG method with a polynomial IPDG method

To obtain an assessment of the BEM-STDG method, we compare its performances with those of a more conventional polynomial IPDG method (cf., for example, [2]). Two parameters are used for this comparison: the maximum global error in % defined earlier in (56) as a function of the length \( 2L \) of the duct and an estimate of the condition number. Other parameters are less meaningful for the considered duct problem since both the number of degrees of freedom, the memory usage, and the CPU time are simply linear functions of \( L \) since, as explained right below, the approximation procedure is characterized by the density of nodes being used.
It was not easy to find a common basis for comparing the two methods since the accuracy of the overall solution of the BEM-STDG method is mainly based on two meshes: the DG formulation mesh and the BEM mesh, and the polynomial IPDG method uses a structured finite element mesh in triangles as usual. Anyway, the following background seems to be a good basis for this task:

- use local polynomial approximations of the same degree for both the BEM-STDG and the polynomial IPDG method;
- assume that the degrees of freedom of the IPDG method are the nodes of the corresponding Lagrange FEM; then characterize each of these two methods by the density of nodes along each edge (number of nodes per wavelength). For instance, for a polynomial IPDG method constructed on a structured mesh in isosceles rectangular triangles whose right-angle side length is \(1/N_h\), and for a BEM mesh built on the structured mesh given in Fig. 10 with \(N_h\) segments along each edge, the density, characterizing both the two methods for polynomial shape functions of degree \(m\), is \(2mN_h\) per wavelength. As a result, the IPDG method will be built on a mesh of \(2N_h^2MN\) isosceles rectangular triangles and will lead to a linear system of order \((m+1)(m+2)N_h^2MN\), whereas the corresponding BEM-STDG method will involve \(4mN_hNM\) unknowns only. It is however hard to compare the two methods on the basis on the total number of unknowns, they involve, since the matrix of the IPDG method is sparser than the BEM-STDG. This is why we chose to characterize both the \(h\) and the \(p\) refinements for each of these by \(2mN_h\) which gives the genuine number of nodes by wavelength used in both the two methods.

The above maximum global error, as a function of the length \(L\) of the duct generally fits well with a straight line, at least for lengths large enough. The Least Square Grow Rate (LSGR) is the slope of this straight line, obtained by the least square method. It is used as an indicator of the impact of the “pollution effect”. Below, we successively compare the two methods from low degree polynomial approximations corresponding to \(m = 1\) to higher degree ones corresponding to \(m = 4\) for various densities of nodes per wavelength and for ducts with lengths up to 500 wavelengths.

5.4. Lowest polynomial degree

For the lowest polynomial degree \(m = 1\), the BEM-STDG method widely outclasses the usual polynomial IPDG method. The error of the latter even with a double density of nodes per wavelength is 10 times higher. To be able to plot the error curves corresponding to the two methods in Fig. 12, we have had to use two axes at two different scales. Clearly, as indicated by the reported LSGR, the improvement gained by the BEM-STDG method is mainly due to a much better reduction of the “pollution effect”.

5.5. Higher polynomial degrees

For polynomial degrees from \(m = 2\) up to \(m = 4\), we have done three benchmark tests: the nearest densities to respectively one, one and a half, and twice the rule of thumb of 12 nodes per wavelength.

The results are reported in Tab. 2 and the most featuring are depicted in Fig. 13, Fig. 14, Fig. 15, and Fig. 16. The negative LSGR for \(m = 3\) and a density of 24 nodes per wavelength is certainly due to rounding errors (see also Fig. 14 below).
<table>
<thead>
<tr>
<th>Polynomial degree</th>
<th>Density (nodes / $\lambda$)</th>
<th>Method</th>
<th>Error</th>
<th>LSGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 2$</td>
<td>12</td>
<td>IPDG</td>
<td>72%</td>
<td>$4.1 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>22%</td>
<td>$4.3 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>IPDG</td>
<td>67%</td>
<td>$1.3 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>5.6%</td>
<td>$1.1 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>13%</td>
<td>$2.7 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>0.8%</td>
<td>$1.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$m = 3$</td>
<td>12</td>
<td>IPDG</td>
<td>19%</td>
<td>$3.7 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>1.6%</td>
<td>$3.0 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>IPDG</td>
<td>1.7%</td>
<td>$3.5 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>0.1%</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>0.3%</td>
<td>$6.2 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>0.02%</td>
<td>$-2.6 \times 10^{-10}$</td>
</tr>
<tr>
<td>$m = 4$</td>
<td>8</td>
<td>IPDG</td>
<td>1.8%</td>
<td>$3.9 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>10.4%</td>
<td>$2.0 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>IPDG</td>
<td>0.17%</td>
<td>$3.0 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>0.02%</td>
<td>$4.3 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>0.007%</td>
<td>$1.3 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>BEM-STDG</td>
<td></td>
<td>0.004%</td>
<td>$3.0 \times 10^{-12}$</td>
</tr>
</tbody>
</table>

Table 2: Maximum error in % for a duct of 500 wavelengths and Least Square Grow Rate of the error as a function of the duct length. The error related to the IPDG for $m = 2$ was reached for a duct of length $175 \lambda$. 
Figure 12: Maximum error in % for polynomial approximations of degree $m = 1$. The left $y$-axis corresponds to the error curves of the IPDG method and the right $y$-axis to the BEM-STDG method.

All these benchmark tests, except the one corresponding to a polynomial degree $m = 4$ and a density of 8 nodes per wavelength depicted in Fig. 15, confirm that the BEM-STDG method is able to reduce the “pollution effect” much more efficiently than the usual polynomial IPDG method. The case where the BEM-STDG method succeeded less than the polynomial IPDG method is that where the density was only of 8 nodes per wavelength, hence being less than the usual rule of thumb of 12 nodes per wavelength. This suggests that the BEM-STDG method requires a minimal density of nodes to be efficient.

It must also be noticed that the BEM-STDG method succeeded to practically rub out the “pollution effect” up to 500 wavelengths for polynomial approximations $m = 3$ and $m = 4$ with 24 nodes per wavelength (see Fig. 14 and Fig. 16), contrary to the IPDG method for which this error is still present even at a low level in some cases.

Following the suggestion of one of the anonymous referees, who drew our attention to the fact that plane wave DG methods may yield an explosive growth in the condition number as the mesh is refined, we added Tab. 3 which includes the 1-norm ($\|v\|_1 = \sum_{i=1}^{N} |r_i|$ of $C^N$) condition number estimates for a duct of length 50 and 500 wavelengths, as well as the CPU time for a duct of length 500 wavelengths. It is important to note that, since the runs for each of the two methods were carried out on different platforms and using different programming languages, only the increase in CPU time for a $h$ or a $p$ refinement for each of the two approaches remain significant.

It can be argued from the values reported in Tab. 3 that the growth of the condition number for the BEM-STDG method is similar to that of the IPDG method. It does not blow up with a $h$ or $p$ refinement. The growth in CPU time when dealing with large domains seems to be more advantageous to the BEM-STDG method.
<table>
<thead>
<tr>
<th>Degree</th>
<th>Density (nodes/λ)</th>
<th>Method</th>
<th>Condition number</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>50 λ</td>
<td>500 λ</td>
</tr>
<tr>
<td>$m = 2$</td>
<td>12</td>
<td>IPDG</td>
<td>$8.8 \times 10^3$</td>
<td>$4.7 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$6.06 \times 10^7$</td>
<td>$1.00 \times 10^8$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>IPDG</td>
<td>$2.7 \times 10^3$</td>
<td>$7.6 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$2.01 \times 10^3$</td>
<td>$6.25 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>$1.2 \times 10^3$</td>
<td>$2.76 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$5.96 \times 10^3$</td>
<td>$9.42 \times 10^4$</td>
</tr>
<tr>
<td>$m = 3$</td>
<td>12</td>
<td>IPDG</td>
<td>$4.2 \times 10^3$</td>
<td>$8.9 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$2.1 \times 10^3$</td>
<td>$1.5 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>IPDG</td>
<td>$1.412 \times 10^3$</td>
<td>$1.0 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$5.35 \times 10^3$</td>
<td>$3.19 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>$2.0 \times 10^3$</td>
<td>$6.2 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$9.52 \times 10^3$</td>
<td>$8.07 \times 10^4$</td>
</tr>
<tr>
<td>$m = 4$</td>
<td>8</td>
<td>IPDG</td>
<td>$1.43 \times 10^3$</td>
<td>$3.78 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$1.13 \times 10^3$</td>
<td>$1.08 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>IPDG</td>
<td>$1.48 \times 10^3$</td>
<td>$6.73 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$7.84 \times 10^3$</td>
<td>$7.15 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>IPDG</td>
<td>$2.38 \times 10^3$</td>
<td>$2.41 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BEM-STDG</td>
<td>$1.7 \times 10^3$</td>
<td>$1.7 \times 10^4$</td>
</tr>
</tbody>
</table>

Table 3: Behavior of the condition number and the CPU time for $h$ and $p$ refinements.
Figure 13: Maximum error in % for polynomial approximations of degree $m = 2$ and a density of 12 nodes per wavelength.

Figure 14: Maximum error in % for polynomial approximations of degree $m = 3$ and a density of 24 nodes per wavelength.
Figure 15: Maximum error in % for polynomial approximations of degree $m = 4$ and a density of 8 nodes per wavelength.

Figure 16: Maximum error in % for polynomial approximations of degree $m = 4$ and a density of 24 nodes per wavelength.
6. Concluding remarks

At first, it is worth stressing the outstanding stability of the BEM-STDG method relatively to the penalty parameters. All the results were obtained using the same set of parameters. Generally, for usual IPDG methods, these parameters have to be tuned according to geometrical features of the neighboring elements and the polynomial degree of the local shape functions.

On the other hand, this study has confirmed the expected property that a TDG method, whose local shape functions are obtained by means of a BEM, considerably reduces the so-called “pollution effect” instabilities. It was even shown that it is possible to completely rub out the “pollution effect” by a local refinement the BEM mesh, which does not affect the global size of the discrete problem, and using a BEM of modest polynomial degree. It should be noted that these excellent performances have been obtained through an extremely careful tuning of the BEM method, but done once for all when implementing the BEM code. In particular, the most difficult part of this task is an elaborate way for computing the involved singular and regular integrals. A brief idea of such a task was given above in part 3.2.7 of section 3. A complete description of the procedure will be given elsewhere. The accurate computation of the approximation of the DtN operator must be also noticed.

The current study gives also rise to several questions:

• Is it possible to replace the BEM solution by the approximation of the DtN operator through a suitable FEM? In the context of a standard FEM, such an approach is used to carry out a kind of numerical homogenization process in [53]. The results obtained here from an accurate evaluation of the DtN operator suggests that such a way to proceed should improve also this homogenization procedure.

• Is it possible to confirm the excellent reduction of the “pollution effect” observed for the duct problem by a study of the dispersion of the related numerical scheme, following the approach described in [4], or at least numerically as in [54]?

• Can the UWVF be dealt with using a similar procedure based on a BEM for building the local approximating functions?

• Is it possible to theoretically justify the stability of the method relatively to the size of the propagation domain?

All these issues will be studied in forthcoming papers.
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