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At the initial design stage engineers often rely on low-fidelity models that have high epistemic uncertainty. Traditional safety-margin-based deterministic design resorts to testing to reduce epistemic uncertainty and achieve targeted levels of safety. Testing is used to calibrate models and prescribe redesign when tests are not passed. After calibration, reduced epistemic model uncertainty can be leveraged through redesign to restore safety or improve design performance; however, redesign may be associated with substantial costs or delays. In this paper, a methodology is described for optimizing the safety-margin-based design, testing, and redesign process to allow the designer to tradeoff between the risk of future redesign and the possible performance and reliability benefits. The proposed methodology represents the epistemic model uncertainty with a Kriging surrogate and is applicable in a wide range of design problems. The method is illustrated on a cantilever beam design problem where there is mixed epistemic model error and aleatory parameter uncertainty.

Nomenclature

\( x \) Design variable vector

\( U \) Aleatory random variable vector

\( e(\cdot,\cdot) \) Model error

\( f(\cdot) \) Objective function

\( g(\cdot,\cdot) \) Limit-state function

\( n \) Safety margin

\( q \) Redesign indicator function

\( p_{re} \) Probability of redesign

\( p_{f} \) Probability of failure

\( E_{Q}[\cdot] \) Expected value with respect to epistemic uncertainty

\( Pr_{U}[\cdot] \) Probability with respect to aleatory uncertainty

Subscripts

\( L \) Low-fidelity model

\( H \) High-fidelity model

\( det \) Deterministic value

\( ini \) Initial design
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At the initial design stage engineers often rely on low-fidelity models that have high uncertainty. This model uncertainty is reducible and is classified as epistemic uncertainty; uncertainty due to variability is irreducible and classified as aleatory uncertainty. Both forms of uncertainty can be implicitly compensated for using conservativeness such as conservative material properties, conservative limit loads, safety margins, and safety factors. However, if the design is too conservative then typically performance will suffer. Traditional safety-factor-based deterministic design has relied on testing in order to reduce epistemic uncertainty and achieve high levels of safety. Testing is used to calibrate models and prescribe redesign when tests are not passed. After calibration, reduced epistemic model uncertainty can be leveraged through redesign to restore safety or improve design performance; however, redesign may be associated with substantial costs or delays. Integrated optimization of the design, testing, and redesign process can allow the designer to tradeoff between the risk of future redesign and the possible performance and reliability benefits. Previous work has illustrated this tradeoff when there is only a fixed constant model bias.\textsuperscript{1–3} This study builds on previous work by considering spatial correlation in the epistemic model uncertainty. A Kriging surrogate is used to provide a flexible representation of the epistemic model uncertainty that allows the method to be applicable to a wide range of engineering problems.

In this study, the epistemic model uncertainty is treated separately from the aleatory parameter uncertainty in the model inputs. This results in the challenging task of propagating aleatory uncertainty through an uncertain model. Furthermore, in order for the method to be applicable under current safety-factor-based design regulations,\textsuperscript{4} a traditional deterministic safety-margin-based design approach is considered. Some studies have used the parallels between safety-factor-based design and reliability-based design optimization (RBDO) approaches to reduce computational cost of RBDO.\textsuperscript{5–7} However, these studies have not considered epistemic model uncertainty. When there is only epistemic model uncertainty a safety margin balances the need for the final design to be feasible while at the same time not being so conservative that design performances suffer.\textsuperscript{8} Few studies have considered the effects of both aleatory parameter uncertainty and epistemic model uncertainty. Mahadevan and Rebba have shown that failing to account for epistemic model uncertainty may lead to an overestimation of reliability and unsafe designs or underestimation of the reliability and designs that are more conservative than needed.\textsuperscript{9} Studies that use surrogate models in RBDO also encounter a situation of mixed uncertainty. However, unlike this study where we are interested in epistemic model uncertainty as a inherent part of the low-fidelity model, these studies are usually motivated by a desire to reduce computational cost. Kim and Choi have shown that when using response surfaces in RBDO the epistemic model uncertainty results in uncertainty in the reliability index and additional sampling can be used to avoid being overly conservative.\textsuperscript{10}

One of the important aspects of this study is the integration of the design and testing process: the effects of a future test and possible redesign are considered while optimizing the initial design. Since the test will be performed in the future, the test result is an epistemic random variable. Predicting possible test results requires a probabilistic formulation of the relationship between the low-fidelity model prediction, the true value, and the test result. In the context of calibrating computer models, Kennedy and O’Hagan proposed that the true model can be related to a computer model by multiplying by a constant scale parameter and adding a discrepancy function.\textsuperscript{11} Similar formulations have subsequently been applied in many
other studies.\textsuperscript{12–17} These formulations are similar in that they all relate the true model to the low-fidelity model by adding an uncertain discrepancy function. The formulations differ in the representation of the scale parameter. Methods range from omitting the scale parameter\textsuperscript{13, 14} to considering an uncertain scaling function.\textsuperscript{16} In this study we consider only an uncertain discrepancy function to formulate the relationship between the high-fidelity model and the low-fidelity model. The uncertain discrepancy function is constructed in the joint design and aleatory input space in order to have epistemic model uncertainties that are correlated with respect to design and aleatory inputs.

In addition to the integration of design and testing, this study also seeks to integrate a redesign process. Redesign refers to changing the design variables conditional on the test result. Since the future test result is an epistemic random variable the design variable after redesign is also random variable. Villanueva et al.\textsuperscript{18} developed a method for simulating the effects of future tests and redesign when there is a constant but unknown model bias in the calculation and measurement.\textsuperscript{18} In the context of constant model bias, Matsumura et al.\textsuperscript{18} compared RBDO considering future redesign to traditional RBDO.\textsuperscript{1} Villanueva et al. also studied the tradeoff between future redesign and performance for an integrated thermal protection system.\textsuperscript{2} Price et al.\textsuperscript{19} compared starting with a more conservative design and possibly redesigning to improve performance to starting with a less conservative design and possibly redesigning to improve safety.\textsuperscript{3} These studies have demonstrated that integrated optimization of design, testing, and redesign can be used to manage redesign risk and tradeoff between the probability of future redesign and design performance. However, the assumption of constant model bias in these studies severely limits the types of problems where the method is applicable. In order to apply the method to a broader range of general engineering problems this study uses a Kriging model to represent model uncertainty whose conditional simulations allow uncertainty propagation.

In section II the general method of simulating a future test and possible redesign is described. In section III the demonstration example of a cantilever beam is described. In section IV the study is summarized and the implications of the method and results are discussed.

\section{Methods}

The design, testing, and redesign process is formulated deterministically in terms of an initial safety margin $n_{\text{ini}}$, lower and upper bounds on acceptable safety margin $n_{lb}$ and $n_{ub}$, and a redesign safety margin $n_{re}$. In section A the formulation of the optimization of the safety margins is presented. For each set of safety margins, a Monte Carlo simulation (MCS) of epistemic error realizations is performed as described in section B. A single sample in the MCS consists of a complete deterministic design / redesign process as described in section C. The results of the MCS are used to calculate the probability of redesign, expected probability of failure, and expected design cost as described in section D.

\section{A. Optimization of safety margins}

The deterministic design process is controlled by a vector of safety margins $\mathbf{n} = \{n_{\text{ini}}, n_{lb}, n_{ub}, n_{re}\}$. The safety margins are optimized to minimize expected design cost while satisfying constraints on expected probability of failure and probability of redesign. The optimization of the safety margins is formulated as

\begin{equation}
\begin{aligned}
\min_{\mathbf{n}} & \quad E_\Omega \left[ f(\hat{\mathbf{X}}_{\text{final}}) \right] \\
\text{s.t.} & \quad E_\Omega \left[ \hat{P}_{f,final} \right] \leq p_f^* \\
& \quad p_{re} \leq p_{re}^*
\end{aligned}
\end{equation}

where $E_\Omega[\cdot]$ is used to denote the expectation with respect to epistemic uncertainty, $f(\cdot)$ is a cost function, $\hat{\mathbf{X}}_{\text{final}}$ is a distribution of possible final designs, $\hat{P}_{f,final}$ is a distribution of final probability of failure, and $p_{re}$ is the probability of redesign. The final design $\hat{\mathbf{X}}_{\text{final}}$ is an epistemic random variable because the design may be modified conditional on the future test result which is unknown at the initial design stage. The final probability of failure is an epistemic random variable because the final design is uncertain and because there is epistemic model uncertainty in the limit-state function $g(\cdot, \cdot)$. The tradeoff between expected cost and probability of redesign is captured by solving the single objective optimization problem for several values of the constraint $p_{re}^*$. The global optimization of the safety margins is performed using Covariance Matrix Adaptation Evolution Strategy (CMA-ES)\textsuperscript{19} and a penalization strategy to handle the constraints. The optimizer calls a subfunction to perform a MCS of the deterministic design process as shown in figure 1. The
MCS of the deterministic design process is used to calculate the distribution of possible final designs, the distribution of final probabilities of failure, and the probability of redesign. To reduce the computational cost of optimizing the safety margins, surrogate models can be fit for the expected cost and expected probability of failure as a function of the safety margins (see appendix).

Optimization of safety margins
(section A, Eq. (1))

\( n \)

\( E_{\Omega} \left[ f(\hat{X}_{\text{final}}) \right], E_{\Omega} \left[ \hat{P}_{f,\text{final}} \right], p_{re} \)

Simulation of deterministic design process
For \( i = 1, \ldots, m \) realizations of model error:
1. Initial design
2. Test
3. Calibration if necessary
4. Redesign if necessary
5. Reliability assessment

Figure 1: The optimization of the safety margins is based on a MCS of the deterministic design process

In this study, we define two different triggers for redesign. We will refer to redesign triggered by a low safety margin (less than \( n_{lb} \)) as redesign for safety and redesign triggered by a high safety margin (greater than \( n_{ub} \)) as redesign for performance. To force only redesign for safety the upperbound on acceptable safety margins can be removed from the optimization by setting \( n_{ub} = +\infty \). To force only redesign for performance, the lowerbound on acceptable safety margins can be removed from the optimization by setting \( n_{lb} = -\infty \). Considering only redesign for safety or only redesign for performance are special cases of the general formulation where all the safety margins \( n = \{n_{\text{ini}}, n_{lb}, n_{ub}, n_{re}\} \) are optimized simultaneously.

B. Monte-Carlo Simulation of Epistemic Model Error

The epistemic model uncertainty and aleatory parameter uncertainty are treated separately (see\(^{20-22}\)). The true relationship between the models is assumed to be of the form

\[
g_H(x, u) = g_L(x, u) + e(x, u) \tag{2}
\]

where \( x \in \mathbb{R}^d \) is a vector of design variables, \( U \) is a vector of aleatory random variables with a realization \( u \in \mathbb{R}^p \), \( g_H(\cdot, \cdot) \) is the high-fidelity model, \( g_L(\cdot, \cdot) \) is the low-fidelity model, and \( e(\cdot, \cdot) \) is the error between the low-fidelity and high-fidelity models. Typically, the error \( e(\cdot, \cdot) \) is unknown. The uncertainty in the model error is represented as a Kriging model \( \hat{E}(\cdot, \cdot) \). The hat accent on the error is used to differentiate between the random distribution of possible error \( \hat{E}(\cdot, \cdot) \), and the unknown, deterministic error \( e(\cdot, \cdot) \). Based on the possible model errors the high-fidelity model is predicted as

\[
\hat{G}_H(x, u) = g_L(x, u) + \hat{E}(x, u) \tag{3}
\]

The Kriging model for the calculation error is constructed in the joint space of the aleatory variables, \( u \), and the design variables, \( x \). The uncertainty in \( \hat{G}_H(x, u) \) in Eq. (3) is only due to epistemic model error \( \hat{E}(\cdot, \cdot) \). Propagation of aleatory uncertainty \( U \) through the uncertain model is discussed in section D. For simplicity
of notation, we will define the mean of the Kriging prediction for the error as $\bar{e}(\cdot, \cdot)$ and the mean prediction of the high-fidelity model as

$$\bar{g}_H(x, u) = g_L(x, u) + \bar{e}(x, u)$$  \tag{4}$$

The epistemic random function $\bar{E}(\cdot, \cdot)$ is used to represent the lack of knowledge regarding how well the low-fidelity model matches the high-fidelity model. Assuming initial test data is available, maximum likelihood estimation (MLE) will be used to estimate the parameters of the Kriging model. The prediction $\hat{G}_H(\cdot, \cdot)$ is viewed as a distribution of possible functions. Samples or trajectories drawn from this distribution that are conditional on initial test data are referred to as conditional simulations. In the absence of test data these realizations are unconditional simulations. These simulations are spatially consistent Monte Carlo that are conditional on initial test data are referred to as conditional simulations. In the absence of test data these realizations are unconditional simulations. These simulations are spatially consistent Monte Carlo simulations. Let $\hat{g}_H(i, \cdot)$ denote the i-th realization of $\hat{G}_H(\cdot, \cdot)$ based on a realization $\hat{e}(i, \cdot)$ of the Kriging model $\hat{E}(\cdot, \cdot)$. A variety of methods exist for generating these conditional simulations. In this study, the conditional simulations are generated directly based on Cholesky factorization of the covariance matrix using the STK Matlab toolbox for Kriging and by sequential conditioning.

We can consider a Monte Carlo simulation of $m$ conditional simulations $i = 1, \ldots, m$ corresponding to $m$ possible futures. In practice, the sample size $m$ is increased until the estimated coefficient of variation of the quantity of interest, such as expected probability of failure, is below a certain threshold. Let $\Omega$ denote the epistemic uncertainty space of the model $\hat{G}_H(\cdot, \cdot)$. There is a realization, $\omega \in \Omega$, such that the simulation, $\hat{g}_H(\omega)(\cdot, \cdot)$, is arbitrarily close to the true model, $g_H(\cdot, \cdot)$. The design process conditional on one error realization is described in section C. By repeating the design process for many different error realizations (i.e. for different possible high-fidelity models through Eq. (3)) we can determine the distribution of possible final design outcomes. From the MCS, it is possible to estimate the risk of redesign and to predict how failing a test relates to final design performance or safety. This can in turn be used to optimize the safety margins that govern the deterministic design process.

### C. Deterministic Design Process

The deterministic design process is controlled by a vector of safety margins $n$. There is an initial safety margin $n_{ini}$, lower and upper bounds on acceptable safety margin $n_{lb}$ and $n_{ub}$, and a redesign safety margin $n_{re}$. First, an initial design is found based on deterministic optimization using the mean model prediction and a safety margin $n_{ini}$. Then, the optimum design is evaluated using the high-fidelity model to calculate the true safety margin with respect to $g_H(\cdot, \cdot)$. Based on the high-fidelity evaluation, the designer will consider the test passed and keep the initial design if the safety margin is greater than $n_{lb}$ and less than $n_{ub}$. The lower bound $n_{lb}$ is used to initiate redesign when the initial design is revealed to be unsafe. The upper bound $n_{ub}$ is used to initiate redesign when the initial design is revealed to be so conservative that it is worthwhile to redesign to improve performance. If the test is failed, a calibration process is performed to update the model based on the test result. Finally, if redesign is performed a new design is found by performing deterministic optimization using the calibrated model and a safety margin $n_{re}$.

However, the future high-fidelity evaluation of the initial design (i.e. future test) is unknown and therefore modeled as an epistemic random variable. The redesign decision, calibration, and redesign optimum are conditional on a particular test result. In sections 1 to 3 the process is described conditional on the error realization $\bar{E}(\cdot, \cdot) = \hat{e}(i, \cdot)$.

#### 1. Initial design

The design problem is formulated as a deterministic safety-margin-based optimization problem

$$\min_x f(x)$$

$$\text{s.t. } \bar{g}_H(x, u_{det}) - n_{ini} \geq 0$$ \tag{5}$$

where $\bar{g}_H(\cdot, \cdot)$ is the mean of the predicted high-fidelity model, $n_{ini}$ is the initial safety margin, $u_{det}$ is a vector of conservative deterministic values used in place of aleatory random variables, and $f(x)$ is a known deterministic objective function. We assume the limit-state function is formulated such that failure is defined as $g(\cdot, \cdot) < 0$. Let $x_{ini}$ denote the optimum design found from Eq. (5) using initial safety margin $n_{ini}$. There is no uncertainty in the initial design $x_{ini}$ because the optimization problem is defined using the mean of the model prediction and fixed conservative values, $u_{det}$, are used in place of aleatory random variables.
2. Testing initial design and redesign decision

A possible high-fidelity evaluation, $g_H(i) (x_{ini}, u_{det})$, of the initial design $x_{ini}$ is simulated. The test will be passed if $n_{ub} \leq g_H(i) (x_{ini}, u_{det}) \leq n_{ub}$. If the measured safety margin is too low ($g_H(i) (x_{ini}, u_{det}) < n_{ub}$) then the design is unsafe and redesign should be performed to restore safety. If the safety margin is too high ($g_H(i) (x_{ini}, u_{det}) > n_{ub}$) then the design is too conservative and it may be worth redesigning to improve performance. Let $q(i)$ denote an indicator function for the redesign decision that is 1 for redesign and 0 otherwise. We will refer to redesign triggered by a low safety margin as redesign for safety and redesign triggered by a high safety margin as redesign for performance. If the test is not passed then redesign should be performed to select a new design.

3. Calibration and redesign

To obtain the calibrated model, the test realization $\hat{g}_H(i) (x_{ini}, u_{det})$ corresponding to the error instance $\hat{e}(i) (x_{ini}, u_{det})$ is treated as a new data point and the error instance is added to the design of experiment for the error model. The updated mean of the predicted high-fidelity model is

$$\hat{g}_{H, calib}(x, u) = E[\hat{G}_H(x, u) | \hat{G}_H(x_{ini}, u_{det}) = \hat{g}_H(i) (x_{ini}, u_{det})]$$

(6)

The redesign problem is formulated as a deterministic safety-margin-based optimization problem

$$\min \limits_{x} f(x)$$

s.t. $\hat{g}_{H, calib}(x, u_{det}) - n_{re} \geq 0$

(7)

where the mean of the predicted high-fidelity model $\hat{g}_{H, calib} (\cdot, \cdot)$ is calibrated conditional on the test result $\hat{g}_H(i) (x_{ini}, u_{det})$ and $n_{re}$ is a new safety margin that may be different than $n_{ini}$. Let $\hat{x}_{re(i)}$ denote the optimum design after redesign found from Eq. (7) using the calibrated model and safety margin $n_{re}$.

Comparing the initial design problem in Eq. (5) to the redesign problem in Eq. (7), we see that there is a change in the feasible design space. One change is controlled by the safety margin $n_{re}$, but there is also a change based on the calibrated model used to calculate the safety margin. For example, if we choose $n_{ini} = n_{re}$ then it is still possible for the feasible design space to increase or decrease based on the calibration. If the feasible design space increases then some high performance designs that were considered infeasible before the test may become feasible. Alternatively, the feasible design space may be reduced leading to worse design performance. This relationship between the possible change in feasible design space and the probability of redesign is precisely the change we are interested in modeling in order to select the safety margins.

D. Probabilistic Evaluation

A vector of safety margins $n$ is associated with a probability of redesign $p_{re}$ and a distribution of final designs $\hat{X}_{final}$ that translates into a distribution of probability of failure after possible redesign $\hat{P}_{f, final}$, and a distribution of design cost $f(\hat{X}_{final})$. The distributions are approximated based on a Monte Carlo simulation of $m$ error realizations $i = 1, \ldots, m$ as described in section B.

The probability of redesign is $p_{re} = E[Q]$ where $\hat{Q}$ is the indicator function for the redesign decision. The final design after possible redesign is

$$\hat{x}_{final}^{(i)} = (1 - q(i)) x_{ini} + q(i) \hat{x}_{re(i)}$$

(8)

Recall, that $q(i) = 1$ corresponds to failing the test and performing redesign. The expected design cost after possible redesign is $E[Q f(\hat{X}_{final})]$. Since the redesign decision defines a partitioning of the epistemic outcome space, the law of total expectation allows the expectation to be written as

$$E[Q f(\hat{X}_{final})] = (1 - p_{re}) f(x_{ini}) + p_{re} E[Q f(\hat{X}_{re})]$$

(9)

where $f(x_{ini})$ is the expected design cost conditional on the test being passed and the designer keeping the initial design and $E[Q f(\hat{X}_{re})]$ is the expected design cost conditional on the test being failed and the designer performing redesign.
The true probability of failure of the final design is unknown since there is epistemic uncertainty in the model $\hat{g}_H(x, \cdot)$. A realization of the probability of failure is calculated conditional on an error realization $\hat{E}(\cdot, \cdot) = \hat{e}^{(i)}(\cdot, \cdot)$. A realization of the probability of failure for the initial design is

$$\hat{p}_{f, ini}^{(i)} = Pr_U \left[ \hat{g}_H^{(i)}(x_{ini}, U) < 0 \right]$$

(10)

where $Pr_U [ \cdot ]$ denotes the probability with respect to aleatoly uncertainty. Note that the epistemic model uncertainty is treated separately from the aleatory uncertainty to distinguish between the quantity of interest, the probability of failure with respect to the high-fidelity model and aleatory uncertainty, and the lack of knowledge regarding this quantity. The error in the low-fidelity model $\hat{E}(\cdot, \cdot)$ has no impact on the reliability with respect to the high-fidelity model $g_H(\cdot, \cdot)$. However, since the high-fidelity model is unknown, the probability of failure calculation is repeated many times conditional on all possible realizations of the high-fidelity model $\hat{g}_H^{(i)}(\cdot, \cdot)$ as shown in Eq. (10). A realization of the final probability of failure after possible redesign is

$$\hat{p}_{f, re}^{(i)} = Pr_U \left[ \hat{g}_H^{(i)}(x_{re}^{(i)}, U) \leq 0 \right]$$

(11)

After redesign, the design variable $x_{re}^{(i)}$ is also an epistemic random variable in addition to the limit state function $\hat{g}_H^{(i)}(\cdot, \cdot)$. Many different methods are available for calculating the probability of failure. In this study, first order reliability method (FORM) is used to calculate the probability of failure for each epistemic realization. The final probability of failure after possible redesign is

$$\hat{p}_{f, final}^{(i)} = \left(1 - q^{(i)}\right) \hat{p}_{f, ini}^{(i)} + q^{(i)} \hat{p}_{f, re}^{(i)}$$

(12)

Note that the redesign decision $q^{(i)}$ shapes the final probability of failure distribution because we will have the opportunity in the future to correct the initial design if it fails the deterministic test. The expected probability of failure after possible redesign is $E_\Omega \left[ \hat{P}_{f, final} \right]$. As above, the expectation can be written as

$$E_\Omega \left[ \hat{P}_{f, final} \right] = (1 - p_{re})E_\Omega \left[ \hat{P}_{f, ini} | \hat{Q} = 0 \right] + p_{re}E_\Omega \left[ \hat{P}_{f, re} | \hat{Q} = 1 \right]$$

(13)

where the $E_\Omega \left[ \hat{P}_{f, ini} | \hat{Q} = 0 \right]$ is the expected probability of failure conditional on the test being passed and the designer keeping the initial design and $E_\Omega \left[ \hat{P}_{f, re} | \hat{Q} = 1 \right]$ is the expected probability of failure conditional on the test being failed and the designer performing redesign.

### III. Demonstration Example

#### A. Overview

The demonstration problem is adapted from an example by Wu et al.\textsuperscript{6} The example is the design of a cantilever beam to minimize mass subject to a constraint on tip displacement. The original problem involved the design of a long slender beam and therefore used Euler-Bernoulli beam theory. In this example, the length of the beam is reduced such that shear stress effects become important and Timoshenko beam theory is more accurate. The low-fidelity model of the tip displacement is formulated based on Euler-Bernoulli beam theory and the high-fidelity model is formulated based on Timoshenko beam theory. The design optimization (Eqs. (5) and (7)) is performed using sequential quadratic programming (SQP).

The low-fidelity model of the limit state function is

$$g_L(x, U) = d^* - \frac{4l^3}{cwt} \sqrt{\frac{F_Y}{I^2}} + \left(\frac{F_X}{w^2}\right)^2$$

(14)

where $x = \{w, t\}$ are the design variables and $U = \{F_X, F_Y\}$ are the aleatory variables. The high-fidelity model of the limit state function is

$$g_H(x, U) = d^* - \sqrt{(d_x(x, U))^2 + (d_y(x, U))^2}$$

(15)
where \( d_x \) and \( d_y \) are given by Eqs. (16) and (17). The problem parameters are described in Table 1.

\[
d_x(x, U) = \left( \frac{3lF_X}{2gw^3} + \frac{4F_X}{ew^4t} \right)
\]

\[
d_y(x, U) = \left( \frac{3lF_Y}{2gw^3} + \frac{4F_Y}{ew^4t} \right)
\]

The objective function is the cross-sectional area of the beam

\[
f(x) = wt
\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design variables, ( x )</td>
<td>Width of cross section</td>
<td>( w )</td>
</tr>
<tr>
<td>Design variables, ( x )</td>
<td>Thickness of cross section</td>
<td>( t )</td>
</tr>
<tr>
<td>Aleatory variables, ( U )</td>
<td>Horizontal load</td>
<td>( F_X )</td>
</tr>
<tr>
<td>Aleatory variables, ( U )</td>
<td>Vertical load</td>
<td>( F_Y )</td>
</tr>
<tr>
<td>Constants</td>
<td>Elastic modulus</td>
<td>( e )</td>
</tr>
<tr>
<td>Constants</td>
<td>Shear modulus</td>
<td>( g )</td>
</tr>
<tr>
<td>Constants</td>
<td>Length of beam</td>
<td>( l )</td>
</tr>
<tr>
<td>Constants</td>
<td>Allowable tip displacement</td>
<td>( d^* )</td>
</tr>
<tr>
<td>Conservative aleatory values</td>
<td>( u_{det} )</td>
<td>( {664.5, 1164.5} ) lbs</td>
</tr>
<tr>
<td>Target mean probability of failure</td>
<td>( p_f^* )</td>
<td>( 1.35 \times 10^{-3} )</td>
</tr>
</tbody>
</table>

![Figure 2](image.png)

Figure 2: The beam is subject to horizontal and vertical tip loads

B. Error model

It is assumed that some preliminary test data is available for constructing the surrogate model \( \tilde{E}(x, U) \). In this example, the preliminary test data corresponds to evaluations of \( g_H(\cdot, \cdot) \) at the 16 corner points of the joint design-aleatory space. The corner points were selected for illustration purposes in order to ensure there is reasonably high epistemic model uncertainty for points inside the design domain. In practice, other designs of experiments (DoE) could be used or any available test data could be used to construct the error model. The design space is defined according to the bounds on \( x \) in Table 1 and bounds on \( U \) corresponding to \(-2\sigma\) to \(+7\sigma\). Based on this DoE the parameters for the Kriging error model are estimated using maximum likelihood estimation (MLE). A Gaussian covariance function was selected for the Kriging model. The error model is constructed in the joint space of design variables, \( x \), and aleatory variables, \( U \). Recall, the design optimization problem is formulated using fixed conservative values, \( U = u_{det} \). In Figure 3a, the design optimization problem is shown along with the 95% confidence interval of model uncertainty. In Figure 3b, the reliability analysis is shown for the optimum design found using \( n_{ini} = 0 \) along with the 95% confidence interval of model uncertainty. Selecting a different design by using a different safety margin will alter the plot shown in Figure 3b. However, the plot is provided as an example to show how the model uncertainty
results in a wide confidence interval in the aleatory space. The wide confidence intervals in aleatory space will result in high uncertainty in the probability of failure. The mean and variance of the model error vary with design variables, \(x\), and aleatory variables, \(U\) as shown in figure 4. The variance is zero at the corners of the design space since these points correspond to sample locations in the DoE. Although the absolute values of the error appear small, the error is significant relative to the model predictions of tip displacement. For example, the allowable tip displacement in this example is \(d^* = 2.25 \times 10^{-3}\) inches.
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(a) Normalized design space  
(b) Standard normal aleatory space

Figure 3: The figure on the left shows the design optimization when using a safety margin \(n_{ini} = 0\) and fixed conservative values \(u_{det}\) in place of aleatory variables \(U\). The figure on the right shows the reliability of the optimum design found on the left by plotting the limit-state function in standard normal space.

C. Results

To reduce the computational cost, the optimization of the safety margins was performed using surrogate models for expected cost and expected probability of failure (Eq. (1)). Details on the surrogate models can be found in the appendix. Tradeoff curves for expected cost versus probability of redesign are shown in figure 5. For zero probability of redesign, the problem reduces to finding an initial safety margin, \(n_{ini}\), that minimizes the mass of the initial design, \(f(x_{ini})\), while ensuring that the mean probability of failure for the initial design, \(E_{\Omega}[\hat{P}_{f,ini}]\), satisfies the reliability constraint. With increasing probability of redesign, redesign can be used to improve safety if the initial design is revealed to be dangerous or improve performance if the initial design is revealed to be too conservative. Redesign for safety allows for a lighter initial design because the initial design will be corrected if the tip displacement is later revealed to be too high (i.e. unsafe). If redesign is required, the final beam will become heavier during redesign because making the beam stiffer (i.e. safer) results in a mass increase. Redesign for performance starts with a heavier initial design and redesign will be performed if the tip displacement of the initial design is later revealed to be too low (i.e. very conservative or safe). If redesign is required, the final design can be made lighter during redesign because the beam can be made less stiff. It is observed that redesign for safety results in a lower mean mass than redesign for performance. It is also observed that a mixed redesign strategy offers a slight improvement over redesign for safety. However, as indicated by the error bars it is not clear if this difference is a result of bias in the surrogate models used when optimizing the safety margins.

The simulation results can be explored in more detail by looking at a single point on the tradeoff curve. The safety margins corresponding to 20% probability of redesign were selected for more detailed investigation.
Figure 4: On the left, the mean and variance of the error are plotted in a normalized design space with fixed conservative values $u_{\text{det}}$ in place of aleatory variables $U$. On the right, the mean and variance of the error are plotted in standard normal aleatory space for optimum design found using $n_{\text{ini}} = 0$. The error is in inches.
Figure 6 shows the distribution of possible high-fidelity safety margins for the initial design that are predicted based on the model error. Both distributions capture the true safety margin if we were to evaluate the initial design using the high-fidelity model. In the case of redesign for performance, we see that the true safety margin is greater than $n_{ub}$ and therefore redesign would be required. If we calibrate using the true high-fidelity evaluation and perform redesign the true safety margin is now very close to $n_{re}$ which agrees with the predicted change in the safety margin. Figure 7 shows the joint distributions of the design variables corresponding to the width and thickness of the beam cross section. The peak in the distributions corresponds to the initial design, $x_{ini}$. The safety margins have been optimized such that there is an 80% probability that the design will not require any changes after the future test. The other designs in the figure correspond to failing the future test and performing redesign. Figure 8 shows the distributions of cross-sectional area corresponding to the designs in figure 7. The mass is reduced if redesign for performance is required and the mass is increased if redesign for safety is required. We can see in the distribution of cross-sectional area for redesign for performance that the predicted mass reduction after redesign is close to the true value. Comparing the safety margin distributions in figure 6 to the reliability index distributions in figure 9 we observe similar distribution shapes. Both distributions capture the true reliability index of the initial design as calculated with respect the high-fidelity model. After redesign for performance the true reliability index is reduced in order to reduce the mass of the beam. The true reliability index after redesign falls within the predicted distribution of possible final reliability indexes. Histograms of the most-probable point (MPP) are shown in figure 10. The fixed deterministic values we selected $u_{det}$ are slightly outside the distribution of possible MPP’s. However, the values are not totally unreasonable since they are much closer to the center of the distribution than, for example, the mean of the distributions which is located at $[0, 0]$.

Figure 5: Tradeoff curves for expected cost (cross sectional area in square inches) as a function of probability of redesign. The curve labeled “mixed” corresponds to simultaneous optimization of $n = \{n_{ini}, n_{lb}, n_{ub}, n_{re}\}$. The curve labeled “safety” corresponds to optimizing $\{n_{ini}, n_{lb}, n_{re}\}$ with $n_{ub} = +\infty$. The curve labeled “performance” corresponds to optimizing $\{n_{ini}, n_{ub}, n_{re}\}$ with $n_{lb} = -\infty$. Error bars are based on surrogate models used during optimization.

IV. Discussion & Conclusions

In this study we described a method for the optimization of a safety-margin-based design process that allows the designer to tradeoff between the expected design performance and probability of redesign. Previous
Figure 6: Histograms of possible safety margin distributions for 20% probability of redesign. Plots show overlapping transparent histograms.

Figure 7: Joint distribution of design variables for possible final designs for 20% probability of redesign. Peak is located at initial design.
Figure 8: Histograms of cross-sectional area distributions for 20% probability of redesign.

(a) Redesign for Performance
(b) Redesign for Safety

Figure 9: Histograms of reliability index distributions for 20% probability of redesign. Plots show overlapping transparent histograms.

(a) Redesign for Performance
(b) Redesign for Safety
studies on the optimization of safety margins when considering future redesign required an assumption of constant model bias. However, in engineering design problems the model bias may vary with the design variables as well as the aleatory variables, such as in the case of the cantilever beam example. This study improves on previous work by introducing a Kriging model as a more general model of the epistemic uncertainty in the low-fidelity model. The Kriging model offers several practical benefits over the previous method. In particular, the Kriging model easily allows for the incorporation of preliminary high-fidelity data and a simple calibration of the model when new high-fidelity data becomes available. The Kriging error model captures the intuitive idea that the variance of the model error is greatest in unexplored regions and a minimum at existing data points. The Kriging model also provides several theoretical improvements of the method. One benefit is that it is likely that there exists a realization taken from the Kriging model that is arbitrarily close to the actual error between the low and high-fidelity models. Therefore, it is likely that there also exists a realization of the probability of failure that is close to the true probability of failure with respect to the high-fidelity model. In addition, it is likely the Kriging model will converge to the true error as more high-fidelity evaluations (or tests) are performed. If the Kriging model converges to the true error, then the distribution of probability of failure will also converge to the true probability of failure with respect to the high-fidelity model. Previous work was not capable of modeling the convergence of the model error because under the assumption of constant model bias only a single high-fidelity evaluation was necessary to remove all epistemic uncertainty.

The method was applied to a simple cantilever beam design problem of minimizing the mass, or equivalently cross-sectional area, subject to a constraint on tip-displacement. Only a few high-fidelity evaluations were needed to construct the Kriging model that was used to provide the distribution of model uncertainty. A distribution of probability of failure was obtained through the combination of FORM and a MCS of error realizations (i.e. conditional simulations). It was shown that the distribution of possible reliability indexes captured the true reliability index of the initial design with respect to the high-fidelity model. Furthermore, it was shown that the predicted change in reliability after redesign agreed with the actual redesign outcome when the high-fidelity model was evaluated and redesign was performed. The safety margins governing a deterministic design process were optimized to tradeoff between the probability of redesign and the expected mass of the final design. It was shown that the predicted mass reduction (i.e. performance improvement) agreed with the actual change in performance after evaluating the high-fidelity model and performing redesign. For this example, it was found that it was better to start with a less conservative, lighter design and
implement a test and redesign process that would restore safety if the initial design was later revealed by the high-fidelity model to be unsafe. This process was contrasted with starting with a more conservative, heavier design and implementing a test and redesign process that would improve design performance if the initial design was later revealed by the high-fidelity model to be too conservative. A mixed design strategy where redesign would restore safety or improve performance conditional on the results of the high-fidelity evaluation was found to be comparable to the redesign for safety approach. It is hypothesized that the best redesign strategy is problem dependent. In general, there is no need to specify a redesign for safety or redesign for performance a priori because when allowed to control all the safety margins the optimizer will converge to the best redesign strategy.

Appendix

The optimization problem in Eq. (1) may be prohibitively expensive if a MCS is performed for each evaluation of the objective and constraint equations. Surrogate models were used to reduce the computational cost of the optimization of the safety margins. Kriging models of the mean final probability of failure $E_{n} [P_{f,final}]$ and mean final design cost $E_{n} [f(X_{final})]$ were fit as a function of the safety margins $n = \{n_{ini}, n_{lb}, n_{ub}, n_{re}\}$. The mean probability of failure was transformed to a reliability index before fitting the surrogate models. The Kriging models were fit based on a DoE consisting of 400 points generated using Latin hypercube sampling (LHS) and the corner points in the design space. Each point in the DoE required a MCS of epistemic model uncertainty. The sample size of the MCS (i.e. number of conditional simulations) was adapted to reach a target coefficient of variation on the expected final probability of failure of 5% with a maximum sample size of $m = 5000$. Kriging with nugget was used in an effort to filter out some of the noise introduced by MCS. A Gaussian covariance function was used and parameters were estimated based on MLE. Three different sets of surrogate models were constructed corresponding to a mixed redesign strategy, redesign for performance, and redesign for safety. The redesign for performance and redesign for safety surrogate models were 3-dimensional surrogate models while the mixed redesign strategy required 4-dimensional surrogates. The error in the surrogate models was estimated based on leave-one-out cross validation (LOOCV). It should be noted that LOOCV may overestimate the error due to the noise filtering effect of Kriging with nugget. Error estimates for the surrogate models are listed in table 2.

Table 2: 95% confidence interval for relative error of surrogate models based on LOOCV

<table>
<thead>
<tr>
<th></th>
<th>Mixed</th>
<th>Performance</th>
<th>Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected probability of failure</td>
<td>$[-33, 25%]$</td>
<td>$[-17, 13%]$</td>
<td>$[-17, 14%]$</td>
</tr>
<tr>
<td>Expected cross sectional area</td>
<td>$[-0.12, 0.12%]$</td>
<td>$[-0.05, 0.07%]$</td>
<td>$[-0.08, 0.06%]$</td>
</tr>
</tbody>
</table>
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