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2 LMD/IPSL, CNRS, École Normale Supérieure, PSL Research University,
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Abstract

This paper develops the theory of multisymplectic variational integrators for nonsmooth continuum 
mechanics with constraints. Typical problems are the impact of an elastic body on a rigid plate or 
the collision of two elastic bodies. The integrators are obtained by combining, at the continuous and 
discrete levels, the variational multisymplectic formulation of nonsmooth continuum mechanics 
with the generalized Lagrange multiplier approach for optimization problems with nonsmooth 
constraints. These integrators verify a spacetime multisymplectic formula that generalizes the 
symplectic property of time integrators. In addition, they preserve the energy during the impact. In 
the presence of symmetry, a discrete version of the Noether theorem is verified. All these properties 
are inherited from the variational character of the integrator. Numerical illustrations are presented.
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1. Introduction

Numerical methods addressing contact problems are in high demand in a
multitude of multibody dynamics applications. As opposed to formulations of
models in smooth mechanics, contact problems must deal with the singularities
separating two regions of a continuous medium, such as the contact set of
colliding elastic bodies. Modeling these singularities and numerically handling
them, in a way that respects the crucial inequality conditions and conserved
quantities expected from the dynamics, has been an important scientific challenge.
No complete satisfactory solutions meeting both physical and computational
constraints exist to this day. The results of this paper contribute to the solution
of this long-standing problem. Our approach combines methods from nonsmooth
optimization and multisymplectic field theory.

A classical point of view in physics consists in deriving the equations of
motion from variational principles, or, equivalently, computing the critical points
of an action functional. In the presence of constraints, such as impenetrability,
propagation of singularities in an elastic body, solid–fluid boundaries, such a
critical point condition is not sufficient to derive the dynamics. One needs to
consider an optimization problem for the action functional, subject to conditions
appropriately derived from such type of constraints. This leads to the setting
of variational analysis which provides powerful tools such as the generalized
Lagrange multiplier theorem, normal cone analysis, Kuhn–Tucker conditions,
and, more generally, nonsmooth analysis. Developing the discrete analogue
of these methods allows us to start the development of structure preserving
numerical schemes for nonsmooth continuum mechanics with constraints, using
variational discretization of multisymplectic field theories with constraints.

Description of the paper. We combine the aforementioned variational
multisymplectic approaches with the generalized Lagrange multiplier approach
for constrained optimization problems, as formulated, for example, in Clarke [18],
Rockafellar and Wets [120], Dontchev and Rockafellar [31], in order to develop
the theory of multisymplectic variational discretization for nonsmooth continuum
mechanics with constraints. The main steps underlying our approach are the
following.

First, we formulate the smooth unconstrained problem as a multisymplectic
Lagrangian field theory, by identifying the space of fields, the Lagrangian
density, the spacetime Hamilton principle, and the associated Cartan forms.
Second, we extend this multisymplectic Lagrangian formulation to a nonsmooth
unconstrained setting, following Fetecau et al. [41], identifying the types of
singularities arising in the problem. This is done by using an extension of the
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spacetime Hamilton principle that allows for the treatment of certain types of
singularities in the fields and automatically produces the needed jump conditions
at the singularities. This, in turn, is accomplished by considering both vertical
and horizontal field variations in the variational principle, as explained in the
body of the paper. Third, we include constraints in this formulation, appealing to
the generalized Lagrange multiplier approach in Rockafellar and Wets [120] for
nonsmooth optimization, through inequality constraints. This approach produces
a necessary condition on the critical points of a functional restricted to a
constrained subset, and is based on the concept of the normal cone. In our context,
we formally apply this theory to the Lagrangian action functional of the problem,
in the extended nonsmooth setting presented in Fetecau et al. [41], and relative to
both vertical and horizontal variations. We show that the critical fields still verify
a generalized multisymplectic form formula, as in the smooth unconstrained case,
which is the spacetime extension of the symplectic property of the solution flow in
classical mechanics. In addition, in presence of symmetries, a Noether theorem is
still available, exactly as in the smooth unconstrained case. Fourth, we discretize
in spacetime this smooth constrained variational theory. Although, as is apparent
from our development, a general treatment is possible, we work, for simplicity,
on a 1 + 1-dimensional spacetime, with a discretization based on a rectangular
mesh. As in the continuous case, the constraint is introduced directly at the
level of the variational formulation for the discrete action functional, using the
generalized Lagrange multiplier approach. Both vertical and horizontal variations
are considered. The choice of the allowed horizontal variations becomes crucial
in the discrete case, since it requires a spacetime grid adaptation, and the
enforcement of stationarity under these horizontal variations yields discrete
energy balance or discrete balance of configurational forces. In our case, the
horizontal variations are chosen to be associated to the time of impact, and
therefore result in the conservation of the discrete global energy during the
impact. Applying the generalized Lagrange multiplier approach with respect to
the constraint in the discrete setting, relative to both vertical and horizontal
variations, yields the desired numerical scheme. We show that this scheme is
multisymplectic in the sense that it verifies a generalized discrete multisymplectic
formula with constraints. In the presence of symmetry, we show that a discrete
version of the Noether theorem is verified. Both these properties are inherited
from the discrete spacetime variational character of the integrator. Fifth, we
present two concrete examples.

In absence of constraints, our schemes recover the multisymplectic integrators
derived in Marsden et al. [82]. In the particular case of classical mechanics, that is,
when spacetime reduces to time, our integrator recovers the collision variational
integrators of Fetecau et al. [42].
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Summary of the main results

• Development of the variational multisymplectic formulation of nonsmooth
mechanics with constraints (Theorem 3).

• Derivation of the Noether Theorem and the multisymplectic form formula in
the nonsmooth setting with constraints (Section 3.2.2 and (35)).

• Discretization of the geometric setting on 1 + 1-dimensional spacetime
(Section 4.1).

• Derivation of the multisymplectic numerical schemes for two specific cases
(Theorems 5 and 7).

• Derivation of the discrete Noether Theorem (Theorem 6, Section 4.3.6) and
multisymplectic form formula ((70), Section 4.3.5).

• Illustration with the examples of the collisions of a geometrically exact elastic
beam on a plate and the collision of two elastic bars (Section 5).

• Extension of discrete Lie group integrators to rectangular spacetime
discretizations (Section 5.1).

Nonsmooth mechanics has a long history. We believe that incorporating its
foundations within the geometric mechanics framework is not only rewarding
from the modeling point of view, but it should also lead to new computational
approaches to contact problems. Given that current numerical methods still cannot
satisfactorily deal with the difficult issues inherent to nonsmooth mechanics, our
drastically different approach can offer new insights.

Concise historical overview. We close this introduction by giving a brief
historical synopsis of the methods that have been developed in the area of
nonsmooth mechanics and its discretization. Since this time-honored research
topic is extensive and involves many methods and points of view, it is impossible
to do justice to all who contributed to the development of this important subject
and so we give here only the highlights. Excellent reviews of some of the topics
are found in Prékopa [107] and Curnier [25], from which we cite, with the
permission of the author. ‘The impenetrability and the intensility conditions
(i.e., the contact force is a pressure, not a tension) were thoroughly discussed
by Bernoulli, Johann (1710) (Johann Bernoulli was the first who formulated the
principle of virtual work, according to Lagrange [74, volume 1, pages 21–22];
it appears as an axiom of theoretical mechanics on page 27.), Euler [37], and
Fourier [49]. The impenetrability condition (g > 0) (i.e., the reaction force has
to vanish as soon as the point in contact lifts off) was first formulated by Cournot
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[24] and the intensility condition (p 6 0) by Ostrogradsky [99]’. (That is, the
reaction force has to vanish as soon as the point in contact lifts off.) These
two conditions were effectively combined by Hertz [64] and Signorini [122],
together with the gap-contact alternative: either g > 0 and p = 0, or g = 0
and p 6 0 if there is contact. The complementarity condition g · p = 0, which
enforces this alternative, was explicitly added by Moreau [86], probably inspired
by the introduction of such a condition by Kuhn and Tucker [73] in optimization
(independently of the thesis of Karush [71], which remained unnoticed until Kuhn
and Tucker [73]). Therefore, although the three unilateral contact conditions are
usually called Signorini’s conditions, it seems fair to attribute them to Hertz,
Signorini and Moreau in trio. The term unilateral was coined by Clausius [19]
and spread out by Duhem [32], Painlevé [101] and Delassus [27]. It is no surprise
if many contact mechanicians became famous thermomechanicians, in view of
the role played by inequalities in both fields. Although they were clearly stated
by de Lagrange [74], the conditions that the reaction is arbitrary and its work zero
in a bilateral contact were (and still are) never explicitly written down because
the former is rather trivial and the latter redundant in this case. This is perhaps
why, in case of unilateral contact, it took a long time before Moreau [86] added
the complementarity condition to the unilateral inequality conditions already
formulated by 1834’. The complementarity condition states that the work of the
reaction force is zero in a bilateral or unilateral contact.

The general point of view, adopted to describe the motion of a body with
unilateral contact, has been largely based on the work of Moreau [85, 87–
89] and Rockafellar [108, 109, 111] in nonsmooth convex analysis, who were
probably influenced by the lecture notes of Fenchel [40]. The unilateral contact
requirement combines a geometric condition of impenetrability, a static condition
of inattraction, and an energetic condition of complementarity (expressing that the
work developed by the constraining force through the constrained displacement
must vanish). See also Clarke [18] for a systematic development of this approach.

In Moreau [90] and Rockafellar [110], it was shown that the solutions x
to the problem of minimizing a proper convex function f over a nonempty
convex set C can, alternatively, be described as the points x satisfying 0 ∈
∂ f (x) + ∂ IC(x), where IC is the indicator function of the convex set C and
∂ f , ∂ IC denote the subgradients. In Rockafellar [112], optimization problems for
integral functionals that are convex functionals were studied. These results were
for the first time applied to nonsmooth mechanics in Moreau [90–92]; see also
Moreau [93, 94, 96] and Moreau and Panagiotopoulos [98]. Particularly important
results for nonsmooth mechanics were developed in Moreau [92]. For example,
for unilateral contact without friction, the subgradient of IC was used to express
the normal reaction, directed towards the permitted region. For static problems, a
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Lagrangian was considered in order to define the equilibrium forces at the time of
contact.

In order to deal with impulses at contact points, differential inclusion was first
used for contact mechanics in Filippov [44–46]. Combining differential inclusions
with convex analysis, a formulation of unilateral contact between rigid bodies
was derived in Moreau [94, 95]. A formulation of the energy potential for a
distributed unilateral contact, associated to the inequality constraints expressing
impenetrability properties, was proposed in He et al. [62]. The case of unilateral
contact with friction was also investigated in, for example, Papadopoulos [103]
and Moreau [95, 97].

After these above mentioned theoretical developments, the main research
was then concentrated towards the development of numerical methods to solve
optimization problems under inequality constraints, for example, in Hughes
et al. [66]. Examples of such methods are the condensation method, the interior
method, the barrier method, the penalty method, the exact proximity method,
the exact multiplier method, and the augmented Lagrangian multiplier method.
As pointed out in Curnier [26], ‘the (primal) approximate penalty method
was discovered for equality constraints (Euler [36], Carnot [16], Cournot [23],
Thomson and Tait [127]) and analyzed (Courant [20–22], Beltrami [8], Fiacco
and McCormick [43]) much before it was extended to inequality constraints
(Rockafellar [113], Bertsekas [9–11], Auslender (1986)).

The (primal) exact proximity method for inequality constraints or nonsmooth
optimization (a smart transformation of the approximate penalty method) was
discovered by Moreau [88] at the nonsmooth convex functional level and also by
Yosida [132] at the multivalued monotone operator level. Hence it is also known
as the Moreau and Yosida regularization. It was implemented by Martinet [84],
analyzed by Rockafellar [115] and generalized in Attouch and Wets [5–7] and
Rockafellar and Wets [120]. To my knowledge, it was applied to a unilateral
contact problem for the first time in a preedition (2006) of this book. (This refers
to Curnier [26].)

The (mixed) exact multiplier method was also invented for equality constraints
(Euler [35], Lagrange [74, 75], Legendre [77]) quite before it was adapted
to inequality constraints (Fourier [49], Gauß [51], Ostrogradsky [99, 100],
Painlevé [101], Farkas [39], Bouligand [13], Karush [71], Kuhn and Tucker [73],
Moreau [85, 89], Ekeland and Temam [33], Hughes et al. [66], Glowinski
et al. [56], Klarbring [72] . . . )’.

To our knowledge, the first solution to a nonlinear optimization problem with
inequality constraints was carried out by Fourier [49] who also set the bases
for the parametric solutions of homogeneous linear inequalities in Fourier [50].
The first rigorous proof of this fundamental theorem about homogeneous linear
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inequalities is due, as far as we know, to Farkas [38]. We refer to Prékopa [107]
for a thorough discussion and comparison of the contributions of Fourier and
Farkas to this subject and the presentation of the Fourier inequality principle by
Hamel [60], [61, pages 69–70 and 517–518].

According to Curnier [26]: ‘Finally, the recent (mixed) exact augmented
Lagrangian multiplier method was again introduced for equality constraints
(Hestenes [65], Powell [105], Haarhoff and Buys [58], beside a hint in Arrow
and Solow [4] . . . ), slightly before it was extended to inequality constraints
(Wierzbicki [129], Buys [15], Bertsekas [12], Glowinski and Marocco [54],
Rockafellar [114], Fortin and Glowinski [48], Glowinski and Le Tallec [55],
Ito and Kunisch [68]) and to unsymmetric problems without functional (Alart
and Curnier [2] . . . ). It was recognized as the proximity method applied to the
dual part of the classical Lagrange multiplier method in Rockafellar [116–118]
in convex analysis and in Alart [1], Hefgaard and Curnier [63], Pietrzak [106],
Glocker [52], Leine and Glocker [78], Leine and Nijmeijer [79]’. The work of
Papadopoulos and Taylor [104, 126] was influenced by the augmented Lagrangian
formulation. Moreover, a penalty Lagrangian method was proposed in Taylor and
Papadopoulos [126].

The barrier method was introduced in contact problems within the framework
of finite element methods in, for example, Kane et al. [70]. In a variational
Lagrangian setting, this technique is based on the variational principle

δ

∫ T

0
[L(q, q̇)− IC(q)] dt = 0.

For the theoretical point of view, associated to this method, see Forsgren
et al. [47].

We refer to Armero and Petocz [3], Laursen [76], Pandolfi et al. [102], Wriggers
[130], Cirak and West [17], Wriggers and Laursen [131], Studer et al. [125],
Johnson et al. [69], and references therein for more recent work in computational
contact mechanics.

2. Variational multisymplectic geometry

In this section, we recall several concepts from smooth and nonsmooth
variational multisymplectic geometry that are crucial for the development of our
approach.

In Section 2.1, we review the basic geometric objects needed to formulate
a Lagrangian field theory, using the formulation, notations, conventions, and
definitions in Gotay et al. [57]. We also recall the standard Hamilton variational
principle leading to the covariant Euler–Lagrange equations. In Section 2.2, we
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review, from Marsden et al. [82], an extension of this variational principle in
which variations of the field with respect to the spacetime parametrizations
are also considered, in addition to the usual fiber variations. This setting
turns out to be a natural variational framework to introduce the Cartan forms
and to derive the covariant Noether theorem and the multisymplectic form
formula. In Section 2.3, we review, from Fetecau et al. [41], how the extended
variational setting naturally provides an appropriate framework for the variational
multisymplectic formulation of nonsmooth continuum mechanics. We end this
section by formulating, in Section 2.4, an extension of the Noether theorem and
the multisymplectic form formula to the nonsmooth setting.

2.1. Lagrangian field theoretical framework. Let X be an oriented manifold
with piecewise smooth boundary, the spacetime, and let πXY : Y → X be a finite-
dimensional fiber bundle, the configuration bundle, the field theoretic analogue of
the configuration space of classical mechanics. The physical fields ϕ : X → Y are
sections of this bundle, that is, πXY ◦ ϕ = idX (idX = identity map on X ).

The field theoretical analogue of the tangent bundle of classical mechanics
is played by the first jet bundle πY J 1Y : J 1Y → Y ; it is an affine bundle over
Y , whose fiber at y ∈ Yx := π−1

XY (x) consists of linear maps γ : Tx X → TyY
satisfying TπXY ◦γ = idTx X . Note that J 1Y can also be regarded as the total space
of a bundle over X , namely, πX J 1Y := πXY ◦πY J 1Y : J 1Y → X . The derivative of
a field ϕ can be regarded as a section of πX J 1Y , by writing x ∈ X 7→ j 1ϕ(x) :=
Txϕ ∈ J 1

ϕ(x)Y . The section j 1ϕ is called the first jet extension of ϕ.
We let dimX = n + 1 and the fiber dimension of Y be N . The coordinates

on X are denoted xµ, µ = 0, 1, 2, . . . , n, the fiber coordinates on Y are denoted
y A, A = 1, . . . , N , and the induced coordinates on the fiber of J 1Y → Y are
denoted vA

µ . In such coordinates, the first jet extension reads xµ 7→ (xµ, ϕA(xµ),
ϕA

,ν(xµ)).
A Lagrangian density L : J 1Y → Λn+1 X is a smooth bundle map over X .

In coordinates, we write L(γ ) = L(xµ, y A, vA
µ)dn+1x . The associated action

functional is S(ϕ) :=
∫

X L( j 1ϕ(x)). Consider a variation of ϕ provided by a curve
ϕε = ηε ◦ϕ, where ηε is the flow of a vertical vector field on Y which is compactly
supported in X . A section is critical for such variations of S if and only if it verifies
the covariant Euler–Lagrange equations, given in coordinates by

∂L
∂ϕA
− ∂µ

∂L
∂ϕA

,µ

= 0, µ = 0, 1, . . . , n. (1)

We recall below an extension of this variational principle, where horizontal
variations are also considered.
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2.2. Extended variational framework, multisymplectic form formula, and
Noether theorem. We now recall, from Marsden et al. [82], an extended
variational approach to multisymplectic field theory, in which arbitrary, and not
only vertical, variations of sections are considered. This extension is motivated
by the following facts. First, it allows a complete variational characterization of
the Cartan form. Second, it is the appropriate setting for the derivation of the
multisymplectic form formula which extends the symplectic property of flows
from mechanics to field theory. Finally, horizontal variations allow a rigorous
derivation of the jump conditions when the fields are allowed to have singularities
(see Fetecau et al. [41]).

In addition to the configuration bundle πXY : Y → X , we fix a manifold
U with piecewise smooth boundary and with dimU = dimX . In the extended
variational framework, a configuration is a smooth map φ : U → Y , such that
φX := πXY ◦ φ : U → X is an embedding. The corresponding physical field
ϕ := φ ◦φ−1

X : φX (U )→ Y is a section of the configuration bundle πXY : Y → X
restricted to UX := φX (U ) ⊂ X . The space of all configurations is thus the set
of smooth maps C(Y ) = {ϕ : U → Y | πXY ◦ φ : U → X is an embedding}.
In this context, the action functional associated to a given Lagrangian density L
is S(φ) =

∫
UX

L( j 1(φ ◦ φ−1
X )). A variation of φ is given by a family of maps

φε = ηε ◦ φ, where ηε are πXY -bundle automorphisms with η0
= idY . Defining

the vector field V := d/dε|ε=0η
ε, we have

d
dε

∣∣∣∣
ε=0

S(ηε ◦ φ) = −

∫
UX

( j 1ϕ)∗i j1VΩL +

∫
∂UX

( j 1ϕ)∗i j1VΘL (2)

(see Marsden et al. [82]), whereΘL is the Cartan (n+1)-form on J 1Y andΩL :=

−dΘL. In local coordinates,

ΘL =
∂L
∂ϕA

,µ

dy A
∧ dn xµ +

(
L −

∂L
∂ϕA

,µ

ϕA
,µ

)
dn+1x,

ΩL = dy A
∧ d

(
∂L
∂ϕA

,µ

)
∧ dn xµ + d

(
∂L
∂ϕA

,µ

ϕA
,µ − L

)
∧ dn+1x,

where dn xµ := i∂µdn+1x . In (2), j 1V denotes the first jet extension of V , defined
as the vector field on J 1Y whose flow is the first jet extension of the flow of V .
Note that the forms ΘL and ΩL can be completely characterized with the help
of the variational formula (2). We give the local expression of the terms in (2)
later in the nonsmooth case. For the moment, we just mention that stationarity
of the action relative to vertical variations yields the covariant Euler–Lagrange
equations (1) and stationarity relative to horizontal variations yields the balance
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of energy and the balance of configurational forces

d
dxµ

(
∂L
∂ϕA

,µ

ϕA
,ν − Lδµν

)
+
∂L
∂xν
= 0, ν = 0, 1, . . . , n. (3)

The multisymplectic form formula follows from (2) (see Marsden et al. [82,
Theorem 4.1]). Let φ be a solution of the covariant Euler–Lagrange equations
and V , W solutions of the first variation of the Euler–Lagrange equations at φ.
Then V , W , φ verify the multisymplectic form formula:∫

∂φX (U ′)
( j 1ϕ)∗i j1V i j1WΩL = 0, (4)

for all open subset U ′ ⊂ U with piecewise smooth boundary, where we recall that
ϕ = φ ◦ φ−1

X .
Formula (2) is also used to prove the Noether theorem. Let a Lie group G

act on Y by πXY -bundle automorphisms and assume that the Lagrangian density
L : J 1Y → Λn+1 X is G-equivariant. Then, considering only variations along the
Lie group action, and restricting the action functional to an arbitrary open subset
U ′ ⊂ U with piecewise smooth boundary, formula (2) shows that a solution ϕ of
the covariant Euler–Lagrange equation (1) verifies∫

∂φX (U ′)
( j 1ϕ)∗ JL(ξ) = 0 for all ξ ∈ g, (5)

and all U ′ ⊂ U , where JL(ξ) := i j1ξYΘL : J 1Y → g∗⊗Λn J 1Y is the Lagrangian
covariant momentum map associated to L and ξY is the infinitesimal generator of
the Lie group action.

2.3. Nonsmooth variational multisymplectic geometry. The extension of
the previous variational formulation to the case of fields with singularities has
been carried out in Fetecau et al. [41]. In this context, one needs to introduce a
codimension 1 submanifold D ⊂ U , called the singularity submanifold, across
which the field φ may have singularities. We assume that D ∩ ∂U is a set of
measure zero in ∂U . The extension of the variational formulation to this case is
possible by introducing appropriate configuration spaces that replace C(Y ) in the
nonsmooth case. The choice of the configuration space depends on the problem
treated. We recall below, from Fetecau et al. [41], three appropriate configuration
spaces (the third one being a slight generalization of the one considered in
Fetecau et al. [41]).

(a) Continuous and nonsmooth. Assume that the singularity submanifold D
separates the interior of U in two disjoint open subsets U+ and U− and that the
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fields are continuous on U , but smooth only on U\D. Such a situation arises, for
example, in rigid body dynamics with impact or in the propagation of singular
surfaces within a continuum medium. The configuration space is the set

Ca
= {φ : U → Y | πXY ◦ φ = φX : U → X is a smooth embedding,

φ is C0 in U and of class C2 in U\D}. (6)

(b) Discontinuous without separation. The fields are not continuous at the
singularity subset D, but they are required to map D into a single spatial surface at
each time (no separation). Such a situation arises in the case of propagation of free
surfaces in fluids or interaction of an elastic body and a fluid. The configuration
space is

Cb
= {φ : U → Y | πXY ◦ φ = φX : U → X is a smooth embedding,

φ is C2 in U+ ∪U− and φ+(D) = φ−(D) = φ(D)}, (7)

where φ± := φ|U± and φ± denotes its continuous extension to the closure of its
domain.

(c) Discontinuous with separation. This situation arises in the case of collisions
of two elastic bodies. The interior of U consists of two disjoint subsets U1

and U2, corresponding to the two bodies. The singularity submanifold D is
interpreted here as the spacetime contact set and therefore corresponds to two
distinct hypersurfaces D1 ⊂ ∂U1 and D2 ⊂ ∂U2 in the reference configuration.
The configuration space is

Cc
= {φ : U → Y | πXY ◦ φ = φX : U → X is a smooth embedding,

φ is C0 in U1 ∪U2 and φ1(D1) = φ2(D2)}. (8)

Variational principle in the nonsmooth setting. Denote by Cns (ns for nonsmooth)
any of the configuration spaces Ca, Cb, Cc. As explained in Fetecau et al. [41],
Ca, Cb, Cc are infinite-dimensional smooth manifolds and this enables the use
of differential calculus on manifolds of mappings, as required by variational
principles. Given a Lagrangian density L : J 1Y → Λn+1 X , the action functional
is defined on Cns exactly as in the smooth case, namely, Sns(φ) =

∫
UX

L( j 1(φ ◦

φ−1
X )), where UX := φX (U ). The derivative of Sns is given by (see Fetecau

et al. [41]),

dSns(φ) · (V ◦ φ) = −
∫

U−X ∪U+X

( j 1ϕ)∗i j1VΩL +

∫
DX

J( j 1ϕ)∗i j1VΘLK

+

∫
∂UX \DX

( j 1ϕ)∗i j1VΘL, ∀V ∈ X(Y ), (9)
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where U±X := φX (U±) and DX := φX (D±), which generalizes (2) to the
nonsmooth setting. Formula (9) is obtained by splitting the action integral

∫
UX

into
∫

U+X
+
∫

U−X
, and observing a jump term (the second summand) arising from

the different orientations of DX when using the Stokes theorem. Given two n-
forms α± ∈ Ωn(U±X ), the associated jump is defined by

JαK(x) := α+(x)− α−(x), x ∈ DX . (10)

In (9), the submanifold DX has the orientation of the boundary orientation
of ∂U+X .

In local coordinates, writing V = V ν(∂/∂xν)+ V A(∂/∂y A), formula (9) reads

dSns(φ) · (V ◦ ϕ) =
∫

U+X ∪U−X

(
∂L
∂ϕA
− ∂µ

∂L
∂ϕA

,µ

)
V Adn+1x (11)

+

∫
U+X ∪U−X

(
∂L
∂xγ
+

d
dxµ

(
∂L
∂ϕA

,µ

ϕA
,γ

)
−

d
dxγ

L
)

V γ dn+1x

(12)

+

∫
∂UX \DX

(
∂L
∂ϕA

,µ

V Adn xµ

)
(13)

+

∫
∂UX \DX

(
Lδµν −

∂L
∂ϕA

,µ

ϕA
,ν

)
V νdn xµ (14)

+

∫
DX

s
∂L
∂ϕA

,µ

V Adn xµ

{
(15)

+

∫
DX

s(
Lδµν −

∂L
∂ϕA

,µ

ϕA
,ν

)
V νdn xµ

{
. (16)

From (9) it follows that φ is a critical point of Sns on Cns with respect to
variations with compact support in U if and only if φ verifies the covariant Euler–
Lagrange equations on U−X ∪ U+X , the jump conditions on DX , and the boundary
conditions away from DX , that is,∫

DX

J( j 1ϕ)∗i j1VΘLK = 0,
∫
∂UX \DX

( j 1ϕ)∗i j1VΘL = 0, ∀V ∈ X(Y ). (17)

We refer to Fetecau et al. [41] for the application of this variational
approach to several examples in nonsmooth continuum mechanics and for
the physical interpretation of the jump conditions (17). In Section 3, we
include impenetrability constraints in this geometric setting, in order to give
a variational formulation of contact mechanics. This is achieved by combining
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the aforementioned variational multisymplectic treatment with the generalized
Lagrange multiplier approach for constrained optimization problems, as
formulated, for example, in Clarke [18], Rockafellar and Wets [120], Dontchev
and Rockafellar [31].

2.4. Conservation laws in the nonsmooth setting. In this subsection we
extend the Noether theorem and the multisymplectic formula to the nonsmooth
multisymplectic setting recalled above.

Noether theorem in the nonsmooth setting. Let a Lie group G act on Y by πXY -
bundle automorphisms and assume that the Lagrangian density L : J 1Y →
Λn+1 X is G-equivariant. This action induces a G-action on Cns . Then, as in the
smooth case, the action functional Sns , restricted to any U ′ ⊂ U , is G-invariant.
As a consequence of (9) we get∫

φX (U ′−)∪φX (U ′+)
( j 1ϕ)∗i j1ξYΩL +

∫
φX (D′)

J( j 1ϕ)∗i j1ξYΘLK

+

∫
∂φX (U ′)\φX (D′)

( j 1ϕ)∗i j1ξYΘL = 0, (18)

for all ξ ∈ g and for all open subsets U ′ ⊂ U with piecewise smooth boundary,
where D′ := D∩U ′. Therefore, if φ is a critical point of the action functional Sns

on Cns , then the first term vanishes and φ verifies∫
φX (D′)

J( j 1ϕ)∗ JL(ξ)K+
∫
∂φX (U ′)\φX (D′)

( j 1ϕ)∗ JL(ξ) = 0, (19)

for all ξ ∈ g and for all open subsets U ′ ⊂ U with piecewise smooth boundary.
This is a generalization of the Noether theorem to the nonsmooth context.
Evidently, in the particular case when U ′ ∩ D = ∅, it recovers the Noether
theorem (5).

Note that the jump condition (17), which is part of the criticality condition
on φ, does not necessarily imply vanishing of the first term in (19) in general.
However, this is possible in some particular situations; for example, in the case of
the configuration space Ca , or if U ′ = U , in which case D′ = D.

Multisymplectic form formula in the nonsmooth setting. Using the arguments in
Marsden et al. [82, Theorem 4.1], we extend the multisymplectic form formula
(4) to the nonsmooth setting by making use of the formula (9). We get that if φ is
a critical point of the action functional Sns on the manifold Cns and if V , W , are
solutions of the first variation equations at φ, then they verify the formula∫

φX (D′)
J( j 1ϕ)∗i j1V i j1WΩLK+

∫
∂φX (U ′)\φX (D′)

( j 1ϕ)∗i j1V i j1WΩL = 0, (20)
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for all open subsets U ′ ⊂ U with piecewise smooth boundary. More details are
given below in the nonsmooth case with constraints.

3. Variational multisymplectic formulation of nonsmooth mechanics with
constraints

We develop a variational approach to treat nonsmooth problems in which the
singularities in the fields are due to constraints, such as impacts with a rigid
plate or collision between two bodies. If the constraints on the fields define a
submanifold of the configuration space Cns , the critical condition can be obtained
either by computing directly the critical fields of the action Sns restricted to this
submanifold, or by using the standard Lagrange multiplier approach. In view of
the discretization developed in the next section, it turns out that it is preferable to
treat these problems directly with the tools developed for more general constraints
via the concept of normal cone, which yields a generalization of the Lagrange
multiplier theorem (see for example, Clarke [18], Rockafellar and Wets [120],
Dontchev and Rockafellar [31]).

3.1. Generalized Lagrange multiplier approach. We review the generalized
Lagrange multiplier theorem for optimization problems over a constraint subset
C . We recall the relevant definitions (see, for example, Rockafellar and Wets [120,
Definitions 6.1 and 6.3]).

Let A ⊂ Rp. A vector v ∈ Rp is tangent to A ⊂ Rp at a ∈ A, written v ∈ TA(a),
if there exists a sequence ak → a with ak ∈ A and a sequence τk → 0, τk > 0,
such that limk→∞(ak − a)/τk → v. A vector v ∈ Rp is regular normal to A ⊂ Rp

at a, written v ∈ N̂A(a), if 〈v, a′ − a〉 6 o(|a′ − a|) for a′ ∈ A. A vector v ∈ Rp

is normal to A at a, written v ∈ NA(a), if there are sequences ak −→ a, ak ∈ A,
and vk → v with vk ∈ N̂A(ak). Note that 0 ∈ TA(a), NA(a) and that the defining
inequality above means that

lim sup
a′→a,a′∈A,a′ 6=a

〈v, a′ − a〉
|a′ − a|

6 0.

By definition, if a /∈ A, then NA(a) = ∅. If a ∈ int(A), then NA(a) = {0}. It is
known that TA(a), NA(a), N̂A(a) are closed cones (see Rockafellar and Wets [120,
Propositions 6.2 and 6.5]). Moreover, N̂A(a) = {v ∈ Rp

| 〈v,w〉 6 0, ∀w ∈
TA(a)} is convex and NA(a) = lim supa′→a, a′∈A N̂A(a′) ⊃ N̂A(a).

The cones TA(a), NA(a), N̂A(a) are, respectively, called the tangent, normal,
and regular normal cone to A at a. If A ⊂ Rp is convex we have (Rockafellar and
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Wets [120, Theorem 6.9]):

TA(a) = {v ∈ Rp | ∃ε > 0, a + εv ∈ A},
NA(a) = {v ∈ Rp

| 〈v, a′ − a〉 6 0,∀a′ ∈ A}.

So, every normal to a convex set is regular normal.
We now recall the fundamental connection between variational geometry

and optimality conditions (see, for example, Rockafellar and Wets [120,
Theorem 6.12] and Dontchev and Rockafellar [31, Theorem 2A.6]).

THEOREM 1. Consider the problem of minimizing a differentiable function f :
Rp
→ R over a subset C ⊂ Rp. A necessary condition for m ∈ C to be locally

optimal is −∇ f (m) ∈ N̂C(m), which implies −∇ f (m) ∈ NC(m). When C and f
are convex, this condition is sufficient for m to be globally optimal.

If C is the preimage of a convex set by a continuously differentiable function,
we have the following theorem which generalizes the standard Lagrange
multiplier approach (see, for example, Rockafellar and Wets [120, Theorem 6.12]
and Dontchev and Rockafellar [31, Theorem 2A.8]).

THEOREM 2 (Lagrange multiplier rule). Let Q ⊂ Rp and P ⊂ Rs be nonempty,
closed, convex sets, and consider C := g−1(P), where g : Q ⊆ Rp

→ Rs is a
continuously differentiable function. Assume that m ∈ C satisfies the following
condition:

@ λ ∈ NP(g(m)) ⊂ Rs, λ 6= 0, such that − λ · ∇g(m) ∈ NQ(m) ⊂ Rp. (21)

Then NC(m) =
{
λ · ∇g(m)+ NQ(m) | λ ∈ NP(g(m))

}
. Therefore, if f : Q ⊆

Rp
→ R is a differentiable function and m is a local minimum of f relative to C,

then there exists λ ∈ NP(g(m)) ⊂ Rp such that

−[∇ f (m)+ λ · ∇g(m)] ∈ NQ(m). (22)

REMARK 1. Recall that when P := {(d1, . . . , ds) ∈ Rs
| d1 6 0, . . . , ds 6 0},

then λ = (λ1, . . . , λs) ∈ NP(x) means that λi = 0 when x i < 0 and λi > 0 when
x i
= 0. Thus, if Q = Rp, then NQ(m) = {0}, and condition (22) reads explicitly

∇ f (m) = −
∑s

i=1 λi∇gi(m), where λi = 0 if gi(m) < 0 and λi > 0 if gi(m) = 0.

3.2. Nonsmooth variational mechanics with constraints. Assume that the
fiber bundle πXY : Y → X is trivial, that is, Y = X ×M and πXY is the projection
on the first factor. Let N := dim M . Write φ = (φX , φM) and identify ϕ = φ ◦φ−1

X
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with φM ◦ φ
−1
X . Given a singularity submanifold D ⊂ U and a Lagrangian density

L, consider, as before, the action functional Sns
: Cns

→ R. Assume that the
spatial constraint on the dynamics is given by a subset C ⊂ M , that is, we have
the following constraint on the field

φM(U ) ⊂ C. (23)

This constraint represents, for example, impenetrability in contact mechanics. In
addition, singularities in the field may appear at spacetime points for which the
field values belong to the boundary ∂C of C . This is described by the constraint

φM(u) ∈ ∂C H⇒ u ∈ D, (24)

which does not exclude the possible presence of singularities when φ(u) /∈ ∂C .
For example, this occurs if a singularity propagates in the body after impact (see
Fetecau et al. [41]).

If singularities only appear at the spacetime points for which the field values
belong to the boundary of C , then the constraint on the fields reads

φM(U ) ⊂ C and φM(u) ⊂ ∂C ⇐⇒ u ∈ D. (25)

3.2.1. Necessary conditions for criticality under constraints. Endow U , X , and
M with Riemannian metrics, which then gives a natural duality pairing on the
tangent space to Cns .

The jump of Radon–Nikodym derivatives on the singular set DX is defined in
the following way. If j : DX ↪→ UX is the inclusion and α± ∈ Ωn(U±X ) (see (10)
for the definition of JαK), j∗JαK ∈ Ωn(DX ) is necessarily of the form

j∗JαK = J f KdvDX for some f ∈ C∞(DX ), (26)

where dvDX is the measure associated to the volume form on DX induced by the
Riemannian volume form on UX . If it is clear from the context, j∗ is omitted.

By Theorem 1, a necessary condition for a field φ to be optimal for Sns with
respect to the constraint is formally given by

−

(
δSns

δφ

)
(x) ∈ NC(ϕ(x)) ∀x ∈ UX . (27)

Condition (27) is obtained by requesting the normal cone at x associated to
the constraint at the field φ to equal the normal cone associated to the spatial
constraint C ⊂ M at ϕ(x). Note that equation (27) provides the fundamental
link between field theory and optimization under inequality constraints.
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It characterizes all critical fields of the action functional even if they admit
nonsmooth singularities (see Theorem 3 below).

Although a general treatment is possible, we assume, for simplicity, that M =
Rp, endowed with the standard inner product, and that C is the closure of an
open subset of M . Let us also assume that C = (−ψ)−1(P), where the constraint
functions

ψ = (ψ1, . . . , ψ s) : Rp
→ Rs (28)

are continuously differentiable and the domain P is

P := {(d1, . . . , ds) ∈ Rs
| d1 6 0, . . . , ds 6 0}. (29)

The normal cone is NC(ϕ(x)) = {λ1(x)∇ψ1(ϕ(x)) + · · · + λs(x)∇ψ s(ϕ(x)) |
λ(x) ∈ NP(−ψ(ϕ(x))}, for all x ∈ UX . Suppose that (21) holds for λ and ψ .
Thus, we have the following cases.

(i) If x ∈ U−X ∪ U+X , then from (23) and (24) we have ϕ(x) ∈ int(C). Since we
assumed that C is the closure of an open subset of M , the normal cone to C
at ϕ(x) in M reduces to zero. In this case, using (11) and (12), the vertical and
horizontal components of (27) yield, respectively, the covariant Euler–Lagrange
equations on U−X ∪U+X

∂L
∂ϕA
− ∂µ

∂L
∂ϕA

,µ

= 0 for all A = 1, . . . , N ,

together with the balance of energy and configurational forces (3) on U−X ∪U+X .

(ii) If x ∈ DX , then from (23) and (24) we can have ϕ(x) ∈ ∂C or ϕ(x) ∈ int(C).
Using (15), the vertical component of (27) yields the condition∫

DX

s(
∂L
∂ϕA

,µ

(x)Nµ(x)−λ(x)·ψ,A(ϕ(x))
)

V A(ϕ(x))
{

dvDX = 0, ∀V ∈ TφCns,

where λ(x) ∈ NP(−ψ(ϕ(x))); Nµ is the normal vector field to the singularity
submanifold and dvDX is the volume form induced on DX . If ϕ(x) ∈ int(C), then
λ(x) = 0. Using (16), the horizontal component of (27) yields, in this case, the
condition

s
Lδµν −

∂L
∂ϕA

,µ

ϕA
,ν

{
Nµ = 0 on DX for all ν = 0, 1, . . . , n.

If Cns
= Ca , the first condition in (ii) is equivalent to

s
∂L
∂ϕA

,µ

(x)
{

Nµ(x) = λ(x) · ψ,A(ϕ(x)) on DX , ∀A = 1, . . . , N .
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THEOREM 3. Consider a Lagrangian density L : J 1Y → Λn+1 X and assume the
same hypotheses as above on πXY : Y → X, C, and (21). Then φ is a critical
point of Sns relative to the constraints (23) and (24) if and only if

• Away from the singularity, the field φ satisfies the covariant Euler–Lagrange
equations on U−X ∪U+X ,

∂L
∂ϕA
− ∂µ

∂L
∂ϕA

,µ

= 0, ∀A = 1, . . . , N , (30)

together with the balance of energy and configurational forces (3) on U−X ∪U+X .

• At the singularity DX , the field φ verifies the following conditions:

(a) the vertical jump condition: for all vector fields V on Y , we have∫
DX

s(
∂L
∂ϕA

,µ

(x)Nµ(x)− λ(x) · ψ,A(ϕ(x))
)

V A(ϕ(x))
{

dvDX = 0, (31)

where the Lagrange multiplier λ(x) ∈ NP(−ψ(ϕ(x))).

(b) the horizontal jump condition on DX

s
Lδµν −

∂L
∂ϕA

,µ

ϕA
,ν

{
Nµ = 0, ∀ν = 0, 1, . . . , n. (32)

• On the boundary ∂UX \ DX , the field φ verifies the following conditions:

(c) for all A = 1, . . . , N, we have

∂L
∂ϕA

,µ

V A Nµ = 0. (33)

(d) for all ν = 0, . . . , n, we have(
Lδµν −

∂L
∂ϕA

,µ

ϕA
,ν

)
Nµ = 0. (34)

REMARK 2. Theorem 3 can be generalized to the case when C is not the closure
of an open subset; for example, if C is a submanifold with boundary of M . In this
case, Lagrange multipliers also appear in the covariant Euler–Lagrange equations.
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REMARK 3. For classical nonsmooth mechanics, Theorem 3 recovers the
variational setting developed in Fetecau et al. [42] by choosing Cns

= Ca ,
U = [0, 1], D = {τi}, C an open subset of M with smooth boundary, and the
constraint (25). In this case, (25) defines a smooth manifold (see Fetecau et al. [42,
Section 2.1]) and standard variational calculus can be used. In this special case,
for all m ∈ ∂C , the normal cone NC(m) is a half space in N∂C(m) = (TmC)⊥.

More generally, in the field theoretic context, we note that if the constraint
(23)–(24) or (25) define a manifold, then standard variational calculus can also be
used to characterize the critical points of Sns .

REMARK 4. In Sections 4 and 5 below, we consider in detail the discretization
of two 1 + 1-dimensional examples, namely, the case of the impact of a
1-dimensional elastic bar on a rigid plane and the impact of two 1-dimensional
elastic bars. In the first case, the constraint has the form (24), since a singularity
in the field may not only appear at the spacetime location of the impact but also
as a propagating singularity through the body after impact. For the second case,
the constraint is also of the form (24), but the configuration space involves a
combination of both Ca and Cc, because of the separation of the two bars before
and after the contact.

3.2.2. Noether theorem. Let a Lie group G act on Y by πXY -bundle
automorphisms and assume that the Lagrangian density L : J 1Y → Λn+1 X
is G-equivariant. Then the Noether theorem (18) holds for the induced G-action
on Cns and for all φ ∈ Cns , verifying the constraint or not. Therefore, if φ verifies
the hypotheses of Theorem 3 and the covariant Euler–Lagrange equations, then
it also verifies (19). If Cns

= Ca or if U ′ = U , then by using the vertical jump
condition in Theorem 3 the first term in (19) can be rewritten in terms of Lagrange
multipliers.

Note that if a field φ ∈ Cns verifies the constraints (23) and (24), then the new
field obtained by applying the Lie group action still belongs to Cns but it no longer
verifies the constraints (23) and (24), in general.

3.2.3. Multisymplectic form formula. Given φ ∈ Cns and two vector fields V,W
on Y , we have the formula

0 = d2Sns(φ)(V ◦ ϕ,W ◦ ϕ)

= −

∫
φX (U ′−)∪φX (U ′+)

( j 1ϕ)∗(£ j1V i j1WΩL − £ j1W i j1VΩL − i[ j1V, j1W ]ΩL)

+

∫
∂φX (U ′)\φX (D′)

( j 1ϕ)∗i j1V i j1WΩL +

∫
∂φX (D′)

J( j 1ϕ)∗i j1V i j1WΩLK, (35)
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which is obtained by extending to the nonsmooth case the arguments in Marsden
et al. [82, Theorem 4.1].

Suppose φ ∈ Cns satisfies the constraints (23) and verifies the conditions of
Theorem 3. In particular, φ verifies ( j 1ϕ)∗i j1 ZΩL = 0 on U−X ∪U+X (that is, away
from contact) for all Z ∈ X(Y ). We say that V ∈ X(Y ), with TπXY ◦ V ∈ X(X),
is a first variation at φ on U−X ∪ U+X if its flow ηε is such that φε := ηε ◦ φ is a
solution of ( j 1ϕε)∗i j1 ZΩL = 0 on U−X ∪ U+X , for all Z ∈ X(Y ) and all ε in an
open interval containing 0 ∈ R, where φεX := πXY ◦φ

ε
: U → X is an embedding

and ϕε := φε ◦ (φεX )
−1
: φεX (U ) → Y is a section of πXY : Y → X restricted

to φεX (U ) ⊂ X . Such a first variation thus verifies ( j 1ϕ)∗£ j1V i j1 ZΩL = 0, for all
Z ∈ X(Y ). From (35), we thus obtain the following statement.

Let φ verify the conditions of Theorem 3. Let V,W ∈ X(Y ) be such that TπXY ◦

V, TπXY ◦ W ∈ X(X) are first variations at φ on U−X ∪ U+X . Then φ, V , W
verify (20).

4. Multisymplectic variational integrator for nonsmooth mechanics with
constraints

In this section, we start the development of a discrete counterpart of the
variational multisymplectic framework obtained for nonsmooth field theory with
constraints in Section 3.2. The multisymplectic integrators for such problems
are thus obtained by combining the generalized Lagrange multiplier approach
for general constrained problems, presented in Section 3.1, with the theory of
multisymplectic integrators. We illustrate our approach by focusing on a 1 + 1-
dimensional spacetime, with a discretization based on a rectangular mesh. Our
setting is, however, easily formulated for higher-dimensional spacetimes and
other classes of spacetime discretizations.

First, we quickly review, from Marsden et al. [82] and Lew et al. [80, 81], some
facts about multisymplectic variational integrators for smooth unconstrained
problems. Then, we develop our approach for two different classes of constrained
problems, using the generalized Lagrange multiplier approach. These two classes
correspond to the problems of the impact of a 1-dimensional elastic body with a
rigid plate and of the impact of two 1-dimensional elastic bodies.

4.1. Multisymplectic variational integrators. We present separately the
discrete analogues of the mathematical concepts in classical field theory.

Discrete bundles and configurations. Consider a trivial bundle Y = X×M → X ,
with X = [0, T ] × [0, L], and the discrete parameter space given by

Ud = {0, . . . , N } × {0, . . . , A},
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where N and A are the number of temporal and spatial grid points, respectively.
We denote by � j

a the rectangle given by the four pairs of indices

� j
a = (( j, a), ( j + 1, a), ( j, a + 1), ( j + 1, a + 1)),
j = 0, . . . , N − 1, a = 0, . . . , A − 1,

and by U�
d the set of all such rectangles.

A discrete configuration is a map φd : Ud 3 ( j, a) 7→ φd( j, a) =: φ j
a ∈ X ×M

such that the induced map φXd := πXY ◦ φd : Ud → X , called the discrete base-
space configuration, encodes the current grid configuration. The discrete section
associated with φd is defined exactly as in the continuous case by ϕd := φd ◦φ

−1
Xd
:

φXd (Ud) → φXd (Ud) × M , which we identify with its second component, also
denoted by ϕd : φXd (Ud)→ M . Thus, the knowledge of the map φd is equivalent
to the knowledge of the couple of maps (φXd , ϕd).

Unlike the continuous case, in the discrete setting we need to restrict the choice
of the allowed discrete base-space configurations φXd . This class encodes the
freedom we allow on the spacetime mesh and determines the discrete horizontal
variations.

For example, we can restrict to maps φXd of the special form

φXd ( j, a) = (φ0
Xd
( j), φ1

Xd
(a)) =: (t j , sa), (36)

where φ0
Xd
(0) = 0, φ0

Xd
(N ) = T , φ1

Xd
(0) = 0, φ1

Xd
(A) = L . Such a discrete base-

space discretization defines N A rectangles in X . For simplicity, we also denote by
� j

a the rectangle in X with lower left corner given by φXd ( j, a). The choice (36)
allows to vary the discrete time step (uniformly in space) and to vary the discrete
space step (uniformly in time). Such a choice is not necessarily interesting in
applications; it serves, however, as an illustration for this subsection and as a
preparation for the next developments in Sections 4.2 and 4.3.

The first jet extension of a discrete section ϕd is the map j 1ϕd : φXd (U
�
d ) →

φXd (U
�
d )× M × M × M × M defined by

j 1ϕd(�) := (�, ϕd(�
(1)), ϕd(�

(2)), ϕd(�
(3)), ϕd(�

(4))), (37)

�(1) = ( j, a),�(2) = ( j + 1, a),�(3) = ( j, a + 1),�(4) = ( j + 1, a + 1), for
� = � j

a . The discrete version of the first jet bundle is given by

J 1Yd := φXd (U
�
d )× (M × M × M × M)→ φXd (U

�
d ).

Discrete action functional. A discrete Lagrangian is a map Ld : J 1Yd → R,
constructed such that the expression L j

a := Ld(� j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) is an

approximation of the action functional restricted to � j
a , namely,

L j
a ≈

∫
φXd (�

j
a)

L(t, s, ϕ(t, s), ∂tϕ(t, s), ∂sϕ(t, s)) dt ∧ ds, (38)
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where ϕ : X → M is a smooth field interpolating the discrete field values
(ϕ j

a , ϕ
j+1
a , ϕ

j
a+1, ϕ

j+1
a+1). The discrete action functional associated to Ld and to a

discrete configuration φd is

Sd(φd) =

N−1∑
j=0

A−1∑
a=0

Ld(�
j
a, ϕ

i
a, ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1),

where we note that the dependence of Sd on φXd arises through the explicit
dependence of Ld on � j

a .

Discrete vertical and horizontal variations. In the discrete setting, the horizontal
and vertical variations of the discrete configuration φd are δφXd and δϕd ,
respectively. In order to make explicit the dependence of the discrete action
functional on both the discrete base-space configuration and the discrete section,
we often write Sd(φXd , ϕd) =

∑N−1
j=0

∑A−1
a=0 L j

a . The total variation is

dSd(φXd , ϕd)·(δφXd , δϕd)= DHSd(φXd , ϕd)·δφXd+DVSd(φXd , ϕd)·δϕd, (39)

where the two terms are the horizontal and vertical variations, respectively. To
apply the variational principle and discuss boundary conditions, it is necessary to
specify the boundary and interior of the nodal base space φXd (Ud). In our case,
the boundary is given by

∂φXd (Ud) = {φXd (0, a), φXd (N , a), φXd ( j, 0),
φXd ( j, A) | a = 0, . . . , A, j = 0, . . . , N }.

The discrete covariant Euler–Lagrange equations are obtained by requiring that
the discrete action be stationary under arbitrary vertical variations vanishing at
the boundary.

As already mentioned, the discrete local balance of configurational forces
is obtained by requiring that the discrete action is stationary under horizontal
variations vanishing at the boundary. The allowable horizontal variations depend
on the chosen class of discrete base-space configurations. This choice depends
on the properties one wants to preserve from the local balance of configurational
forces at the discrete level.

As an example, for the class of discrete base-space configurations (36), the
variation (39) of the discrete action functional relative to δφXd and δϕd reads

dSd(φXd , ϕd) · (δφXd , δϕd)

=

N−1∑
j=1

A−1∑
a=1

(D1L j
a + D2L j−1

a + D3L j
a−1 + D4L j−1

a−1) · δϕ
j
a
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+

A−1∑
a=1

{(D1L0
a + D3L0

a−1) · δϕ
0
a + (D2LN−1

a + D4LN−1
a−1 ) · δϕ

N
a }

+

N−1∑
j=1

{(D1L j
0 + D2L j−1

0 ) · δϕ
j
0 + (D3L j

A−1 + D4L j−1
A−1) · δϕ

j
A}

+ D1L0
0 · δϕ

0
0 + D2LN−1

0 · δϕN
0 + D3L0

A−1 · δϕ
0
A + D4LN−1

A−1 · δϕ
N
A

+

A−1∑
a=0

Dt0L0
a · δt

0
+

N−1∑
j=1

A−1∑
a=0

(Dt jL j
a + Dt jL j−1

a ) · δt j
+

A−1∑
a=0

Dt NLN−1
a · δt N

+

N−1∑
j=0

Ds0L
j
0 · δs0 +

A−1∑
a=1

N−1∑
j=0

(DsaL j
a + DsaL

j
a−1) · δsa +

N−1∑
j=0

DsAL
j
A−1 · δsA.

(40)

According to our choice of discrete base-space configuration, we have φ0
Xd
(0)= 0,

φ0
Xd
(N ) = T , φ1

Xd
(0) = 0, φ1

Xd
(A) = L , so the terms in δt0, δt N , δs0, δsA vanish.

Discrete covariant Euler–Lagrange equations and discrete balance of
configurational forces. The discrete covariant Euler–Lagrange equations are
obtained by requiring stationarity of the action Sd under vertical variations
vanishing at the boundary, that is,

DVSd(φXd , ϕd) · δϕd = 0 for all δϕd vanishing at the boundary. (41)

This reads explicitly

D1L j
a+D2L j−1

a +D3L j
a−1+D4L j−1

a−1 = 0, j = 1, . . . , N−1, a = 1, . . . , A−1.
(42)

The discrete local balance of energy and of configurational forces are obtained
by requiring stationarity of the action Sd under horizontal variations vanishing at
the boundary, that is,

DHSd(φXd , ϕd) · δφXd = 0 for all δφXd vanishing at the boundary. (43)

For the choice (36), these equations are

A−1∑
a=0

Dt jL j
a + Dt jL j−1

a = 0, j = 1, . . . , N − 1,

N−1∑
j=0

DsaL j
a + DsaL

j
a−1 = 0, a = 1, . . . , A − 1.
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The treatment of boundary terms depends on the boundary conditions imposed
on the discrete fields. If the values of the discrete fields are given on a part of
the boundary, then the vertical variations vanish on this part of the boundary and
the variational principle does not yield additional boundary conditions. On the
part of the boundary where the discrete field is not prescribed, the variational
principle yields zero-traction type boundary conditions. They are obtained by
collecting all the terms proportional to δϕ j

a for (a, j) on that part of boundary. For
such (a, j), these boundary condition are written using (42), with the convention
that DkL j

a = 0, whenever ( j, a) /∈ Ud = {0, . . . , N } × {0, . . . , A}. Discrete
(nonzero) traction boundary conditions can be easily handled by considering
a slight modification of the discrete variational principle, as explained in Lew
et al. [80].

Discrete multisymplectic form formula. To formulate the multisymplectic
character of the integrator when horizontal variations are allowed, we introduce
the following discrete Cartan forms on J 1Yd :

Θ1
Ld
(� j

a, ϕ
j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) := DX j

a
L j

a d X j
a + D1L j

a dϕ j
a ,

Θ2
Ld
(� j

a, ϕ
j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) := DX j+1

a
L j

a d X j+1
a + D2L j

a dϕ j+1
a ,

Θ3
Ld
(� j

a, ϕ
j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) := DX j

a+1
L j

a d X j
a+1 + D3L j

a dϕ j
a+1,

Θ4
Ld
(� j

a, ϕ
j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) := DX j+1

a+1
L j

a d X j+1
a+1 + D4L j

a dϕ j+1
a+1,

(44)

where we denoted by X j
a , X j+1

a , X j
a+1, X j+1

a+1 the nodes associated to the square� j
a .

These discrete forms generalize the forms introduced in Marsden et al. [82]. If the
base space is 1-dimensional, they recover the discrete forms defined in Marsden
and West [83] for time-dependent mechanics.

Given a vector field Vd tangent to the discrete configuration φd = (φXd , ϕd), we
can define its first jet extension j 1Vd which takes the set of nodes in � j

a to the
set of values of Vd on these nodes. It is important to recall that Vd encodes both
horizontal and vertical variations, denoted by Vh and Vv, respectively. Using these
notations, we can write formulas of the type

DX j
a
Ld(�

j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) · (Vh)

j
a

+ D1Ld(�
j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) · (Vv)

j
a = [( j 1φd)

∗(i j1VdΘ
1
Ld
)](� j

a), (45)

that are useful to derive the discrete multisymplectic form formula. In the case
where base-space configurations are not allowed to vary, the first term in (45) is
not present and the first terms in all the discrete Cartan forms (44) are not needed.
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With these notations, the total derivative of the discrete action functional is

dSd(φd) · Vd =
∑

�∈U�
d

∑
k∈�

[( j 1φd)
∗(i j1VdΘ

k
Ld
)](�),

using all allowed discrete configurations (φXd , ϕd). If φXd is given by (36), this
formula recovers (40). When restricted to solutions of (41) and (43), the derivative
of Sd reads

dSd(φd) · Vd =
∑

�∈U�
d

∑
k;�(k)∈∂Ud

[( j 1φd)
∗(i j1VdΘ

k
Ld
)](�). (46)

Taking one exterior derivative and evaluating it on first variations Vd,Wd of a
solution φd = (φXd , ϕd) of (41) and (43), we get the discrete multisymplectic
form formula ∑

�∈U�
d

∑
k; �(k)∈∂Ud

[( j 1φd)
∗(i j1Vd i j1WdΩ

k
Ld
)](�) = 0, (47)

where Ωk
Ld

, k = 1, . . . , 4, are the Cartan 2-forms on J 1Yd defined by Ωk
Ld
:=

−dΘk
Ld

. Note that a first variation Vd of a solution φd verifies the condition
D2Sd(φd)(Vd,W int

d ) = 0, for all vector fields W int
d vanishing at the boundary.

In all these formulas, it is important to recall that the derivative of Sd is taken
on the space of allowed discrete configurations φd = (φXd , ϕd). In absence of
horizontal variations, (47) recovers formula (5.6) in Marsden et al. [82].

Depending on the choice of the base-space configuration, it is possible to
formulate the discrete multisymplectic form formula (47) on subdomains U ′d
of Ud , the condition being that the discrete equations on Ud imply the discrete
equations on U ′d . This always holds for the vertical equations but may be false for
the horizontal equations, depending on the base-space configuration used. For this
to be the case, the base-space configurations must allow independent variations
of all nodes. For example, this is false for the choice (36), but it does hold in the
absence of horizontal variations.

Discrete covariant momentum maps and discrete Noether theorem. We now
consider only vertical symmetries, that is, group actions that act trivially on the
base X . Let Φ : G×M → M be a left action of a Lie group G on M . This action
naturally induces one on the discrete jet bundle, which we choose to be trivial on
� j

a and diagonal on (ϕ j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1). The associated infinitesimal generator

reads

ξJ 1Yd (�
j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) := (�

j
a, ξM(ϕ

j
a ), ξM(ϕ

j+1
a ), ξM(ϕ

j
a+1), ξM(ϕ

j+1
a+1)),

(48)
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where ξM ∈ X(M) is the infinitesimal generator of the action Φ. We say that the
discrete Lagrangian is invariant with respect to this action if Ld ◦Φ

J 1Yd
g = Ld , for

all g ∈ G. Thus, we have the infinitesimal invariance dLd · ξJ 1Yd = 0.
The discrete momentum maps are defined by

J k
Ld
: J 1Yd → g∗, 〈J k

Ld
, ξ〉 := iξJ1Yd

Θk
L, ξ ∈ g, k = 1, . . . , 4, (49)

so we have the formulas

〈J k
L(�

j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1), ξ〉 = DkLd(�

j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) · ξM(ϕ

j (k)
a(k) ),

(50)
where ϕ j (k)

a(k) equals, respectively ϕ j
a , ϕ j+1

a , ϕ j
a+1, ϕ j+1

a+1 , for k = 1, . . . , 4. We note
that the infinitesimal invariance of Ld can be rewritten as

(J 1
Ld
+ J 2

Ld
+ J 3

Ld
+ J 4

Ld
)(� j

a, ϕ
j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) = 0, (51)

for all j = 0, . . . , N − 1 and a = 0, . . . , A− 1. This is the statement of the local
discrete Noether theorem. To obtain the global discrete Noether theorem, apply
formula (46) to variations induced by the group action. Recall that the G-action on
J 1Yd is trivial on the horizontal part and hence there are no horizontal variations.
This yields the following result (Marsden et al. [82], Lew et al. [80]).

THEOREM 4. Suppose that the discrete Lagrangian Ld : J 1Yd → R is invariant
under the action of a Lie group G on J 1Yd . Suppose that ϕd is a solution
of the discrete covariant Euler–Lagrange equations for Ld . Then we have the
conservation law ∑

�∈∂U ′�d

∑
k;�(k)∈∂U ′d

J k
Ld
(�) = 0.

REMARK 5. Further studies of multisymplectic schemes still need to be
developed. For example, error analysis will certainly involve exact generating
functionals for multisymplectic field theory; see Vankerschaver et al. [128]. In
the case of symplectic time integrators such a study is done via backward error
analysis; see Hairer et al. [59]. Other approaches to multisymplectic integrators
have been also developed, in, for example, Bridges and Reich [14].

4.2. Multisymplectic integrators for collisions—case I. In this subsection
we extend the multisymplectic discretizations, presented in Section 4.1, to
the case where the discrete field is subject to a spatial constraint. In the
continuous (that is, nondiscretized) situation, such constraints induce singularities
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in the fields. As shown in Section 3.2, the dynamics of these constrained
problems can be described in a variational setting by combining the nonsmooth
multisymplectic approach developed in Fetecau et al. [41] with the generalized
Lagrange multiplier approach for general constrained problems developed, for
example, in Rockafellar and Wets [120] and recalled in Section 3.1. We first
consider a setting useful to describe the collision of a 1-dimensional elastic bar
with a rigid plate.

4.2.1. Discrete geometric setting. Although a more general treatment is
possible, we suppose, for simplicity (as in Section 3.2), that M = Rp with
the standard inner product, and that the constraint C is the closure of an open
subset of M . We also assume that C = (−ψ)−1(P), where

ψ = (ψ1, . . . , ψ s) : Rp
→ Rs

are continuously differentiable functions and

P := {(d1, . . . , ds) ∈ Rs
| d1 6 0, . . . , ds 6 0}.

As in Section 4.1, our approach is illustrated with a spacetime discretization
based on a rectangular mesh. Recall that the discrete configuration is a map φd :

Ud → X × M , and that the discrete base-space configuration φXd := πXY ◦ φd :

Ud → X encodes the freedom we allow on the spacetime discretization. We now
describe the discrete version of the constraints (23) and (24). The analogue of the
constraints (23) are

φd(Ud) ⊂ C, (52)

guaranteeing that the value of the field at each spacetime node is in the constraint
subset C ⊂ M . A collision arises at some spacetime location if the corresponding
field value belongs to the boundary ∂C of the constraint subset (24). Once a
spacetime grid is fixed, such a spacetime location does not coincide with a
spacetime node, in general. In our approach, we assume that collisions occur at
spatial nodes, but that the corresponding time is determined from the variational
principle, thereby extending the approach developed by Fetecau et al. [42]. We
now describe the mathematical setting needed to describe this situation. Note
that during the dynamics, several collisions can occur at different spatial nodes;
however, for simplicity of the exposition, we assume a single collision at time
t̃ = φ0

Xd
(̃i).

Let Ud = {0, . . . , i − 1, ĩ, i, . . . , N } × {0, . . . , A}. Given fixed space and time
steps ∆s and ∆t , the discrete base-space configuration

φXd : Ud → X = [0, T ] × [0, L]



F. Demoures, F. Gay-Balmaz and T. S. Ratiu 28

is defined by

φXd ( j, a) : = ( j∆t, a∆s) = (t j , sa) ∈ X

φXd (̃i, a) : = (̃t, a∆s) = (̃t, sa) ∈ X with (i − 1)∆t 6 t̃ < i∆t.
(53)

The first equality states that a rectangular spacetime grid is fixed. The second
equality gives the time of contact t̃ = αt i

+ (1 − α)t i−1 for α ∈ [0, 1], which is
the only freedom allowed on the spacetime mesh and it gives rise to horizontal
variations.

In addition to the rectangles� j
a = (( j, a), ( j+1, a), ( j, a+1), ( j+1, a+1)),

we also define the rectangles �i−1
a and �̃a by

�i−1
a := ((i − 1, a), (̃i, a), (i − 1, a + 1), (̃i, a + 1)),
�̃a := ((̃i, a), (i, a), (̃i, a + 1), (i, a + 1)).

Let ϕ j
a , ϕ̃a be the values of the field at the spacetime nodes ( j, a) and (̃i, a).

We define the analogue of the second part (24) of the constraint by

u ∈ Ud, φd(u) ∈ ∂C ⇒ u = (̃i, a). (54)

A node a such that φd (̃i, a) ∈ ∂C is said to be at contact at time t̃ , but note that
we attribute the time t̃ to all the other nodes, too.

Define the subset Dd := {̃i} × {0, . . . , N } ⊂ Ud . Note that it is not the discrete
analogue of the singularity subset D in the continuous case. It is rather the
spacetime coordinate of all the nodes at the contact time t̃ ; see Figure 1.

Figure 1. On the left: the rectangles � j
a,�

j−1
a ,� j

a−1,�
j−1
a−1. On the right: the

discrete parameter space Ud and the subset Dd . The spacetime coordinates of
the nodes in contact are designated by •.

4.2.2. The discrete action functional. Fix a discrete Lagrangian Ld : J 1Yd → R,
constructed such that the approximation (38) holds. Define, as before, L j

a :=

Ld(� j
a, ϕ

j
a , ϕ

j+1
a , ϕ

j
a+1, ϕ

j+1
a+1) when j 6= i − 1. Near the contact time, define
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Li−1
a := Ld(�i−1

a , ϕi−1
a , ϕ̃a, ϕ

i−1
a+1, ϕ̃a+1) and L̃a := Ld(�̃a, ϕ̃a, ϕ

i
a, ϕ̃a+1, ϕ

i
a+1).

Thus, the discrete action functional takes the form

Sns
d (φXd , ϕd) :=

i−2∑
j=0

A−1∑
a=0

L j
a +

A−1∑
a=0

Li−1
a +

A−1∑
a=0

L̃a +

N−1∑
j=i

A−1∑
a=0

L j
a. (55)

4.2.3. Discrete vertical and horizontal variations. In general, the total
derivative of the discrete action function Sns

d has the form

dSns
d (φXd , ϕd)s · (δφXd , δϕd)

= Dint
H Sd(φXd , ϕd) · δφ

int
Xd
+ Dint

V Sd(φXd , ϕd) · δϕ
int
d

+ D∂
HSd(φXd , ϕd) · δφ

∂
Xd
+ D∂

VSd(φXd , ϕd) · δϕ
∂
d

+ D∼,int
H Sd(φXd , ϕd) · δφ̃

int
Xd
+ D∼,int

V Sd(φXd , ϕd) · δϕ̃
int
d

+ D∼,∂H Sd(φXd , ϕd) · δφ̃
∂
Xd
+ D∼,∂V Sd(φXd , ϕd) · δϕ̃

∂
d . (56)

Here δφ int
Xd

, respectively δφ∂Xd
, denote the horizontal variations away from impact,

at the interior, respectively, the boundary of the domain; δϕ int
d , respectively

δϕ∂d , denote the vertical variations away from the contact time, at the interior,
respectively, the boundary of the domain. The notations δφ̃ ∂Xd

, δφ̃ int
Xd
, δϕ̃ int

d , δϕ̃∂d
have the same meaning at the contact time. The notations on the various
derivatives correspond to these variations. From our choice (53) of discrete base-
space configuration, the variations δφ int

Xd
and δφ∂Xd

do not appear in the formula
for dSns

d , as opposed to (40), where the discrete base space is defined by (36).
Taking the variation of each of the terms in (55), we get

dSns
d (φXd , ϕd) · (δφXd , δϕd)

=

i−1∑
j=1

A−1∑
a=1

(D1L j
a + D2L j−1

a + D3L j
a−1 + D4L j−1

a−1) · δϕ
j
a

+

N−1∑
j=i+1

A−1∑
a=1

(D1L j
a + D2L j−1

a + D3L j
a−1 + D4L j−1

a−1) · δϕ
j
a

+

A−1∑
a=1

(D1Li
a + D2L̃a + D3Li

a−1 + D4L̃a−1) · δϕ
i
a

+

∑
�∈U�

d

∑
k;�(k)∈∂Ud∪Dd

DkL(�) · δϕ j
a +

A−1∑
a=0

(Dt̃Li−1
a + Dt̃L̃a)δ̃t, (57)

where, in the fourth line, the index (a, j) in δϕ j
a corresponds to the coordinate of

the node k = 1, 2, 3, 4 (see (37)). The first and second lines correspond to interior
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vertical variations, the third line to vertical variations at the boundary and along
the contact time, the last line to horizontal variations.

Note that Dt̃Li−1
a denotes the derivative relative to the variables t̃ which

appear through the dependence of Ld on �i−1
a identified with (sa, t i−1, sa+1, t̃ ).

Similarly, Dt̃L̃a denotes the derivative relative to t̃ , where �̃a is identified with
(sa, t̃ , sa+1, t i). The horizontal variation can equivalently be taken with respect
to α, when writing t̃ = t i−1

+ α∆t for α ∈ [0, 1], in which case we have
δ̃t =∆t δα. If the Lagrangian does not depend explicitly on time, thenLd depends
on t̃ only through the time steps mentioned above, that is, t̃ − t i−1

= α∆t and
t i
−t̃ = (1−α)∆t . In this case, the horizontal variations (the last summand in (57))

can be equivalently written as
∑A−1

a=0 (DhLi−1
a − DhL̃a)δ̃t , where Dh denotes the

derivative relative to the time step.
In terms of the discrete Cartan form defined in (44), the sum of the third and

fourth terms in (57) can be rewritten as∑
�∈U�

d

∑
k;�(k)∈Dd

[( j 1ϕd)
∗i j1VdΘ

k
Ld
](�)

=

∑
�∈U�

d

∑
k;�(k)∈Dd

DkL(�) · δϕ j
a +

A−1∑
a=0

(Dt̃Li−1
a + Dt̃L̃a)δ̃t (58)

and is the discrete analogue of the jump term in (9). The discrete analogue of the
boundary term in (9) is∑

�∈U�
d

∑
k;�(k)∈∂Ud

[( j 1ϕd)
∗i j1VdΘ

k
Ld
](�). (59)

Note that the terms associated to δϕ̃0 and δϕ̃A belong to both (58) and (59). This
is due to the fact that (̃i, 0), (̃i, A) ∈ ∂Ud ∩ Dd .

Below, assume that the configuration is known at t0 and t N , that is, δϕ0
a = 0

and δϕN
a = 0, for all a = 0, . . . , A. On the spatial boundary we use zero-traction

boundary conditions, so that the variations δϕ j
0 and δϕ

j
A are arbitrary for all

j = 1, . . . , N − 1 and j = ĩ .

4.2.4. Generalized Lagrange multiplier approach. We now write the necessary
conditions on φd to be a critical point of Sns

d with respect to the constraints (52)
and (54). From Theorem 1, a necessary condition is given by

−

(
δSns

d

δφd

) j

a

∈ NC(ϕ
j
a ), ∀( j, a) ∈ Ud . (60)
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Recall that the normal cone is

NC(ϕ
j
a ) = {λ1( j, a)∇ψ1(ϕ j

a )+· · ·+λs( j, a)∇ψ s(ϕ j
a ) | λ( j, a) ∈ NP(−ψ(ϕ

j
a ))}.

We thus obtain the following cases.

(i) If ( j, a) ∈Ud\(∂Ud∪Dd)= {1, . . . , N−1}×{1, . . . , A−1}, then from (52) and
(54) we have ϕ j

a ∈ int(C). Since we assumed that C is the closure of an open
subset of M , the normal cone to C at ϕ j

a in M reduces to zero. In this case, using
(57), the condition (60) yields the discrete covariant Euler–Lagrange equations

D1L j
a+D2L j−1

a +D3L j
a−1+D4L j−1

a−1 = 0, ∀( j, a) ∈ Ud \ (∂Ud ∪Dd). (61)

(ii) If ( j, a) ∈ Dd = {̃i } × {0, . . . , A}, then from (52) and (54) we can have
ϕ j

a = ϕ̃a ∈ ∂C or ϕ j
a = ϕ̃a ∈ int(C). Under the hypothesis (21) on ψ and λ,

using (57), the vertical part of condition (60) yields

D1L̃a + D2Li−1
a + D3L̃a−1 + D4Li−1

a−1 = λ(̃i, a) · ∇ψ(ϕ̃a) (62)

where λ(̃i, a) ∈ NP(−ψ(ϕ̃a)). We note that λ(̃i, a) is zero if a ∈ {0, . . . , N } is
such that ϕ̃a ∈ int(C), that is, if the node a is not in contact at time t̃ .

The horizontal part of (60) yields energy conservation during the impact

A−1∑
a=0

(DhLi−1
a − DhL̃a) = 0.

(iii) We now consider the case ( j, a) ∈ ∂Ud \ Dd . If j = 0 or j = N , there are no
corresponding equations by our choice of boundary conditions since δϕ0

a = 0
and δϕN

a = 0, for all a = 0, . . . , A. If a = 0 or a = A, we get the zero-traction
boundary conditions, for all j = 1, . . . , N − 1:

D1L j
0 + D2L j−1

0 = 0, D3L j
A−1 + D4L j−1

A−1 = 0. (63)

Note that if a = 0 or a = A in (62), then it takes the specific form

D1L̃0+D2Li−1
0 = λ(̃i, 0) ·∇ψ(ϕ̃0), D3L̃A−1+D4Li−1

A−1 = λ(̃i, A) ·∇ψ(ϕ̃A).

So, if a = 0, or a = A is not in contact at time t̃ , the Lagrange multiplier
vanishes and these equations become the zero-traction boundary conditions at
time t̃ , thereby completing (63) at the contact time.

These results are summarized in the following theorem.
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THEOREM 5. Assume the hypotheses of Theorem 3 on the bundle πXY : Y → X,
the constraint C, and the Lagrange multiplier λ. Consider the discrete setting of
Section 4.2.1, with discrete base-space configuration (53). Consider a discrete
Lagrangian density Ld : J 1Yd → R and the associated discrete action functional
Sns

d defined in (55). If φd = (φXd , ϕd) is a critical point of Sns
d relative to the

constraints (52) and (54), then:

• Away from the contact time, the fields φXd and ϕd satisfy the discrete covariant
Euler–Lagrange equations

D1L j
a+D2L j−1

a +D3L j
a−1+D4L j−1

a−1 = 0, ∀( j, a) ∈ Ud \ (∂Ud ∪Dd). (64)

• At the contact time, the fields φXd and ϕd verify the following conditions:

(a) the energy conservation at the contact time:

A−1∑
a=0

(DhLi−1
a − DhL̃a) = 0; (65)

(b) the vertical discrete jump condition for λ(̃i, a) ∈ NP(−ψ(ϕ̃a)):

D1L̃a + D2Li−1
a + D3L̃a−1+ D4Li−1

a−1 = λ(̃i, a) · ∇ψ(ϕ̃a), ∀a 6= 0, A. (66)

Note that λ(̃i, a) = 0 if the node a is not in contact at time t̃ .

• At the spatial boundary, away from the contact time, the field ϕd verifies the
zero-traction boundary conditions

D1L j
0 + D2L j−1

0 = 0, D3L j
A−1+ D4L j−1

A−1 = 0, ∀ j = 1, . . . , N − 1. (67)

REMARK 6. Note that if the contact happens at the extremity a = 0, respectively
a = A, then the zero-traction boundary condition is replaced by the expression

D1L̃0 + D2Li−1
0 = λ(̃i, 0) · ∇ψ(ϕ̃0), respectively

D3L̃A−1 + D4Li−1
A−1 = λ(̃i, A) · ∇ψ(ϕ̃A).

REMARK 7. We give the details of the computation of the contact time t̃ . Let t j+1

be the first value for which there exists an a ∈ {0, . . . , A} such that−ψ(ϕ j+1
a ) /∈ P

(see (28) and (29)). Then we search for t̃ = t j
+ α∆t ∈]t j , t j+1

[ such that
−ψ(ϕ̃a) ∈ ∂P and either (64) holds if a ∈ {1, . . . , A − 1} or (67) holds if
a ∈ {0, A}. This rule is applied to the examples in Section 5. See also Demoures
et al. [30], where we give a detailed algorithm in two concrete examples.
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4.2.5. Discrete multisymplectic form formula. Consider the discrete action
functional Sns

d defined in (55). With the help of the discrete Cartan forms defined
in (44), the derivative of Sns

d computed in (57) is

dSns
d (φd) · Vd =

∑
�∈U�

d

∑
k∈�

[( j 1φd)
∗(i j1VdΘ

k
Ld
)](�), (68)

where φd = (φXd , ϕd). This derivative is computed on the space of all base-
space configurations of the form (53) and for all possible discrete fields ϕd . In
this formula, we did not impose any constraints on the discrete fields. With
this particular choice of base-space configurations, the first terms in the discrete
Cartan forms (44) only appear when j = ĩ .

Choose a subdomain U ′d of Ud and restrict the discrete action functional Sns
d to

discrete configurations restricted to U ′d , which we denote by S′d
ns . The derivative

of S′d
ns has the same expression as (68), with Ud replaced by U ′d . Note that if φd

verifies the conditions of Theorem 5 then the derivative of S′d
ns reads

dS′ns
d (φd) · Vd =

∑
�∈U ′d

�

∑
k; �(k)∈∂U ′d∪D′d

[( j 1φd)
∗(i j1VdΘ

k
Ld
)](�), (69)

where D′d = U ′�d ∩ Dd . Note that to obtain this formula we only used a subset
of the conditions found in Theorem 5, namely, we only used the discrete Euler–
Lagrange equations associated to the nodes ( j, a) ∈ Ud \ (∂Ud ∪ Dd), that is,
equations (64).

Taking one exterior derivative and evaluating it on first variations Vd,Wd of a
solution φd = (φXd , ϕd) of (64), we get the discrete multisymplectic form formula∑

�∈U ′d
�

∑
k; �(k)∈∂U ′d∪D′d

[( j 1φd)
∗(i j1Vd i j1WdΩ

k
Ld
)](�) = 0, (70)

where we recall that Ωk
Ld

, k = 1, . . . , 4 are the Cartan 2-forms on J 1Yd defined
by Ωk

Ld
:= −dΘk

Ld
. We also recall that the expression in (70) depends on both

the horizontal and vertical components of Vd and Wd . Formula (70) is the discrete
version of (20).

4.2.6. Discrete momentum maps and discrete Noether theorem. We now extend
the discrete Noether theorem (as recalled in Theorem 4) to the case with
constraints. As before, we only consider vertical symmetries. LetΦ : G×M→ M
be a left action of a Lie group G on M and assume that the discrete Lagrangian
Ld is invariant under the G-action on J 1Yd . Recall that the discrete momentum
maps are defined by

J k
Ld
: J 1Yd → g∗, 〈J k

Ld
, ξ〉 := iξJ1Yd

Θk
L, ξ ∈ g, k = 1, . . . , 4. (71)
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To obtain the global discrete Noether theorem, we proceed exactly as in the
continuous case, namely, we apply formula (57) for the variations (restricted to a
subset U ′d) along the group action, and make use of the necessary conditions for
a critical point. Denoting D′d := Dd ∩U ′d , if φd satisfies the necessary conditions
of Theorem 5, then∑

�∈U ′�d

∑
k;�(k)∈∂U ′d∪D′d

[( j 1ϕd)
∗i j1ξYd

Θk
Ld
](�) = 0, ∀ξ ∈ g.

By using the definition (71) of the discrete momentum maps, we get the following
result that generalizes Theorem 4.

THEOREM 6. Suppose that the discrete Lagrangian Ld : J 1Yd → R is invariant
under the action of a Lie group G on J 1Yd . Suppose that φd verifies the
necessary conditions of Theorem 5. Consider a subdomain U ′d ⊂ Ud and define
D′d := Dd ∩U ′d . Then φd verifies the conservation law∑

�∈U ′�d

∑
k;�(k)∈∂U ′d∪D′d

J k
Ld
(�) = 0. (72)

To obtain this conservation law we only used the first condition of Theorem 5,
that is, the discrete covariant Euler–Lagrange equations away from contact time.
Using condition (b) in Theorem 5, we can rewrite the terms in (72) for which
�(k) ∈ D′d , in terms of the Lagrange multipliers (that turn out to vanish for all
nodes a that are not in contact at the contact time). Note also that if U ′d ∩ Dd = ∅,
(72) recovers the Noether conservation law of Theorem 4 in absence of constraints.
Note, finally, that this theorem generalizes, to the multisymplectic setting, the
Noether theorem for variational collision integrators in Lagrangian mechanics
developed in Fetecau et al. [42, Theorem 3.2].

4.3. Multisymplectic integrators for collisions—case II. We extend the
framework of Section 4.2 to treat the collision of two 1-dimensional bodies.

4.3.1. Discrete geometric setting. For two bodies, the discrete parameter space
is

Ud = {0, . . . , i − 1, ĩ, i, . . . , N } × ({0, . . . , A} t {0, . . . , B}) 3 ( j, a, b).

The associated rectangles are denoted � j
a , �̃a and � j

b, �̃b. Define the subset

Dd := {̃i} × ({0, . . . , A} t {0, . . . , B}).

A discrete configuration is given, as before, by a map φd : Ud → X × M , where
X = [0, T ] × ([0, L1] t [0, L2]). Given fixed space and time steps ∆s and ∆t ,



Multisymplectic variational integrators 35

Figure 2. Discrete spacetime subdomains U1d , U2d , and the subsets D1d , D2d .

the discrete base-space configuration φXd : Ud → X is defined by

φXd ( j, a, b) : = ( j∆t, a∆s, b∆s) = (t j , sa, sb) ∈ X

φXd (̃i, a, b) : = (̃t, a∆s, b∆s) ∈ X with (i − 1)∆t 6 t̃ < i∆t.
(73)

The first equality means that a rectangular spacetime grid is fixed for each body.
The second equality gives the time of contact of the two bodies, which has to be
determined. As before, it can also be equivalently given by a parameter α ∈ [0, 1]
such that t̃ = αt i−1

+ (1− α)t i .
It is convenient to also define the discrete parameter spaces

U1d = {0, . . . , N } × {0, . . . , A}, U2d = {0, . . . , N } × {0, . . . , B},

and the subsets D1d = {̃i} × {0, . . . , A}, D2d = {̃i} × {0, . . . , B}. We have
Ud = U1d ∪U2d and Dd = D1d ∪ D2d ; see Figure 2. To treat the problem of the
collision of two bars, the constraint on the discrete field is induced by a constraint
subset C ⊂ M × M . The constraint on the field is

(ϕ j
a , ϕ

j
b ) ⊂ C for all ( j, a, b) ∈ Ud, and (74)

(ϕ j
a , ϕ

j
b ) ⊂ ∂C ⇒ ( j, a, b) ∈ Dd, that is, j = ĩ . (75)

4.3.2. The discrete action functional. Fix a discrete Lagrangian Ld : J 1Yd → R,
such that the approximation (38) holds. Define, exactly as before, L j

a , L j
b, Li−1

a ,
Li−1

b , L̃a , and L̃b. The discrete action functional is

Sns
d (φ1d, φ2d) =

i−2∑
j=0

(A−1∑
a=0

L j
a +

B−1∑
b=0

L j
b

)
+

(A−1∑
a=0

Li−1
a +

B−1∑
b=0

Li−1
b

)

+

(A−1∑
a=0

L̃a +

B−1∑
b=0

L̃b

)
+

N−1∑
j=i

(A−1∑
a=0

L j
a +

B−1∑
b=0

L j
b

)
. (76)
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4.3.3. Discrete vertical and horizontal variations. The abstract expression of
the derivative of the discrete action functional has the same form as before, namely
(56). Similar computations as in Section 4.2.3 yield

dSns
d (φXd , ϕd) · (δφXd , δϕd)

=

i−1∑
j=1

∑
γ∈{a,b}

Γ−1∑
γ=1

(D1L j
γ + D2L j−1

γ + D3L j
γ−1 + D4L j−1

γ−1) · δϕ
j
γ

+

N−1∑
j=i+1

∑
γ∈{a,b}

Γ−1∑
γ=1

(D1L j
γ + D2L j−1

γ + D3L j
γ−1 + D4L j−1

γ−1) · δϕ
j
γ

+

∑
γ∈{a,b}

Γ−1∑
γ=1

(D1Li
γ + D2L̃γ + D3Li

γ−1 + D4L̃γ−1) · δϕ
i
γ

+

∑
�∈∂U�

1d

( ∑
k;�(k)∈∂U1d∪D1d

DkL(�) · δϕ j
a

)

+

∑
�∈∂U�

2d

( ∑
k;�(k)∈∂U2d∪D2d

DkL(�) · δϕ j
b

)

+

(A−1∑
a=0

(Dt̃Li−1
a + Dt̃L̃a)+

B−1∑
b=0

(Dt̃Li−1
b + Dt̃L̃b)

)
δ̃t, (77)

where, in the first, second, and third line Γ = A if γ = a and Γ = B if γ = b,
whereas in the fourth line, the index (γ, j) in δϕ j

γ corresponds to the coordinate
of the node k (see (37)).

4.3.4. Generalized Lagrange multiplier approach. We now determine the
necessary conditions on φd to be a critical point of Sns

d with respect to the
constraints (74) and (75). From Theorem 1, a necessary condition is given by

−

(
δSns

d

δφd

) j

a,b

∈ NC(ϕ
j
a , ϕ

j
b ), ∀( j, a) ∈ Ud .

Repeating the same arguments as in Section 4.2.4, we get the following result.

THEOREM 7. Assume the hypotheses of Theorem 3 on the bundle πXY : Y → X,
the constraint C, and the Lagrange multiplier λ. Consider the discrete setting
of Section 4.2.1, with discrete base-space configuration (73). Consider a
discrete Lagrangian density Ld : J 1Yd → R and the associated discrete action
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functional Sns
d defined in (55). If φd = (φXd , ϕd) is a critical point of Sns

d relative
to the constraints (52) and (54), then:

• Away from the contact time, the fields φXd and ϕd satisfy the discrete covariant
Euler–Lagrange equations

D1L j
a + D2L j−1

a + D3L j
a−1 + D4L j−1

a−1 = 0, ∀ ( j, a) ∈ U1d \ (∂U1d ∪ D1d)

D1L j
b + D2L j−1

b + D3L j
b−1 + D4L j−1

b−1 = 0, ∀ ( j, b) ∈ U2d \ (∂U2d ∪ D2d).

(78)

• At the contact time, the fields φXd and ϕd verify the following conditions:

(a) the energy conservation at the contact time

A−1∑
a=0

(DhLi−1
a − DhL̃a)+

B−1∑
b=0

(DhLi−1
b − DhL̃b) = 0, (79)

(b) the vertical discrete jump condition(
D1L̃a + D2Li−1

a + D3L̃a−1 + D4Li−1
a−1

D1L̃b + D2Li−1
b + D3L̃b−1 + D4Li−1

b−1

)
= λ(̃i, a, b) · ∇ψ(ϕ̃a, ϕ̃b), (80)

for all a = 0, . . . , A and b = 0, . . . , B, where λ(̃i, a, b) ∈ NP(−ψ(ϕ̃a, ϕ̃b)).
We recall that λ(̃i, a, b) is zero if the nodes a and b are not in contact at time t̃ .

• At the spatial boundary, away from the contact time, the field ϕd verifies the
zero-traction boundary conditions

D1L j
a=0 + D2L j−1

a=0 = 0, D3L j
A−1 + D4L j−1

A−1 = 0,

D1L j
b=0 + D2L j−1

b=0 = 0, D3L j
B−1 + D4L j−1

B−1 = 0,
∀ j = 1, . . . , N − 1.

(81)

As explained in Remark 6, if the contact happens at a boundary, then one needs
to modify the associated zero-traction boundary condition.

4.3.5. Discrete multisymplectic form formula. To obtain the discrete
multisymplectic form formula, we proceed, exactly as in Section 4.2.5, with
Ud = U1d ∪U2d and Dd = D1d ∪ D2d . Given a subdomain U ′d ⊂ Ud , if φd verifies
the condition of Theorem 7, then the derivative of the action functional has the
expression (69), where only the conditions (78) were used. We thus get the same
formula as earlier, that is, (70), where Vd,Wd are now first variations of (78) and
D′d = U ′d ∩ Dd .
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Figure 3. An example of discrete spacetime with time-dependent spatial
discretization.

4.3.6. Discrete momentum map and discrete Noether theorem. Using (77) and
proceeding as in Section 4.2.6, the discrete Noether theorem takes exactly the
form in Theorem 6. In this case, note, however, that ∂U ′d ∪ D′d = ∂U ′1d ∪ D′1d ∪

∂U ′2d ∪D′2d . If U ′d ⊂ U1d , then this Noether theorem reduces to a Noether theorem
for the motion of the first body. If, furthermore, U ′d ∩ D1d = ∅, we recover
Theorem 4.

REMARK 8. In Theorems 5 and 7 we have chosen, for simplicity, a tensor product
discretization of the spacetime, with constant time steps ∆t and constant space
steps ∆s. However, one of the main features of this theorem is that it remains
valid in the more general situation in which the spatial discretization is adapted
at each time step, as illustrated in Figure 3. This property follows from the
spacetime nature of the variational principle. Equations (64)–(67) and (78)–(81)
have exactly the same form in this more general situation. The change in the
spatial discretization is encoded in the dependence of the Lagrangian Ld on its
first argument � j

a . This dependence enters in a nontrivial way in equations (65)
and (79), through the partial derivatives of Ld with respect to the discrete time.

In the simpler case of a tensor product discretization, our algorithm can be
a posteriori interpreted as arising from a spatial discretization of the problem,
followed by a collision variational discretization in time, in the sense of Fetecau
et al. [42]. However, we note that applying a priori such a discretization in two
consecutive steps will, in general, neither preserve the multisymplectic character
of the problem, nor the covariant Noether theorem at the discrete level, whereas a
multisymplectic discretization, even in the case of a tensor product discretization,
will allow for a simultaneous preservation of these two properties. In the general
case of the discrete spacetime illustrated in Figure 3, which is potentially useful
for a systematic development of adaptive meshes, such a discretization in two
steps is not possible.
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Finally, as we already mentioned earlier, for simplicity of the exposition, we
have assumed a single collision time, but our algorithm can equally well handle
several collision times at different spatial nodes.

5. Numerical tests

5.1. Impact of an elastic beam on a rigid plate. We illustrate the discrete
geometric framework of Section 4.2, with configuration space Ca (continuous
and nonsmooth, see (6)), presenting the example of the elastic contact between
a 3-dimensional geometrically exact beam model and a rigid plate.

Geometrically exact beam models are naturally formulated in terms of Lie
group valued fields. Thus, it is important to retain the underlying Lie group and
Lie algebra structure in the discretized model in order to recover the qualitative
properties of the dynamics in the simulations (see Iserles et al. [67]). This has the
added advantage of also minimizing numerical error.

Field theoretic description of beam dynamics. In geometrically exact beam
models (Simó [123], Simó et al. [124]), the configuration of a beam is described
by the line of centroids r and by a moving orthonormal basis

{d1(t, s),d2(t, s),d3(t, s)}

giving the orientation of the cross-section at each of its points. The attitude
of this moving basis is described by a rotation matrix Λ ∈ SO(3). Thus, the
configuration space of the beam is the space of maps

(Λ, r) = (Λ(t, s), r(t, s)) : [0, T ] × [0, L] → SO(3)× R3 (82)

satisfying dI (t, s) = Λ(t, s)EI , I = 1, 2, 3, {E1,E2,E3} a fixed orthonormal
basis. See Figure 4.

Figure 4. The geometrically exact model of the beam is defined by the position
r(t, s) ∈ R3 of the line of centroids and by the orientation Λ(t, s) ∈ SO(3) of
the cross-sections. This figure illustrates the discretized beam at a given time t j

giving all A cross-sections at the spatial points sa .



F. Demoures, F. Gay-Balmaz and T. S. Ratiu 40

We work with the Lagrangian field theoretic description of geometrically exact
beam models developed in Ellis et al. [34]. The parameter and the base spaces are,
respectively, U = [0, 1] × [0, 1] and X = R× R. We assume that

UX = φX (U ) = [0, T ] × [0, L] ⊂ X.

The covariant configuration bundle is πXY : Y = X × SE(3)→ X and a field
is ϕ : [0, T ] × [0, L] 3 (t, s) 7→ (t, s, g(t, s)) ∈ R2

× SE(3), where

g(t, s) := (Λ(t, s), r(t, s)) ∈ SE(3)

are the configuration variables given in (82). The first jet extension of ϕ has
the expression j 1ϕ(t, s) = (t, s, g(t, s), ∂t g(t, s), ∂s g(t, s)). The Lagrangian
density L(t, s, g(t, s), ∂t g(t, s), ∂s g(t, s)) is easily described in terms of the
convected angular and linear velocities and strains ξ := g−1∂t g =: (ω, γ ) and
η := g−1∂s g =: (Ω,Γ ), namely,

L(g, ∂t g, ∂s g) = K (ξ)−Φ(η)−Π(g)
=

1
2 〈Jξ, ξ〉 −

1
2 〈C (η − E6), (η − E6)〉 −Π(g)

=: L̄(g, ξ, η), (83)

where K (ξ), Φ(η), and Π(g) are, respectively, the kinetic energy density, the
strain energy density, and the external (such as gravitational) potential energy
density. In (83), ξ, η are regarded as elements of R6; J is a 6× 6 diagonal matrix
whose diagonal elements are the principal moments of inertia and the mass of the
cross-section; the linear strain tensor C is a 6×6 diagonal matrix, whose diagonal
elements depend on the cross-sectional area, the principal moments of inertia of
the cross-sections, Young’s modulus, and Poisson’s ratio;

E6 = (0, 0, 0, 0, 0, 1) ∈ R6.

Both J and C are assumed to be independent of (t, s). The last equality of (83)
defines the trivialized discrete Lagrangian L̄.

Recall from Demoures et al. [29] that the covariant Euler–Lagrange equations
are given by

d
dt
(Jξ)− ad∗ξ (Jξ) =

d
ds
∂Φ

∂η
− ad∗η

∂Φ

∂η
− g−1 ∂Π

∂g
,

where ad∗(ω,γ )(µ, ν) = −(ω× µ+ γ × ν,ω× ν), with µ, ν ∈ se(3)∗. We use the
zero-traction boundary condition

∂Φ

∂η
(t, 0) =

∂Φ

∂η
(t, L) = 0.
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Consider the impact of the beam on a rigid plate. Assume that the thickness of
the beam is small relative to its length. Thus, we can choose the impenetrability
constraint to be independent of the rotation matrix Λ(t, s). It is given by

ψ : SE(3)→ R+, ψ(Λ(t, s), r(t, s)) = 〈r(t, s),E3〉 > 0, (84)

where the rigid plate is the horizontal plane z3
= 0 in R3. The constraint

subdomain has thus the expression

C := ψ−1([0,∞[) = SO(3)× {(z1, z2, z3) | z3 > 0} =: C1 × C2.

Since the constraint depends solely on the position r = (r 1, r 2, r 3), the normal
cone to C at (Λ, r) is

NC(Λ, r) = NC1(Λ)× NC2(r) with


NC1(Λ) = {0} for all Λ ∈ SO(3),

NC2(r) =


] −∞, 0] if r 3

= 0,
{0} if r 3 > 0,
∅ if r 3 < 0,

(85)

where ] −∞, 0] corresponds to the outward normal direction to C2 at r.

Multisymplectic variational integrator for the impact of a beam. For each
rectangular base space � j

a ∈ U�
d , we define the triangles:

M j
a = (( j, a), ( j + 1, a), ( j, a + 1)),

� j+1
a = (( j + 1, a), ( j, a), ( j + 1, a + 1)),

O j
a+1 = (( j, a + 1), ( j + 1, a + 1), ( j, a)),

�
j+1
a+1 = (( j + 1, a + 1), ( j, a + 1), ( j + 1, a)).

Note that � j
a =M

j
a ∪�

j+1
a+1 = O

j
a+1 ∪�

j+1
a ; see Figure 5. The discrete trivialized

Lagrangian Ld(� j
a, g j

a , g j+1
a , g j

a+1, g j+1
a+1) defined on� j

a is then expressed as a sum

Figure 5. The rectangular base space � j
a and the triangles M j

a , O j
a+1, � j+1

a , � j+1
a+1.
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of discrete trivialized Lagrangians defined on triangular meshes. Fix ∆t and ∆s.
Take the discrete base-space configuration (53). Below we use the notation

∆t j
:=

{
∆t if j /∈ {i − 1, ĩ}
∆t i−1

:= t̃ − t i−1 if j = i − 1
and ∆̃t := t i

− t̃ . (86)

Given a discrete first jet j 1ϕd(� j
a), we define

ξ j
a : = τ

−1((g j
a )
−1g j+1

a )/∆t, j /∈ {i − 1, ĩ}, ξ i−1
a := τ−1((gi−1

a )−1g̃a)/∆t i−1,

ξ̃a : = τ
−1((g̃a)

−1gi
a)/∆̃t, η j

a := τ
−1((g j

a )
−1g j

a+1)/∆s, j = 0, . . . , N ,

where τ : se(3)→ SE(3) is a local diffeomorphism approximating the
exponential map around the origin and satisfying τ(0) = (I3, 0).

The discrete Lagrangian L̄d : X�
d × SE(3)4 × se(3)4 → R defined on a

rectangle � j
a is obtained by summing four discrete Lagrangians defined on the

four triangular base spaces M j
a , � j+1

a , O j
a+1, � j+1

a+1. This discrete Lagrangian reads

L̄d(�
j
a, g j

a , g j+1
a , g j

a+1, g j+1
a+1) = ∆s∆t j

[
1
4 〈Jξ

j
a , ξ

j
a 〉 +

1
4 〈Jξ

j
a+1, ξ

j
a+1〉

−
1
4 〈C(η

j
a − E6), η

j
a − E6〉 −

1
4 〈C(η

j+1
a − E6), η

j+1
a − E6〉 − Π̄(g j

a )], (87)

with Π̄(g j
a , g j+1

a , g j
a+1, g j+1

a+1) :=
1
4 (Π(g

j
a )+Π(g

j+1
a )+Π(g j

a+1)+Π(g
j+1
a+1)). This

Lagrangian differs from the one in Demoures et al. [29] which is based only
on triangles M j

a . The choice (87) greatly improves the behavior of the integrator,
especially concerning the boundaries (see Demoures et al. [30]).

When there is contact, the discrete action functional Sns
d (φXd , ϕd) is of the form

(55). The discrete impenetrability condition is given by (84) and the normal cone
to the constraint subdomain has the expression (85). Thus, we can apply Theorem
5. We give below only the equations at contact time; see Demoures et al. [30] for
the full discrete equations of motion.

The vertical discrete jump conditions are

2∆s(−µ̃a + Ad∗
τ(∆t i−1ξ i−1

a )
µi−1

a )+∆t (̃λa − Ad∗τ(∆sη̃a−1 )̃
λa−1)

= ∆s∆t (g̃a)
−1 Dg̃aΠ(g̃a)+ 2̃λa(g̃a)

−1 Dgψ(g̃a),

for all a ∈ {1, . . . , A − 1}, where λ̃a is the Lagrange multiplier, where

µ j
a := (dτ

−1
∆t j ξ

j
a
)∗Jξ j

a , λ j
a := (dτ

−1
∆sη j

a
)∗C (η j

a − E6).

Note that λ̃a = 0 unless the node a is in contact, in which case we have λ̃a < 0.
Note also that when the contact is on the boundaries a ∈ {0, A}, we have to modify
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the previous vertical condition by taking into account the discrete boundary
conditions.

The horizontal discrete jump condition associated to the time component
variations, giving the energy conservation during the impact:

A−1∑
a=0

(DhLi−1
a − DhL̃a) = 0.

If the contact is at one of the boundaries, we have

∆s(−µ̃0 + Ad∗
τ(∆t i−1ξ i−1

0 )
µi−1

0 )+∆t λ̃0

=
1
2∆s∆t (g̃0)

−1 Dg̃0Π(g̃0)+ λ̃0(g̃0)
−1 Dgψ(g̃0),

or

∆s(−µ̃A + Ad∗
τ(∆t i−1ξ i−1

A )
µi−1

A )−∆tAd∗τ(∆sη̃A−1 )̃
λA−1

=
1
2∆s∆t (g̃A)

−1 Dg̃AΠ(g̃A)+ λ̃A(g̃A)
−1 Dgψ(g̃A).

Discrete momentum maps. The discrete Lagrangian L j
a is invariant with respect

to the action of the subgroup H = S1
× R2 of SE(3) on SE(3), given by

(Rz, v) · (Λ, r) = (RzΛ, v+ r), where Rz is rotation with axis E3, and v is a
translation vector parallel to the plane z3

= 0. As a consequence the Noether
Theorem 6 holds. The four discrete momentum maps are computed using (50);
see Demoures et al. [28, formula (32)] for similar formulas on triangles instead
of squares.

Symplectic properties of the discrete time evolution. Associate to Ld a discrete
Lagrangian

Ld(g j , ξ j
) :=

A−1∑
a=0

Ld(�
j
a, g j

a , g j+1
a , g j

a+1, g j+1
a+1)

for the time evolution, g j
:= (g j

0 , . . . , g j
A), ξ

j
:= (ξ

j
0 , . . . , ξ

j
A). If there is no

impact, the discrete flow g j is a symplectic integrator (see Demoures et al. [29]).
This result and those in Fetecau et al. [42] imply that the discrete flow g j defines a
symplectic integrator in presence of impact. Analogously to results in Demoures
et al. [29, Section 3.3], it is possible to construct the momentum maps associated
to the time evolution. Thus, if the configuration is prescribed at the temporal
extremities and zero-traction boundary conditions are imposed, then the discrete
momentum map is conserved, even in the presence of contacts, supposing that
the impenetrability constraints are invariant under the action of the subgroup H
of SE(3).
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Numerical tests. We provide numerical tests of our integrator. We consider the
initial value problem of a geometrically exact beam with length L = 0.5 m and
square cross-section of side a = 0.05 m, evolving with unconstrained extremities
in space. The beam parameters are set to ρ = 103 kg/m3, E = 103 N/m2,
ν = 0.35. The value of the gravitational acceleration is taken to be g = 10 m/s2.
Zero-traction boundary conditions are imposed at the two extremities of the beam.
The initial conditions are given by the configuration g0

a and the initial speed ξ 0
a at

time t = t0 for all positions s0, . . . , sA. Taking the local diffeomorphism around
the origin τ : se(3)→ SE(3) to be the Cayley map given by (see Selig [121])

τ(ω, γ ) :=

cayω
4

4+ ‖ω‖2

(
I3 +

1
2
ω +

1
4
ωωT

)
γ

0T 1

 ,
we choose

h0 =

1 0 0
0 cos(0.5) −sin(0.5)
0 sin(0.5) cos(0.5)

 ,
0

0
0

 ,
ha+1 = ha τ(∆s η0

a), ∀a = 0, . . . , A − 1,

where η0
a = (1, 4.5, 1, 0, 0, 1), for all a = 0, . . . , A − 1, and

g1
0 =

1 0 0
0 cos(0.5) −sin(0.5)
0 sin(0.5) cos(0.5)

 ,
 0
−2 · 10−5sin(0.5)
2 · 10−5cos(0.5)

 ,
g1

a+1 = g1
a τ(∆s η1

a),

for all a = 0, . . . , A− 1, where η1
a = (1.004, 4.522, 0.996,−0.004, 0, 1). Hence

ξ 0
a =

1
(4 · 10−5)

τ−1((ha)
−1g1

a), and g0
a = g1

a(τ (∆tξ 0
a ))
−1, ∀a = 0, . . . , A.

We observe an excellent conservation of energy and of the discrete momentum
map JLd = (J1, J2, J3) associated with the S1

× R2 symmetry (see Figure 6). We
refer to Demoures et al. [30] for further numerical tests and discussions of the
results. The configuration of the beam in contact, without friction, is illustrated in
Figure 7.

5.2. Impact of elastic bars. We illustrate the theory of Section 4.3, with
configuration space Cc (discontinuous with separation, see (8)), employing the
standard benchmark example of elastic contacts between two bars which have
been previously presented in Taylor and Papadopoulos [126]; see also Cirak and
West [17] and Glocker [53].
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Figure 6. From left to right: total energy, relative error, and momentum maps.
Beam composed of 20 elements with ∆t = 0.00001 s. Interval of time [0, 0.5].

Figure 7. From left to right: configuration of the beam at times t = 0.0 s,
t = 0.0053 s, t = 0.01 s, t = 0.015 s.

Field theoretic description. Let L1, L2 be the lengths of the two bars. The fields
are ϕ : X = [0, T ] × {[0, L1] ∪ [0, L2]} → M × M = R×R. The configuration
bundle is π : Y = X × R × R → X , so the first jet bundle can be canonically
identified with the vector bundle over

Y = X × R× R 3 (t, s1, s2, ϕ1(t, s1), ϕ2(t, s2)),

with fiber R2
× R2

3 (∂tϕ1(t, s1), ∂tϕ2(t, s2), ∂s1ϕ1(t, s1), ∂s2ϕ2(t, s2)). The
Lagrangian density of each of the two 1-dimensional elastic bars labeled by
α ∈ {a, b}, is

Lα(t, sα, ϕ(t, sα), ∂tϕ(t, sα), ∂sαϕ(t, sα))
=

1
2 (mα|∂tϕ(t, sα)|2 − EαS|∂sαϕ(t, sα)− 1|2) dt ∧ dsα

=: (Kα(∂tϕ(t, sα))−Φα(∂sαϕα(t, sα))) dt ∧ dsα, (88)

where S is area of the cross-section of the bar, mα is the mass by unit length of
the bar, and Eα is the Young modulus. Applying Hamilton’s principle to La + Lb

with given configurations at t = 0, T , we get the wave equations

mα∂t tϕα = EαS∂sαsαϕα, ∂sαϕα(t, 0) = 1, ∂sαϕα(t, Lα) = 1, α ∈ {a, b}.
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Assume that the initial configuration and velocity of the beam are known. The
two bars are moving against each other, subject to the impenetrability constraint

ψ(t, s1, s2, ϕ1, ϕ2) = ϕ2 − ϕ1 > 0, ∀t ∈ [0, T ], ∀sα ∈ [0, Lα]. (89)

The corresponding constraint subdomain is defined by C := ψ−1([0,∞[).

Multisymplectic variational integrator for the impact of elastic bars. Following
the definition (37) of the first jet extension j 1ϕd of a discrete section ϕd defined
on φXd (U

�
d ), we write j 1ϕd(� j

α) = (�
j
α, ϕ

j
α, ϕ

j+1
α , ϕ

j
α+1, ϕ

j+1
α+1). We approximate

the Lagrangian (88) by the discrete Lagrangian L j
α := Lα,d( j 1ϕd(� j

α)), obtained
by the generalized trapezoidal rule applied on the rectangles � j

α, that is,

L j
α =

1
2∆t∆s(K1(v

j
α)+ K1(v

j
α+1)−Φ1(e j

α)−Φ1(e j+1
α )), α ∈ {a, b} (90)

v j
α := (ϕ

j+1
α −ϕ

j
α)/∆t j is the discrete speed and e j

α := (ϕ
j
α+1−ϕ

j
α)/∆s the discrete

strain. The discrete action functional Sns
d (φ1d, φ2d) is of the form (76). Given the

discrete impenetrability condition

ψd(ϕ
j
a , ϕ

j
b ) = ϕ

j
b − ϕ

j
a > 0, ∀a = 0, . . . , A, ∀b = 0, . . . , B,

and the impact time t̃ = φXd (ĩ), use Theorem 7 to get

(a) The vertical discrete jump conditions
∆s1

2
M1(−ṽA + v

i−1
A )−∆t E1S (̃eA − 1)

∆s2

2
M2(−ṽ0 + v

i−1
0 )+∆t E2S (̃e0 − 1)

 = λA,0

[
−1
1

]
.

(b) The horizontal discrete jump condition associated to the time component
variations, giving the energy conservation during the impact:

A−1∑
a=0

(E i−1
a − Ẽa)+

B−1∑
b=0

(E i−1
b − Ẽb) = 0 with E j

a = −DhL j
a, E j

b = −DhL j
b.

See Demoures et al. [30] for the full discrete equations of motion outside of
contact.

Discrete momentum maps. Since the discrete Lagrangian is spatially invariant,
the corresponding Noether theorem holds for the discrete momentum maps.
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Figure 8. From left to right: displacement, speeds of the nodes in contact, total
energy, and relative energy error. From top to bottom: (1) L1 = L2 = 10, M1 =

M2 = 1, E1 = E2 = 1, `1 = `2 = 0.2, v1 = −0.1, v2 = 0.1, ∆t = 0.015 s,
T = 40 s; (2) L1 = 10, L2 = 5, M1 = M2 = 1, E1 = E2 = 1, `1 = `2 = 0.2,
v1 = −0.1, v2 = 0.1, ∆t = 0.015 s, T = 40 s; (3) L1 = L2 = 10, M1 = M2 = 1,
E1 = E2 = 1, `1 = `2 = 0.2, v1 = −1, v2 = 0, ∆t = 0.015 s, T = 40 s.

Numerical tests. By the choice of the discrete Lagrangian (90), each bar is
discretized as a mass–spring system with stiffness coefficients kα = EαS/∆sα
N m−1, and linear mass mα kg m−1. The bars are Lα meters long and are
discretized into A and B elements. The contact occurs at the extremities a = A
and b = 0 of the bars (see Figure 2). Initial velocities vα m s−1 are applied to the
two bars.

In Figure 8 below, we present the result of our algorithm for the longitudinal
impact of identical and nonidentical bars with various values for the lengths,
densities, and initial velocities. In each case, we observe that the energy is
conserved during and after the impact within 10−5. Consistently with the
theoretical prediction, the momentum map, associated with the invariance
relative to translations, is perfectly conserved. We refer to Demoures et al. [30]
for further numerical tests and discussions of the results.

During the persistent contact phase, we observe rapid velocity oscillations
as the masses bounce rapidly against each other, especially for two identical
bars. While the averaged velocity is correct, these fine-scale oscillations can be



F. Demoures, F. Gay-Balmaz and T. S. Ratiu 48

interpreted as spurious, as they do not properly capture the physical behavior. In
Demoures et al. [30], we propose a slight modification of the discrete Lagrangian
at the extremities of the bar. This then gives rise to an important modification
of the algorithm presented here that does not even use Lagrange multipliers and
eliminates these spurious oscillations.

Conclusions. We develop the theory of multisymplectic variational integrators
for nonsmooth continuum mechanics with constraints by combining, at the
continuous and discrete levels, the variational multisymplectic formulation of
nonsmooth continuum mechanics with the generalized Lagrange multiplier
approach for optimization problems with nonsmooth constraints.

The resulting integrators verify a spacetime multisymplectic formula,
generalizing the well-known symplectic property of time integrators, and exhibit
the excellent energy conservation property, common to symplectic integrators. In
the presence of symmetry, a discrete version of the Noether theorem is verified.
Once a discretization of spacetime and the Lagrangian are implemented, the
derivation of the integrator follows uniquely by applying a variational principle
or, more generally, the generalized Lagrange multiplier approach. In this sense,
our approach is systematic, general, and does not depend on the specific problem
under consideration. The numerical scheme and the validity of the discrete
conservation laws are illustrated with the help of two basic examples, namely,
the impact of an elastic body on a rigid plate and the collision of two elastic
1-dimensional bars.
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