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Abstract

Robust environmental perception is a crucial parameter for the development of autonomous ground vehicle applications, especially in the field of agricultural robotics which is one of the priorities for the Horizon 2020 robotics funding (EU funding program for research and innovation). Because of uncontrolled and changing environmental conditions in outdoor and natural environments, data from optical sensors classically used in mobile robotics can be compromised and unusable. In such situations, millimeter-wave radar can provide an alternative and complementary solution for perception tasks. The aim of this paper is to present the PELICAN radar, a millimeter-wave radar specifically designed for mobile robotics applications, including obstacle detection, mapping and situational awareness in general. In this first of a two-part paper, the choice of a frequency-modulated continuous-wave radar is explained and the theoretical elements of this solution are detailed. PELICAN radar is using a rotating fan-beam antenna, and the construction of 2D representations of the surrounding environments with radar data is described through simulation results. The second part of the paper will be devoted for a detailed description of PELICAN radar, as well as experimental results.
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1. Introduction

Robust perception is still a sensitive and challenging process in outdoor environments for Autonomous Ground Vehicles (AGV). Robots have to deal with complex and changing situations, including variations of ambient light level, day/night cycles, weather conditions (fog, rain, snow) or presence of obscurants (dust, smoke). In such situations, sometimes called Degraded Visual Environments (DVE), optical sensors (vision, laser) classically used in mobile robotics applications can be partially or completely ineffective, and the mission of the robot will not be completed.

It is no longer necessary to demonstrate the robustness and the efficiency of Millimeter-Wave (MMW) radars for perception tasks in outdoor environments. Because of a millimeter wavelength, MMW radars provide robust information even in degraded visual conditions. Such capabilities are extensively used for example in the military domain (air and maritime surveillance, missile guidance, etc.), in the field of civil aviation (approach radar, surface movement radar) or in the field of remote sensing (observation of Earth and other planets of the solar system). For the development of AGV applications, radar technology must be progressively adapted for smaller platforms, in terms of dimension, weight, energy consumption and cost.
The agricultural domain is a promising sector for AGV applications [1],[2] and manufacturers are already working on the development of industrial solutions [3],[4]. But the autonomy of these systems can be limited when they are faced with environmental conditions that cannot be controlled in outdoor and natural environments, and that are often harsh for perception sensors. Irstea Institute in Clermont-Ferrand (France) is involved in several research projects for the development of robotics solutions for the agricultural domain¹, and it has naturally taken an interest in the development of a robust perception system based on MMW radar².

Numerous research teams have used and are using MMW radars within the framework of mobile robotics domain. Obstacle detection is widely studied in automotive applications, for the detection of moving and static targets (cars, pedestrians) [5],[6],[7] or for the estimation of road geometry [8]. The imaging capabilities of radars are also used for visualization and characterization of the environment [9],[10],[11],[12], 2D/3D mapping and simultaneous localization and mapping (SLAM) applications [13],[14],[15]. Several researches are also involved in radar-vision fusion for obstacle detection and outdoor reconstruction [16],[17],[18],[19] relying on the complementarity of the sensors: robustness to environmental conditions and depth detection ability of the radar; high spatial resolution of the vision. One problem for the development of radar-based solutions in mobile robotics is the radar itself, because the number of radars available on the market is not so important. In the automotive domain, several specific radars are under development for vehicle and obstacle detection in degraded atmospheric conditions; but their use outside the field for which they were originally designed can be difficult due to specific design considerations. A few commercial systems can be found on the market such as a 77 GHz radar from Navtech Radar Ltd Company, but these radars have not been specifically developed for AGV applications. Our objective was to develop a specific MMW radar for perception in mobile robotics applications, with the ambition of making this radar available for the robotics community, through the availability of databases, collaboration on research programs and perhaps in the future the marketing of the radar.

The aim of this paper is to present PELICAN radar (see Figure 1). PELICAN is a panoramic radar developed at Irstea Institute for perception in mobile robotics applications. It is a low-power K-band radar (24 GHz), and it is based on a frequency-modulated continuous-wave emission. The radar is using a fan-beam antenna, which allows to build 2D representations of the surrounding environment. Lightweight (5 kg) and small sized (diameter 40 cm, height 23 cm), PELICAN can be easily positioned on various mobile platforms.

In this first part, the theoretical elements of the developed radar are presented, as well as simulation results. The second part of the paper will be devoted for a detailed description of PELICAN radar, and for experimental results. The principle of frequency modulation used for the radar is presented in section 2, with a focus on the problem of simultaneous range and velocity measurement. Section 3 develops the criteria that have to be taken into account for the choice of the carrier frequency of the radar, such as radar dimensions or regulation constraints. The adopted solution to build 2D images of the environment with radar positioned on a robot is described in section 4, and it is illustrated with simulation results. And section 5 concludes the paper.

Examples of research projects led by Irstea Institute:
¹ - PUMAgri: Universal mobile platform for agriculture
  - ActiSurTT: Active devices for vehicles security in off-road environments
² - PELICAN: Radar Perception Localization and Mapping for Natural Areas.
  - QUAD-AV: Ambient Awareness for Autonomous Agricultural Vehicles.
2. **FMCW Radar Principle**

Radar allows the location of objects in space by transmitting electromagnetic energy, and observing the returned echo. In the radar domain, two major families can be used to estimate the position of an object: *pulse radars* and *continuous radars*.

Basically, *pulse radars* transmit a high powered short pulse, after which the receiver is switched on in order to receive the echoes [20],[21]. The presence of one or several echoes indicates the presence of one or several targets. The range $r_i$ to target $i$ is estimated through the measurement of the delay time $\tau_i$ between pulse transmission and pulse reception, with

$$ r_i = \frac{c \tau_i}{2}, \quad (1) $$

where $c$ is the light velocity. Pulse radar transmits pulse of duration $\tau_d$. During this transmission duration, the receiver is switched off for protection purposes, and the radar cannot detect any targets: the transmission duration $\tau_d$ defines a blind zone from range zero to range $\delta r = c \tau_d / 2$. The distance $\delta r$ also defines the range resolution, i.e. the ability of the radar to distinguish two close targets. For autonomous robots applications requiring accurate radar-target distance measurements over short distances, a large value of $\delta r$ can lead to an unacceptable configuration. Thus, a major problem with pulse radars is to be able to operate over short time durations - in order to achieve a high range resolution - a very high peak power signal - in order to have a reliable signal reception. For that reason, frequency modulated continuous wave radars provide competitive solutions for distance measurement in short range applications.

2.1. **FMCW Principle**

*Unmodulated continuous wave (CW) radar* transmits continuously a constant frequency $f_0$ with constant amplitude, and measures the frequency difference between the transmitted and received signals. If the echo signal is reflected on a static target (radial velocity $v_r = 0$), transmitted and received frequency are equal. If the echo signal is reflected on a moving target (radial velocity $v_r \neq 0$), transmitted and received frequencies are different because the frequency of the reflected signal is shifted by the amount of the Doppler frequency $f_d$. 

![Figure 1: PELICAN radar (a) positioned on an experimental vehicle, and (b) detailed view.](image)
The radial velocity $v_{ri}$ between the radar and the target $i$ can be estimated using the well-known Doppler shift formula \cite{20,22}

$$v_{ri} = \frac{c f_d}{2 f_0}.$$  \hspace{1cm} (2)

As no runtime measurement is required with CW radar, no distance determination can be made and the distance between the radar and the moving target $i$ cannot be computed. If the distance must be determined, the transmitted signal can be modulated in order to get a time reference of the received echoes: this is the objective of the frequency modulation.

The principle of frequency modulated continuous wave (FMCW) radar is known and used for several decades \cite{20,23}. In FMCW radars, the oscillator generates a signal of linearly increasing frequency $\Delta f$ over a period $t_m$. This signal is transmitted into the air via the antenna. At the receiver stage, a part of the transmitted signal is mixed with the signals received from the $i$ targets present in the field of view of the radar. The signal which appears at the output of the mixer is filtered and amplified in order to isolate the beat signal $s_{bi}$.

Let us consider $i$ targets located at distance $r_i$ from the radar. We assume to have a static configuration, i.e. stationary radar and no moving targets. The transmitted signal is linearly modulated over a period $t_m = 1 / f_m$ with a sawtooth function, with a sweep frequency $\Delta f$ centered about $f_0$ (see Figure 2). In that case, the beat signal $s_{bi}$ can be written as \cite{20,23,24}

$$s_{bi}(t) = k \sum_i a_i a_{ri} \cos \left( 2\pi \left( \frac{2 \Delta f f_m r_i}{c} t + \Phi_i \right) \right),$$  \hspace{1cm} (3)

where $a_i$ is the amplitude of transmitted signal, $a_{ri}$ and $\Phi_i$ respectively the amplitude and a phase term of the signal received from target $i$, and $k$ a mixer coefficient.

![Figure 2: FMCW radar principle. The transmitted signal is linearly modulated over a period $t_m$ with a sawtooth function. The received signal highlights the same frequency modulation, with a time delay $\tau_i$ corresponding to the radar-target distance $r_i$. $f_0$ is the carrier frequency, $\Delta f$ the sweep frequency and $f_m$ the modulation frequency.](image)

As it can be seen in (3), the beat signal $s_{bi}$ is the sum of $i$ frequency components $f_{bi}$ (plus a phase term $\Phi_i$), each of them corresponding to a particular target $i$

$$f_{bi} = 2 \Delta f f_m \frac{r_i}{c}.$$  \hspace{1cm} (4)
As $\Delta f$ and $f_m$ are radar constants, one can see that $f_{bi}$ is proportional to the radar-target distance $r_i$, and the measurement of $f_{bi}$ allows determining $r_i$:

$$r_i = \frac{c f_{bi}}{2 \Delta f f_m}.$$  \hspace{1cm} (5)

The maximum range $r_{amb}$ before ambiguity is given by the period $t_m$ of the modulation law

$$r_{amb} = \frac{c t_m}{2} = \frac{c}{2 f_m}.$$  \hspace{1cm} (6)

From (3), we see that the amplitudes of the frequency components of the beat signal are proportional to the term $(a_t a_r)$. Considering that $a_t$ is constant, the amplitudes of the frequency components are proportional to the amplitudes $a_r$ of the received signals. The radar equation is an efficient tool to study the parameters that affect $a_r$. The radar equation gives a relationship between the expected received power $p_r$ from a target, its radar cross section (RCS) $\sigma$, its range $r$, and intrinsic radar characteristics [20]. The simple form of the radar equation is given by

$$p_r = p_t \frac{G^2 \lambda^2 \sigma}{(4\pi)^2 r^4},$$  \hspace{1cm} (7)

with $p_t$ transmitted power, $\lambda$ wavelength and $G$ antenna gain considering a monostatic case (i.e. the same antenna is used for transition and reception). $p_t$, $G$ and $\lambda$ are constant for a given radar, so $a_r$ only depends on $\sigma$ and $r_i$

$$a_r \propto \frac{\sqrt{\sigma}}{r_i^2}.$$  \hspace{1cm} (8)

If the radar-target distance $r_i$ is known, the measurement of $a_r$ allows to estimate $\sigma$. $\sigma$ is expressed in meter square, and it indicates how a target re-radiates the energy of the incident radar signal. In the case of spatially extended targets (such as ground or sea), the term backscatter coefficient $\sigma_b$ is introduced: it is the normalized RCS, i.e. the average RCS per unit of surface.

An example of simulated radar signal based on (3) is shown in Figure 3. The main radar parameters for this simulation are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Characteristics of the simulated FMCW radar.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted power $p_t$</td>
</tr>
<tr>
<td>Antenna gain $G$</td>
</tr>
<tr>
<td>Carrier frequency $f_0$</td>
</tr>
<tr>
<td>Sweep frequency $\Delta f$</td>
</tr>
<tr>
<td>Frequency modulation $f_m$</td>
</tr>
</tbody>
</table>

Two static trihedral metallic corners with an edge dimension of 8 cm and 20 cm (respectively) are located at range 30 m and 40 m (respectively). Trihedral metallic corners are canonical targets commonly used in radar domain for calibration, and for which the RCS $\sigma_{trihedral}$ can be calculated analytically. The peak RCS of such a trihedral is given by [25]

$$\sigma_{trihedral} = \frac{4 \pi a^4}{3 \lambda^2},$$  \hspace{1cm} (9)
where $a$ is the edge dimension of the trihedral corner, assuming that $a$ is large with respect to the wavelength $\lambda$. The simulated beat signal $s_b$ is shown in Figure 3(a), considering a signal-to-noise ratio (SNR) of 10 dB. The radar spectrum (Figure 3(b)) is computed with a 1024-point FFT: it highlights two main peaks, corresponding to the trihedral corners. The amplitude difference of 10.9 dBm is introduced by the RCS of the targets and the radar-target distances.

![Figure 3: Example of simulated FMCW radar signal. Two trihedral metallic corners are located at range 30 m and 40 m, with RCS equal to 1.1 m$^2$ (0.4 dBsm) and 42.9 m$^2$ (16.3 dBsm) respectively. (a) Temporal beat signal $s_b$. (b) Radar spectrum computed with a 1024-point FFT.](image)

### 2.2. Range Resolution

From (5), one can see that the radar-target distance $r$ is proportional to the beat frequency $f_b$. In that case, it can be assumed that the range resolution is equivalent to a frequency resolution. With a classical FFT frequency analysis, the frequency resolution $\delta f$ is determined by the observation time, i.e. the modulation period $t_m$ when considering FMCW radar

$$\delta f = \frac{1}{t_m} = f_m. \quad (10)$$

The increase of $t_m$ while maintaining the same sweep frequency $\Delta f$ leads to an increase of the frequency resolution $\delta f$, but the range resolution $\delta r$ is not affected because at the same time the measured distances $r$ are increased (see (5)).

In the case of a FMCW radar, the range resolution $\delta r$ can be estimated from (5), by substituting the beat frequency $f_b$ with the frequency resolution $\delta f$

$$\delta r = \delta f \frac{c}{2 \Delta f f_m}. \quad (11)$$
Substituting (10) in (11), we obtain the well-known relationship between the signal bandwidth and the range resolution

\[ \delta r = \frac{c}{2 \Delta f}. \]  

(12)

\( \delta r \) defines the distance resolving power, i.e. the ability of the radar to separate (to see as distinct) two targets fairly close together. (12) holds true when considering two reflectors of equal cross section. From (12), one can see that \( \delta r \) only depends on the sweep frequency \( \Delta f \), so an improvement of the range resolution is obtained with an increase of the sweep frequency. A simulation is presented in Figure 4, considering the signal model (3). Two point targets are located at range 59.8 m and 60.2 m in front of the radar. With \( \Delta f = 200 \text{ MHz} \), the theoretical range resolution \( \delta d \) is equal to 0.75 m and the targets are not resolved (Figure 4(a)), even in \( t_m \) is doubled (Figure 4(b)). In Figure 4(c), it can be seen that the targets are resolved if the sweep frequency is doubled (\( \Delta f = 400 \text{ MHz} \)).

The expression (12) of the range resolution is a theoretical relationship; it assumes a perfect linear modulation of the transmitted signal.

2.3. Simultaneous Range and Velocity Processing

Signal model (3) assumes that the configuration is static: stationary radar and no moving targets. If this assumption is not true, it is necessary to take into account the radial velocities introduced by the relative movements between radar and the environment. In that case, the beat signal \( s_b \) obtained with a sawtooth modulation can be expressed as [20],[24]

\[ s_b(t) = k \sum_i a_i a_{ni} \cos \left( 2\pi \left( \frac{2 \Delta f f_{mi}}{c} + 2 f_d \frac{V_{ni}}{c} \right) t + \Phi_i \right), \] 

(13)

where \( V_{ni} \) is the radial velocity between radar and target \( i \). The beat frequency \( f_{bi} \) is the sum of two components

\[ f_{bi} = \frac{2 \Delta f f_{mi}}{c} + \frac{2 f_d V_{ni}}{c}. \] 

(14)

The first part \( f_r \) of (14) only depends on the range \( r_i \) and the second part \( f_d \) is the Doppler shift.
induced by the radial velocity \( v_\text{ri} \). If \( v_\text{ri} = 0 \), one can see that \( f_\text{bi} \) is proportional to the radar-target distance \( r_i \). Figure 5 is a geometrical illustration of the Doppler shift on the time-frequency evolution of the received signal: the received signal highlights a time delay \( \tau_i \) corresponding to the radar-target distance \( r_i \) and a vertical shift due to the frequency Doppler \( f_d \) introduced by \( v_\text{ri} \).

**Figure 5**: Sawtooth modulation in presence of radial velocity. When considering a target located at range \( r_i \) with a radial velocity \( v_\text{ri} \), the received signal highlights a time delay \( \tau_i \) corresponding to the radar-target distance \( r_i \) and a vertical shift due to the frequency Doppler \( f_d \) introduced by \( v_\text{ri} \).

The expression of the beat frequency \( f_\text{bi} \) in (14) indicates that \( f_\text{bi} \) depends simultaneously on distance \( r_i \) and radial velocity \( v_\text{ri} \). We obtain one equation with two unknowns \( (r_i \) and \( v_\text{ri} \): a sawtooth modulation highlights a range-velocity ambiguity. In that case, without a priori knowledge on \( r_i \) or \( v_\text{ri} \), the measurement of \( f_\text{bi} \) does not allow an unambiguous calculation of \( r_i \) and \( v_\text{ri} \).

The simpler way to avoid this range-velocity ambiguity is to generate a triangular modulation law, including positive (upslope) and negative (downslope) slopes. Such a modulation law is presented in Figure 6. One can see in Figure 6 that the Doppler frequency \( f_d \) is added or subtracted to the beat frequency part introduced by the radar-target distance, depending on the sign of the slope. This behavior leads to separate the calculation of the beat frequency over the positive and negative parts of the modulation.

**Figure 6**: Triangular modulation law. The Doppler frequency \( f_d \) is added or subtracted to the beat frequency introduced by the radar-target distance, depending of the sign of the modulation slope.

If \( i \) target are located at ranges \( r_i \) from the radar, with radial velocities \( v_\text{ri} \), the beat signal is given by [20],[24]

\[
s_b(t) = k \sum_i a_i a_i^* \cos \left( 2\pi \left( \frac{4 \Delta f f_{\text{res}}}{c} \pm 2 f_0 \frac{V_m}{c} \right) t + \Phi_i \right),
\]

(15)
and the upslope and downslope beat frequencies can be written as

\[ f_{bi}^{up} = 4 \Delta f f_m^r \frac{r}{c} + 2 f_0 \frac{v_r}{c}, \]

(16)

\[ f_{bi}^{down} = 4 \Delta f f_m^r \frac{r}{c} - 2 f_0 \frac{v_r}{c}. \]

(17)

The sum of (16) and (17) allows computing the range \( r_i \) of the target, while the difference provides a calculation of the radial velocity \( v_{ri} \)

\[ r_i = \frac{c}{8 \Delta f f_m} \left( f_{bi}^{up} + f_{bi}^{down} \right), \]

(18)

\[ v_{ri} = \frac{c}{4 f_0} \left( f_{bi}^{up} - f_{bi}^{down} \right). \]

(19)

The sign of the radial velocity \( v_{ri} \) depends on the moving direction of the target versus radar: negative sign if the target is approaching; positive sign if the target is moving away.

2.3.1. Velocity Resolution

The Doppler frequency \( f_d \) is added or subtracted to the beat frequency part introduced by the radar-target distance, depending of the sign of the slope. Thus, the frequency shift \( df \) between the up-slope and down-slope spectra can be expressed as

\[ df = f_{bi}^{up} - f_{bi}^{down} = 2 f_d = 4 f_0 \frac{V}{c}. \]

(20)

The velocity resolution \( \delta v \) corresponds to the minimum measurable value of \( df \). With a triangular modulation, the signal is observed twice during the modulation period \( t_m \), upslope and downslope, thus

\[ \min(df) = \frac{2}{t_m} = 2 f_m. \]

(21)

Finally, substituting (21) in (20), the expression of the velocity resolution \( \delta v \) is obtained

\[ \delta v = \frac{c f_m}{2 f_0}. \]

(22)

From (22), it can be seen that \( \delta v \) is inversely proportional to the carrier frequency \( f_0 \) and to the observing time \( t_m \).

2.3.2. Limitations of the Triangular Modulation Law for Velocity Measurement

If theoretically the triangular modulation law allows the measurement of the radial velocities of the targets, its implementation remains a complex operation in multi-target environments. This difficulty is well illustrated with the simulated radar spectra in Figure 7 (radar parameters used are listed in Table 1).

In Figure 7 (a), a moving target \( A \) with radial velocity \( v_{A} = +5 \) m/s is located at range \( r_A = 50 \) m in front of the radar. The radial velocity \( v_{i} \) introduces the difference between up-slope and down-slope spectra. Range and velocity of the target are computed from (18) and (19). In this first example, the
peak matching is simple and leads to a good estimation of the range and velocity of the target (see table in Figure 7 (a)).

In Figure 7 (b), two targets are located in front of the radar: target $A$ with radial velocity $v_A = +5$ m/s at range $r_A = 50$ m; target $B$ with radial velocity $v_B = -5$ m/s at range $r_B = 47$ m. In this example, there are two possibilities of peak matching and no way to find the good one without a priori knowledge on the targets behavior. The table in Figure 7 (b) shows the computed range and velocity for both associations: the wrong association (gray shaded area of the Table) leads to the detection of the targets with incorrect ranges and velocities.

The use of a triangular modulation law is further complicated in real environment by the presence of a large number of targets which increase the number of combinations between peaks, and hence the possible number of false associations. Some solutions have been developed to solve this problem. In [26], a fuzzy logic controller is used to match the upslope and downslope peaks, using similarity rules between peaks. However, considering the movement of the robot and the delay ($t_{d}/2$) between the upslope and downslope parts of the modulation, the profile of the upslope and downslope spectra can be very different. These differences, introduced by the coherent sum of the multiple elementary reflectors present at the same time in the antenna beam (Speckle effect), make problematic a correct peak matching.

It is necessary to use more complex modulation laws to obtain unambiguous range and velocity measurements simultaneously. Such a modulation law is described in [27] within the framework of automotive applications. This modulation combines FSK (Frequency Shift Keying) and LFM (Linear Frequency Modulation) waveforms: the waveform consists of two LFM up-chirp signals transmitted in an intertwined sequence, where the first stepwise frequency modulated sequence is used as a reference signal while the second up-chirp signal is shifted in frequency. We have developed a similar approach, with the combination of FH (Frequency Hopped) and LFM waveforms resulting in two intertwined linear waveforms [24].

![Figure 7](image.png)

**Figure 7:** Simulation of radar spectra obtained with a triangular modulation law. Upslope and downslope spectra are computed in order to estimate simultaneously the range and velocity of the targets. (a) One target is located at range 50 m, with a radial velocity of +5 m/s. (b) Two targets $A$ and $B$ are located at range 50 m and 47 m, with radial velocities of +5 m/s and -5 m/s respectively. The wrong peaks association (gray shaded area of the Table) leads to an incorrect estimation of ranges and velocities.
In summary, the Doppler shift introduced by the radial velocity between radar and targets can be taken into account with several approaches when considering FMCW radars:

- with a sawtooth modulation such as that used by PELICAN radar, the Doppler shift cannot be directly estimated. In that case, it is necessary to use a proprioceptive sensor to measure the velocity of the robot and at the same time assume a static environment (i.e. no moving elements in the environment). With the measurement of the velocity, one can estimate the Doppler shift $\nu_d$, and the beat frequency $f_b$ can then be corrected in order to compute the radar-target distance. But this solution remains limited because it is inefficient to correct the Doppler shift introduced by moving targets.

- the triangular modulation described in section 2.3 can be used to measure directly the Doppler shift. Radar spectra are computed for the upslope and downslope parts of the modulation, and a peak matching allows recovering distances and radial velocities of the targets. However, this approach suffers from major drawbacks: (i) in multi-target environments (classical situation for a robot which moves in an outdoor environment), the targets configuration can lead to ambiguous situations, where peaks association strategies fail; (ii) and due to fading effects, upslope and downslope spectra can be slightly different, making the peak matching problematic or impossible.

- more complex modulation laws can be used to obtain unambiguous range and velocity measurements simultaneously in all situations. We have developed the intertwined linear frequency modulation, which combines frequency hopped and linear frequency modulation waveforms. This solution has been modeled and simulated, and it is presented in more detail in [24]. Potentially very efficient, that solution implies the transmission of synchronized intertwined signals, which will lead to much more complex and expensive microwave architectures than those developed for sawtooth modulation.

Considering that we are not involved in mobile object tracking applications (MOT), the use of a sawtooth modulation is possible, and we will use this approach in the remainder of this paper: classical sawtooth modulation + static environment assumption + proprioceptive sensor to measure the velocity of the robot. One can also notice that the relative simplicity of implementation of sawtooth modulation will allow developing a compact and low-cost microwave architecture.

3. **Choice of the Carrier Frequency**

The choice of the carrier frequency $f_0$ of a radar system is not a trivial process, considering its influence on numerous parameters such as maximum range, attenuation through the atmosphere, etc. Finally, the choice of $f_0$ is the result of a compromise between several criteria. These criteria include intrinsic parameters related to technological aspects, and extrinsic parameters related to specific constraints of the expected application.

3.1. **Detection of Small Objects - Penetration Capabilities - Roughness Effect**

The carrier frequency $f_0$ has a direct influence on target’s detection and penetration capabilities. It is accepted that objects whose typical sizes are much smaller than the wavelength will not be detected. For example in radar remote sensing, a forest will be partially invisible at lowest frequencies such as P band (250-500 MHz), and only the trunks will be able to reflect the radar signal; but at X band (8-12 GHz) only the canopy will be detected because the size of leaves and branches are on the order of the wavelength [28].

The penetrating capabilities of radar signal are widely used by ground penetrating radars (GPR) [29]. The penetration of materials, soil, walls, etc. can be obtained through the use of frequency typically lower than 1 GHz. The penetration depth is between few decimeters for the highest frequencies (0.9-2.6 GHz) and few meters for lower ones (0.1-0.6 GHz). But due to their conductivity and dielectric constant, some materials such as wet soils or clay soils have strong attenuation capabilities that limit or completely prevent radar penetration.
Surface roughness is a dominant factor in determining the amplitude of the backscattered signal from a surface [30]. It measures the irregularity of surface compared to the wavelength (and the angle of incidence). This last point is fundamental: a surface can exhibit a “smooth” behavior at a radar wavelength, and “rough” behavior at a shorter wavelength. If a surface is smooth, the backscattered signal will only exhibit a reflection in the specular direction because the surface acts like a mirror for the incident radar signal. For a slightly rough surface, the level of energy reflected in the specular direction decreases while a diffuse reflection increases. And for very rough surface, a diffuse reflection only subsists.

3.2. Radar Signal Attenuation through the Atmosphere

Three elements are taken into account when considering radar signal attenuation in the air: (i) free-space path loss, (ii) absorption due to the presence of oxygen and water vapor molecules, and (iii) attenuation due to rain drops and dust or sand particles.

The equation of the free-space path loss (FSPL) [31] is given by

$$FSPL = \left( \frac{4\pi r f_0}{c} \right)^2,$$

where $r$ is the transmitter-receiver distance. The FSPL is proportional to the square of the distance $r$, and also to the square of the frequency $f_0$. The radar equation (7) can also be used to explain the influence of $f_0$ on the free-space path loss: if $f_0$ increases (i.e. $\lambda$ decreases), the transmitted power $p_t$ must be increased in order to maintain the same received power $p_r$.

Losses occur when the radar signal is absorbed by molecules of oxygen and water vapor. One can see in Figure 8 that the losses are greater at specific frequencies, corresponding to the mechanical resonant frequencies of the molecules [32].

![Figure 8: Specific attenuation due to the presence of oxygen and water vapor in the atmosphere.](image)

The presence of rain drops, dust or sand particles also influences the radar signal attenuation. This problem has been widely studied for wireless communication applications [33]. Researches have shown that the shorter the wavelength, the more attenuation will be induced by absorption and scattering due to rain drops, dust and sand particles. But considering that radar-target distances involved in AGV applications are short (no more than a few hundred meters), attenuations caused by dust, rain or sand particles could be neglected in this particular case.
3.3. Radar Dimensions

The general law concerning the radar dimensions can be summarized as follows: the higher the frequency, the lower the size of the radar. This behavior is particularly relevant for the dimensions of the antenna. A rough estimation of the beam width $\theta$ expressed in radians is given by the ratio of the wavelength $\lambda$ to the antenna size $d$ [22]

$$\theta = \frac{\lambda}{d}. \quad (24)$$

From (24), it can be seen that the increase of $f_0$ (the decrease of $\lambda$) allows reducing $\theta$ for a given antenna size $d$. Or if $\theta$ is maintained constant, the increase of $f_0$ leads to build an antenna with smaller dimension.

3.4. Doppler Shift

From (4), one can notice that the Doppler shift has a direct influence on the beat frequency because the higher $f_0$, the higher the Doppler frequency induced by the radial velocity. In that sense, the choice of an adapted carrier frequency $f_0$ can help to increase or to reduce the effect of Doppler shift.

3.5. Cost and Availability of Microwave Components

Cost and availability of microwave components (oscillator, antenna, etc.) are still constraints for the development of new devices and applications in the industrial or research domains. It is a fluctuating situation, because due to the emergence of new markets, up-to-date components are regularly proposed by dealers. For example with the development of automatic cruise control or anti-collision applications in the automotive sector, high frequency components (above 70GHz) are now available for “low-cost” civilian applications. Another constraint that must be taken into account during the research and development stages is the cost of the laboratory instruments, that increases in direct relation with the frequency $f_0$.

3.6. Allocation of Frequency Spectrum

Devices and systems require authorizations to radiate RF energy. These authorizations are managed by several organizations, at national and international levels. For example, the International Telecommunication Union (ITU) [34] is in charge of the allocation of global resources such as radio-frequency spectrum. And in France, the use of the radio-frequency spectrum is controlled by the French Telecommunications Regulatory Authority (ARCEP) [35]. All these regulation laws lead to the definitions of limitations such as prohibited frequency bands, or bandwidth and power limitations.

4. Construction of 2D images

Our objective is to develop radar and use it to build a representation (an image) in the vicinity of the robot. If several approaches can be used to build radar images, it is possible to define two categories depending on the use of Real Aperture or Synthetic Aperture Radars.

**Synthetic Aperture Radar (SAR)** is widely used in the domain of aerial or satellite radar remote sensing, for the observation of Earth or other planets of the solar system [36],[37]. Because of the radar-target distances considered in airborne or spaceborne applications, the antenna aperture leads to a wide radar footprint and a poor angular resolution. As the antenna size cannot be increased at will in order to reduce the antenna aperture, SAR systems utilize the flight path of the platform (aircraft or satellite) to emulate (to synthesize) an extremely large antenna. SAR works like a phased-array antenna, but contrary of a large number of parallel antenna elements of a phased array, SAR uses one antenna in a time-multiplex process: the different geometric positions of the antenna elements are the result of the displacement of the platform. For example, the ERS-2 satellite (launched in 1995; end of
mission in 2011) was equipped with a 10 m SAR antenna in C-band (5.3 GHz), which corresponds to a beamwidth of 0.33°. Considering an orbital altitude of 785 km and an incidence angle of 23°, the ERS-2 footprint highlights a size of about 4900 m in the azimuthal dimension: the SAR processing allows obtaining an azimuth resolution between 10 and 30 m. The SAR signal processing uses magnitude and phase of the received signals over successive radar acquisitions. It implies an exact knowledge of the flight path and velocity of the platform. Considering a robot following an unknown trajectory in an unknown environment (non-flat natural environment), an effective and precise measurement of the robot trajectory is by itself a non-trivial problem. Moreover, SAR processing requires a large amount of data storage capacity and processing power, which make difficult the development of real-time applications. For all these reasons, we selected a Real Aperture Radar solution for the radar image construction.

In a Real Aperture Radar (RAR), the angular resolution is directly related to the real aperture of the antenna (in contrast to SAR systems) [38]. It means that the angular resolution is very coarse for long-range applications. But this characteristic may not be a limitation for short range applications we are interested in. RAR systems are still widely used on surveillance and air traffic control applications or marine radar systems onboard ships for collision avoidance and navigation at sea.

The adopted solution is inspired of marine radar systems. This solution uses a fan-beam antenna, which produces a main beam with a narrow beamwidth in the horizontal plane (the azimuth) and a wider beamwidth in the vertical plane (the elevation). A simulation of the antenna radiation pattern is presented in Figure 9. This antenna has a half power (-3dB) aperture of 5° and 25° (azimuth and elevation planes respectively).

The radar is positioned on the top of a platform (robot, vehicle, etc.) in order to have an unobstructed view. A typical positioning of the radar is presented in Figure 10. The antenna rotates in the horizontal plane over the full 360° in order to build a panoramic image of the environment. The antenna is equipped with an encoder in order to measure the pointing direction \( \theta \) in a robot-fixed reference frame. The use of a fan-beam antenna is a main characteristic and a major limitation of the developed solution. The use of a large elevation beamwidth is a purpose in order to make the radar robust to some severe positioning variations in pitch and roll of the robot when it navigates in natural and non-flat environments. But at the same time the elevations or heights of the targets cannot be determined: with such a fan-beam antenna, the radar can only build 2D images of the environment. The information will be displayed in PPI (Plan Position Indicator) format, which is a common type of radar display: the detected elements are localized through (azimuth \( \theta \), distance \( r \)) polar coordinates in a \((x_r, y_r, z_r)\) vehicle-fixed reference frame.
Figure 9: Simulated radiation pattern of a fan-beam antenna. Half-power beamwidth: 5° in the azimuth plane, 25° in the elevation plane. (a) Normalized gain of the antenna along the main azimuth and elevation axis. (b) 3D resulting antenna radiation pattern.
Figure 10: Position of radar on a robot. Radar is typically located at a height $h$ between 1m and 3m above the ground, depending on the dimensions of the robot. $\Theta_{az}$ and $\Theta_{el}$ are the half-power aperture angles of the antenna (azimuth and elevation respectively). A target $T$ situated in the antenna beam is localized through its polar coordinates $(\theta, r)$. The elevation angle and azimuth angles $(\varphi_{el}, \varphi_{az})$ of target $T$ within the antenna beam are unknown parameters.

An example of simulated 2D radar image based on the rotation of a fan-beam antenna is presented in Figure 11 and Figure 12. The main characteristics of the simulated radar and antenna are shown in Table 1 and Table 2. The radar uses a linear sawtooth modulation described in Figure 2 and Figure 5.

**Table 2: Characteristics of the simulated antenna.**

<table>
<thead>
<tr>
<th>Half-power aperture</th>
<th>5°</th>
</tr>
</thead>
<tbody>
<tr>
<td>- azimuth plane $\Theta_{az}$</td>
<td></td>
</tr>
<tr>
<td>- elevation plane $\Theta_{el}$</td>
<td>25°</td>
</tr>
<tr>
<td>Rotation velocity</td>
<td>60 rpm</td>
</tr>
<tr>
<td>Gain</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 11 shows the simulated environment. The environment is discretized with a Delaunay triangulation. Each elementary triangle is characterized by its 3D position, a normal vector $\vec{n}$ to the surface and a backscatter coefficient $\sigma_0$. The radar is in a fixed position, 3m above the ground (blue square). The environment is modeled with flat and hilly terrains. Using cubic shapes, several buildings, walls and poles are positioned in the field of view of the radar. The antenna achieves a complete rotation in one second (60 rpm). In this example, the maximum range $r_{\text{max}}$ is 100 m. $r_{\text{max}}$ is set by the sampling frequency $f_s$ which determines the maximum measurable beat frequency $f_{\text{bmax}}$ and consequently the maximum measurable radar-target distance. The dashed circle in Figure 11 represents this maximum range.

A radar signal and a radar spectrum are computed at each degree of antenna rotation, taking into account pitch, roll and heading of the vehicle. The discrete points of the environment which are intercepted by the antenna pattern are considered as elementary scatterers and used to compute the corresponding radar signal based on (13). A range compensation is applied in order to eliminate the effect of the distance on the amplitude of the radar signal: the term $r^{-2}$ in (8) is compensated, and the amplitude received from a target becomes proportional to the square root of its radar cross section $\sigma$, independently of the distance $r$. A PPI radar image is obtained at the end of each antenna rotation, with the merge of 360 radar spectra. The radar image obtained is shown in Figure 12, in polar coordinates in Figure 12(a) or in Cartesian coordinates in Figure 12(b). In polar coordinates $(\theta, r)$, each column of data corresponds to a single radar spectrum (i.e. one antenna pointing direction). Polar coordinates $(\theta, r)$ can be transformed to Cartesian coordinates $(x, y)$ for visualization purposes or robot navigation. This transformation can be source of confusion due to the antenna beamwidth: for example, point targets have the same angular occupancy independent of the range in polar coordinates, but the corresponding echoes in Cartesian coordinates highlight different spatial
occupancies. This phenomenon is well-illustrated in Figure 12 with echoes from the poles (see marks $P_1$ and $P_2$).

![Figure 12: Example of environment modeling. The radar is in a fixed position, 3 m above the ground. The environment includes hilly and flat terrains. Cubic structures are used to simulate buildings, walls or poles. The maximum measurable distance is set to 100 m (represented by the dashed circle).](image)

One can observe an empty area of radius 10 m approximately around the radar (mark $A$), due to the height of the radar and the elevation beamwidth of the antenna. Shadowing effects can be seen behind the buildings and walls (marks $B$, $C$ and $D$ for example) or behind the hills (mark $E$). The granular noise that can be observed on the ground is an illustration of the Speckle effect. The Speckle effect is an inherent process to any radar image construction, and it is introduced by phase-interference effects (fading). Suppose that $N$ elementary scatterers are present within the radar footprint: the $N$ scattered signals are summed coherently to produce the measured radar signal. The scattered signals are summed constructively or destructively, depending on their relative phase, and the result is a random amplitude modulation of the radar signal, which introduces a grainy salt-and-pepper pattern in the radar image. The same effect can be observed with the echoes from the buildings or the walls.

### 4.1. Slant Range Error

The constructed 2D radar image can be seen as the projection of all targets on a reference plane (the rotation plane of the antenna). Because the fan-beam antenna does not allow determining the altitude of a target, the target ground range (i.e. the range between the radar and the ground projection of the target, also called down range) is unknown. Consider an antenna with a rotation plane parallel to the ground, and a target $T$ with a slant range $r_s$ and an elevation angle $\phi_{el}$. In that case, the ground range $r_g$ can be written as

$$r_g = r_s \cos(\phi_{el}).$$

(25)
Figure 12: Simulated 2D radar image, in polar coordinates (a) and Cartesian coordinates (b). Mark A indicates the dead zone introduced by the radar height and the antenna elevation aperture. Shadowing effect can be observed behind the buildings (marks B and C), behind the walls (mark D) and behind the hills (mark E). $P_1$ and $P_2$ are echoes from poles (considered as point targets): they highlight the same angular occupancy in polar coordinates, but different spatial occupancies in Cartesian coordinates due to range difference. The grainy salt-and-pepper texture in the radar image is caused by the Speckle effect.
(25) is a simple form equation because we assume that the measured distances are short and it is not necessary to take into account the curvature of the earth. But the usefulness of (25) is to show that a fan-beam antenna introduces a range migration when the 2D projection is achieved, with a systematic overestimation of the ground distance (excepted when radar and target are at the same altitude, i.e. \( \varphi_{el} = 0^\circ \)). This problem is illustrated in Figure 13.

![Figure 13: Illustration of the range migration introduced by an altitude difference. (a) Two targets \( T_1 \) and \( T_2 \) are at the same position in front of the radar (i.e. same ground distance \( r_g \)) with a difference in altitude (i.e. a difference in elevation angle \( \varphi_{el} \)). \( r_s1 \) and \( r_s2 \) are the distances (slant ranges) between the radar and the targets. (b) The PPI representation highlights the difference between the measured slant ranges (\( r_s1 \) and \( r_s2 \)) and the ground range \( r_g \).](image)

A simulation of the range migration due to the altitude difference between radar and target, with radar characteristics described in Table 1 and Table 2, is shown in Figure 14. One can see that the range migration remains low for low elevation angles and low distances. The range migration increases as a function of the distance and altitude of the target: for a target with a slant range \( r_s = 90 \text{ m} \) and an elevation angle \( \varphi_{el} = +10^\circ \) (i.e. difference in elevation of around 15.9 m between radar and target), the range migration is equal to 1.37 m.

![Figure 14: Simulation of the range migration as a function of slant range \( r_s \) and elevation angle \( \varphi_{el} \). The range migration is the difference between the slant range \( r_s \) and the ground range \( r_g \). It is introduced by the altitude difference between the radar and the target. For this simulation, the aperture of the antenna in the elevation plane is 25° (±12.5°) and the radar is positioned 3 m above the ground.](image)
In Air Traffic Control applications, the range migration problem is managed by the use of multiple synchronous 2D radars [39], or by the use of one 2D radar and some assumptions concerning the target attitude (“stable” trajectory, with constant velocity and altitude) [40]. As we have one radar, the only way to correct this range migration is to add knowledge about the environment during the 2D image construction. We have studied such an approach in [41]: the topography effects induced during the construction of a radar map are corrected with the use of a digital elevation model (DEM) of the environment.

4.2. Platform motion correction

The combined effect of antenna rotation and robot motion (translations + rotation) introduces distortions between the 360 successive radar spectra which are used to produce one radar image. This distortion effect is illustrated in Figure 15. One can see in Figure 15(b) that the detected points are improperly positioned if the movement of the robot is neglected. The correction is achieved by the use of two proprioceptive sensors which allow to estimate the trajectory of the robot during one antenna revolution: an odometer measures the longitudinal displacement, and a gyrometer measures the rotation. By combining data from the odometer and from the gyrometer with data from the antenna encoder, the 360 radar spectra can be projected in a common reference frame in order to build one revolution radar image.

![Figure 15](image)

**Figure 15**: Illustration of the distortion introduced by the robot motion. The triangles indicate de successive positions of the radar, the arrows the successive antenna pointing directions. The circles localize the detected points in presence of a target.
(a) Without robot motion. (b) With robot motion. If the robot motion is neglected, the detected points are improperly positioned (squares).

4.3. Doppler correction

From (14), one can see that the beat frequency $f_b$ is the sum of two components: the first one depends on the radar-target distance $r$ and the second is the Doppler shift $f_d$ introduced by the relative velocity $v_r$ between radar and the target. When considering a static environment (without moving targets), $v_r$ only depends on the robot velocity $v$ and on the angle $\theta$ between the direction of the robot and the antenna direction of propagation ($\theta$ is defined in a robot-fixed reference frame and is measured by the antenna encoder). Finally $f_d$ can be expressed as
\[ f_d = \frac{2f_c}{c} \left( \frac{v \cos(\theta)}{v_r} \right). \]  

(26)

An illustration is given in Figure 16(a). The amplitude of the radial velocity \( v_r \) is maximal for targets in the line of the robot trajectory (see \( T_1 \) and \( T_2 \) marks) and null for targets perpendicular to the robot trajectory (see \( T_3 \) and \( T_4 \) marks). When the robot is moving forwards, the measured radar-target distance is greater (respectively smaller) than the true distance for targets positioned in front of the robot (respectively behind the robot). In Figure 16(b), one can see that a robot velocity of 5 m/s introduces a maximum shift distance of about 1.33 m with radar parameters listed in Table 1.

The radar spectra are shifted up or down depending on the sign and the amplitude of \( v_r \). With a sawtooth modulation, \( v_r \) cannot be isolated, and therefore it is necessary to measure the robot velocity \( v \) with a proprioceptive sensor (for example with the odometer used to correct the robot motion in paragraph 4.2). Once \( v \) is measured, the Doppler shift \( f_d \) can be computed with (26), and the radar spectra can be shifted back in order to recover the correct radar-targets distances.

4.4. Speckle filtering

For a given radar-target distance \( r \), the measured microwave signal can be seen as the sum of all the elementary reflectors or scatterers present in front of the radar at range \( r \), so radar signal is subjected to fading effects [42],[43]. Indeed from (13), it can be seen that the sum is coherent: due the phase term \( \Phi \) of the beat signal, the sum highlights constructive and destructive interferences. If the signals received from each reflector combine constructively, the resulting measured signal will highlight a high power level; but if the received signals combine destructively, the resulting signal will highlight a low or zero power. Under the assumptions that (i) the number of scatterers is large and scatterers are statistically identical and independent, and (ii) no single scatterer has a cross-section significantly larger than the average of all scatterers, the received power for each range bin will vary in a random fashion. If radar is of imaging type, these random amplitude variations produce a speckle pattern, which is a manifestation of fading statistics. An illustration of speckle noise can be seen in Figure 12.

Minimizing the effect of the speckle noise has been a major research activity, particularly in remote sensing domain. These methods can be non-adaptive such as median filter, or adaptive such as Lee or Frost filters [44]. Another technique used to mitigate speckle in radar remote sensing is multi-look
filtering [45]. It is basically a non-coherent averaging of the radar image; it causes degradation in the image resolution, and it implies that the radar system offers a multi-look capability. As our radar is positioned on a moving platform, we can use the successive panoramic images to develop a specific multi-look filter. The principle of this approach is illustrated in Figure 17. The speckle reduction is obtained through a sliding non-coherent average of \( P \) panoramic images. The \( P \) panoramic images are projected onto a common space through a sliding dead reckoning phase: a gyrometer and an odometer measure the angular variations \( \omega \) and the longitudinal displacements \( \Delta \) between images, in order to compute their relative positions and orientations.

\[ \text{Figure 17: Principle of developed multi-look filter for Speckle filtering. A sliding dead reckoning phase computes the relative positions and orientations of } P \text{ panoramic radar images. Two proprioceptive sensors are used: a gyrometer to measure the angular variations } \omega; \text{ an odometer to measure the longitudinal displacements } \Delta. \text{ Once the } P \text{ images are positioned and oriented with respect to each other, a non-coherent average is computed.} \]

A simulation of Speckle filtering is presented in Figure 18. The considered environment and radar configuration are described in Figure 11 and a raw image before filtering is shown in Figure 12. The robot velocity is 2 m/s, and \( P = 10 \) successive images are used by the multi-look filter. This method allows reducing the speckle noise while preserving the resolution. The non-coherent average eliminates or strongly reduces the echoes from moving targets present in the environment, which is of minor important considering the static environment assumption imposed by the use of a sawtooth modulation.
5. **Conclusion**

PELICAN radar is a MMW radar designed for mobile robotics applications in outdoor environments. MMW radar highlights a low sensitivity to environment conditions such as weather events or dust, and it can provide a robust solution for perception in outdoor environments. PELICAN is based on FMCW principles, and it is using a rotating antenna in order to build radar images of the surrounding environment over 360°. This first of a two-part paper presented the theoretical basis of FMCW radars and of 2D images construction through simulation results. The interest of FMCW radars for short-range applications is explained, as well as the limitations for simultaneous range and velocity measurements. The construction of 2D representations of the environment with signal measured with a fan-beam antenna is detailed. Specific corrections are made during the image construction process: robot motion corrections to take into account the combined effect of antenna rotation and robot movement; Doppler correction in order to eliminate the Doppler shift in radar spectra; and Speckle filtering in order to attenuate the grainy pattern in the radar images. The use of a sawtooth modulation with PELICAN radar offers a relative simplicity of hardware implementation, but it assumes a static environment condition. In the second part of the paper, the solutions adopted for the construction of PELICAN radar will be presented: hardware part (electronics, antenna, housing, etc.) and radar signal processing implementation. Experimental results obtained with several mobile platforms and various outdoor environments will be described.
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