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Time-triggered control of nonlinear discrete-time systems

Romain Postoyan and Dragan Nešić

Abstract—We investigate the time-triggered control of nonlinear discrete-time systems using an emulation approach. We assume that we know a controller, which stabilizes the origin of a discrete-time nonlinear system. We then provide conditions to preserve stability when the control input is no longer updated at each step, but within $N$ steps from the previous update, where $N$ is a strictly positive integer. We consider general output feedback controllers and we allow for various holding strategies of the control input between two updates, such as zero-input or hold-input policies for example. An easily computable bound on the maximum number of steps between two updates, i.e. $N$, is provided. The results are applied to linear time-invariant systems in which the assumptions are written as a linear matrix inequality, and a nonlinear physical example is provided as an illustration. This study is relevant for networked control systems, as well as any system for which sparse or sporadically changing control inputs are advisable in view of the resource limitations for instance.

I. INTRODUCTION

Control strategies that generate sparse or sporadically varying inputs are suitable in a number of situations. Networked control systems (NCS) are a typical example. These are systems in which the plant and the controller communicate with each other via a digital channel, which may be used by other tasks. In this set-up, the frequent transmission of data between the plant and the controller, and thus the frequent update of the control input, may exceed the communication channel capacity, and leads to delays or packet losses, which may destroy the desired properties of the closed-loop system. Another example is embedded systems, for which the computation of the control input is limited by the available computation resources. Similar situations arise in a variety of other control applications. In medicine for instance, more specifically in dynamic phototherapy [7], to develop sparse control policies would be beneficial for the patients in order to reduce the pain induced by the treatment [1].

Several types of such control strategies are available in the literature. The simplest option is to hold the control input for a fixed amount of time, leading to time-triggered control, see e.g., [6], [18]. An alternative consists in adapting the transmissions according to the current state of the plant, we talk of event-triggered control, see [10], [22] and the references therein. The idea is to evaluate a state-dependent criterion at each step, whenever the latter is satisfied, a transmission is triggered. Event-triggered control usually generates less transmissions than time-triggered control, however the evaluation of the transmission condition may be difficult to implement in some applications. In self-triggered control, transmissions also adapt to the system evolution but the next triggering instant is decided based on the value of the state at the last control input update (and not the current state as in event-triggered control, to avoid the frequent evaluation of the triggering condition), see [10] and the references therein. The choice between these paradigms depends on the considered problem, all are relevant and deserve being investigated.

We study nonlinear discrete-time systems in this paper. This is justified by the fact that many processes are conveniently modeled in discrete-time because of their intrinsic nature or because of the tools used to construct the model, see [15] for instance. Also, any sufficiently smooth continuous-time model can be (approximately) discretized. Results, which relate the stability of nonlinear discretized models to the stability of the original system can be found in [19]; we do not address this issue in this paper and leaves it for future work. In the context of NCS, to work with a discrete model may be convenient as it allows considering holding strategies in which the input is set to zero when no transmission has occurred to reduce the actuation cost, see [24] for instance. Furthermore, equidistant transmissions naturally give rise to discrete-time models of the form considered here. Results on the event-triggered control of discrete-time systems can be found in [5], [8], [13] for instance. Recently, many works have been devoted to the design of predictive strategies for NCS, see e.g., [2], [4], [11], [23]. At each triggering instant, a packet containing future values of the control input is sent to the plant, and then stored in a buffer until the next transmission occurs. Hence, in [3], time-triggered and self-triggered policies are presented for general nonlinear discrete-time systems in order to optimize a discounted cost. While this strategy allows reducing the usage of the network, it still updates the control input value at each iteration. To overcome this potential issue, self-triggered controllers for constrained nonlinear systems are proposed in [9], which generate sparse or sporadically changing control inputs, depending on the desired specification, while guaranteeing stability and a desired level of optimality.

In this study, we focus on time-triggered control and our objective is to address the following problem. We assume that we know an output-feedback controller, which uniformly asymptotically stabilizes the origin of the plant when it is
updated at each step. We then consider the scenario where a new control input is transmitted to the plant within every $N$ steps from the last transmission. Between two updates, the input is held using a general type of functions, which captures the hold-input and the zero-input [24] policies as particular cases. We provide conditions on the closed-loop system as well as an explicit bound on the maximum allowable transmission interval (MATI), i.e. $N$, to guarantee stability. In particular, sufficient conditions for local/global, asymptotic/exponential stability are given. These conditions are written as a linear matrix inequality for linear time-varying systems, and a discretized Lorenz model of a thermal convection loop is proved to satisfy the required assumptions.

The approach is inspired by the continuous-time results in [18]. It appears that the discrete-time nature of the problem generates differences and some non-trivial technical difficulties compared to [18]. Indeed, we first had to modify the assumptions on the closed-loop system, and we had to make an assumption on a $\ell_2$-gain contrary to [18], as will be explained later. We then provide a bound on the MATI, which is different from the one in continuous-time. Indeed, in contrast with [18], we do not provide an explicit formula for the MATI bound but a simple algorithm for its computation, which is easy to implement. Compared to the related works based on model predictive ideas [3], [9], the controller is an output feedback law (we do not require to measure the full state) and we do not rely on optimization techniques, which may be important for applications with low computational capacities.

II. Preliminaries

Let $\mathbb{R} := (-\infty, \infty)$, $\mathbb{R}_{\geq 0} := [0, \infty)$, and $\mathbb{Z}_{\geq 0} := \{0, 1, 2, \ldots\}$. For $(x, y) \in \mathbb{R}^{n+m}$, $(x, y)$ stands for $[x^T, y^T]^T$. A function $\chi : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is of class $\mathcal{K}$ if it is continuous, zero at zero and strictly increasing, and it is of class $\mathcal{K}_\infty$ if, in addition, it is unbounded. A continuous function $\chi : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is of class $\mathcal{KL}$ if for each $t \in \mathbb{R}_{\geq 0}$, $\chi(t)$ is of class $\mathcal{K}$, and, for each $s > 0$, $\chi(s, \cdot)$ is decreasing to zero. The distance of a point $x \in \mathbb{R}^n$ to a set $\mathcal{A} \subseteq \mathbb{R}^n$ is denoted by $|x|_{\mathcal{A}} := \inf\{|x-y| : y \in \mathcal{A}\}$. Let $P$ be a real, square, and symmetric matrix, $\lambda_{\max}(P)$ and $\lambda_{\min}(P)$ are respectively the largest and the smallest eigenvalue of $P$. The notation $\mathcal{I}$ stands for the identity matrix. The symbol $\ast$ used in matrices denotes the symmetric block component.

We will use the following stability definition.

Definition 1: Consider the system $x^{+} = F(x)$ with $x \in \mathbb{R}^n$. The compact set $\mathcal{S} \subseteq \mathbb{R}^n$ is:

- uniformly locally asymptotically stable (ULAS) if there exist $\beta \in \mathcal{KL}$ and $c > 0$, such that for any $x(0)$ with $|x(0)|_{\mathcal{S}} \leq c$, the corresponding solution verifies $|x(k)|_{\mathcal{S}} \leq \beta(|x(0)|_{\mathcal{S}}, k)$ for any $k \in \mathbb{Z}_{\geq 0}$.
- uniformly globally asymptotically stable (UGAS) if the previous property holds for any $x(0)$.
- uniformly locally (respectively, globally) exponentially stable (ULES (respectively, UGES)) if it is ULAS (respectively, UGAS) and $\beta(s, k) = Ce^{-\sigma k}$ with $C > 0$ and $\sigma > 0$ for any $s, k \in \mathbb{Z}_{\geq 0}$.

III. Problem statement

Consider the system

$$x^+_p = f_p(x_p, u), \quad y = g_p(x_p),$$

with state $x_p \in \mathbb{R}^{n_p}$, input $u \in \mathbb{R}^{m_u}$, and output $y \in \mathbb{R}^{n_y}$. We design the following controller to stabilize system (1)

$$x^+_c = f_c(x_c, y), \quad u = g_c(x_c, y),$$

where $x_c \in \mathbb{R}^{n_c}$ is the controller state. System (2) covers static controllers, in which case $u = g_c(y)$ (and no variable $x_c$ is needed).

We study the scenario where the input to system (1) is no longer updated by (2) at each step but sporadically, such that there exists a maximum of $N$ steps between two successive updates. The underlying idea is to transmit as rarely as possible. Hence, denoting $k_i$, $i \in \mathbb{Z}_{\geq 0}$, the sequence of transmission instants, $k_{i+1} - k_i \leq N$ for any $i \in \mathbb{Z}_{\geq 0}$. At each $k_i$, the controller receives the current value of the plant output $y$, generates an updated control input $u$, which is immediately transmitted to the plant. We assume that the delays induced by the transmissions and the computation time are negligible. For the sake of convenience, we introduce the clock variable $\tau \in \mathbb{Z}\geq 0$ to count the number of steps since the last transmission. Variable $\tau$ has the following dynamics

$$\tau^+ = \begin{cases} 1 & \text{when } \tau \in \{1, \ldots, N\} \\ \tau + 1 & \text{when } \tau \in \{1, \ldots, N - 1\} \\ \text{(no transmission)} & \end{cases}$$

In (3), when a transmission occurs, which may happen at any time in $\{1, \ldots, N\}$, $\tau$ is reset to 1, otherwise $\tau$ is incremented by 1 and this may occur when $\{1, \ldots, N - 1\}$, but not when $\tau = N$ as a transmission necessarily needs to be triggered in this case (otherwise the inter-transmission time will be strictly bigger than $N$, which is excluded). When $\tau \in \{1, \ldots, N - 1\}$, a transmission may or may not occur. We see that system (3) generates non-unique solutions for a given initial condition: that is not an issue for the forthcoming analysis.

The objective of this paper is to provide conditions to guarantee the stability of the closed-loop system (1)-(2) in presence of communication constraints. In particular, we aim at providing an easily computable bound on $N$. We first need to model the overall system for this purpose.

The control input applied to system (1) is no longer $u$, but a sampled version of input $u$, which we denote $\hat{u}$. Similarly, controller (2) receives the sampled version of $y$, denoted $\hat{y}$. Hence, (1) and (2) respectively become $x^+_p = f_p(x_p, \hat{u})$ (the output equation does not change) and $x^+_c = f_c(x_c, \hat{y})$, $u = g_c(x_c, \hat{y})$. The variables $\hat{u}$ and $\hat{y}$ have the following dynamics

$$\hat{u} := u + d_p, \quad \hat{y} := y + d_c,$$

where $d_p$ and $d_c$ are the measurement error (noise) and the delay, respectively.

Let $\mathcal{G}_{\text{sys}}(s) = C(sI - A)^{-1}B + D$, where $A = \frac{\partial f_p}{\partial x_p}$, $B = \frac{\partial f_p}{\partial u}$, $C = \frac{\partial f_p}{\partial y}$, $D = \frac{\partial f_p}{\partial u}$, and $F_p = A + BK$. The control input $u$ is given by $u = -K_p(x_p - \hat{y})$. The control system with the observer is illustrated in Figure 1.

![Control System Diagram](https://via.placeholder.com/150)
like in [14]

\[
\begin{pmatrix}
\dot{u}^+ \\
\dot{y}^+
\end{pmatrix} = \begin{cases}
(u^+) & \text{when } \tau \in \{1, \ldots, N\} \quad \text{(transmission)} \\
y^+ & \text{when } \tau \in \{1, \ldots, N-1\} \quad \text{(no transmission)}
\end{cases}
\]

where \( y^+ = g_p(x^+_p) = g_p(f_p(x_p, \hat{u})) \) and \( u^+ = g_r(x^+_r, y^+) = g_r(f_r(x, \hat{y}, \hat{y}, \tau) = \hat{u} \) and \( g_p(x_p, x_e, \hat{u}, \hat{y}, \tau) = \hat{y} \).

Another common possibility is to ‘zero’ \( \hat{y} \) and \( \hat{u} \) when no transmission occurs [24], which give \( g_c = 0 \) and \( g_p = 0 \).

We allow \( \hat{g}_c \) and \( \hat{g}_p \) to depend on all the variables of the problem for the sake of generality, hence covering other types of holding policy, such as the model-based one [16].

For the sake of convenience, and as commonly done in the NCS literature, we introduce the sampling-induced error \( e := (e_u, e_y) \in \mathbb{R}^{n_e} \) with \( e_u := \hat{u} - u, e_y := \hat{y} - y \) and \( n_e := n_u + n_y \). The overall system is modeled as follows

\[
x^+ = f(x, e) \\
e^+ = \begin{pmatrix} (g_1(x, e, \tau) \mid 1) \\
(g_2(x, e, \tau) \mid \tau + 1)
\end{pmatrix}
\]

(5)

(\text{transmission}) \quad (\text{no transmission})

where \( x := (x_c, x_p) \in \mathbb{R}^{n_x}, n_x := n_p + n_c, f(x, e) := (f_p(x, g_c(x_c, g_p(x_p) + e_y) + e_u), f_c(x_c, g_p(x_p) + e_y)), g_1(x, e, \tau) := (0, 0) \) and \( g_2(x, e, \tau) := \left( \hat{g}_c(x, e_u + u, e_y + y, \tau) - g_r(f_r(x_c, y + e_y), g_p(x, e_u + u, e_y + y, \tau)), \hat{g}_p(x, e_u + u, e_y + y, \tau) - g_p(f_p(x, u + e_u)) \right) \).

IV. MAIN RESULT

In this section, we state the assumptions we make on system (5), we then provide a bound on \( N \), which we analyse, and we finally state the main stability results.

A. Assumption

We make the following assumption on system (5).

Assumption 1: There exist \( V : \mathbb{R}^{n_x} \to \mathbb{R}_{\geq 0} \) continuous, \( W : \mathbb{R}^{n_e} \to \mathbb{R}_{\geq 0} \) continuous, \( \underline{\alpha}_W, \overline{\alpha}_W, \underline{\alpha}_V, \overline{\alpha}_V, \alpha, \varepsilon \in K_{\infty}, H : \mathbb{R}^{n_e} \to \mathbb{R}_{\geq 0} \) continuous, \( \alpha > 0, L \in \mathbb{R}_{\geq 0} \) and \( D > 0 \) such that the following holds.

(i) For any \((x, e) \in \mathbb{R}^{n_x+n_e} \), \( \underline{\alpha}_V(|x|) \leq V(x) \leq \overline{\alpha}_V(|x|) \) and \( \underline{\alpha}_W(|e|) \leq W(e) \leq \overline{\alpha}_W(|e|) \).

(ii) For any \((x, e) \in \mathbb{R}^{n_x+n_e} \) such that \( \max\{|x|, |e|\} \leq \Delta, V(f(x, e)) - V(x) \leq -\alpha(|x| - \varepsilon(|e|) - \theta H^2(x) + \gamma W^2(e)) \).

(iii) For any \((x, e) \in \mathbb{R}^{n_e} \) such that \( \max\{|x|, |e|\} \leq \Delta, W(g_2(x, e, \tau)) \leq LW(e) + H(x) \).

When items (ii)-(iii) hold for any \((x, e) \in \mathbb{R}^{n_x+n_e} \), we say that the assumption holds globally.

Item (i) of Assumption 1 means that \( V \) and \( W \) are positive definite and radially unbounded. Item (ii) of Assumption 1 is a robust local stability property of the system \( x^+ = f(x, e) \). When the loop is closed at each step, \( e = 0 \), and items (i)-(ii) imply that the origin is uniformly locally asymptotically stable for the system \( x^+ = f(x, 0) \), which corresponds to the closed-loop system (1)-(2). When \( e \neq 0 \), these items imply that the \( x \)-system satisfies an input-to-stable stability property with input \( e \), and also that the \( x \)-system is (locally) \( \ell^2 \)-stable from \( W(e) \) to \( H(x) \) with gain \( \sqrt{\gamma} \). It is interesting to note that this gain is less than 1 since \( \gamma \leq \theta \). This is an important difference compared to the continuous-time results in [18] where there is no condition on the corresponding \( \mathcal{L}_2 \)-gain.

A possible explanation is the following. The underlying idea in [18] is that the \( e \)-system is \( \mathcal{L}_2 \)-stable from \( H(x) \) to \( W(e) \), with a gain that can be made arbitrarily small, by selecting the MATI bound accordingly (see Proposition 6 in [17] for a formal statement), then a small-gain analysis allows ensuring the stability of the overall system. In our study, we cannot make this \( \mathcal{L}_2 \)-gain as small as desired because the MATI, \( N \), is a strictly positive integer. When \( \gamma > \theta \), our analysis gives \( N = 1 \), that is we transmit at each step, as \( e \) is always equal to 0. Item (iii) of Assumption 1 is an exponential growth condition of the dynamics of the \( e \)-system when there is no transmission. When system (1) is linear and time-invariant, the conditions in Assumption 1 can be written as a linear matrix inequality, as explained in Section V-A. An example of a nonlinear system that verifies Assumption 1 is provided in Section V-B.

B. MATI estimate

To provide a bound on \( N \), we introduce the variable \( \phi \in \mathbb{R}_{\geq 0} \) which has the following dynamics

\[
\phi^+ = \frac{\lambda \phi - 1}{\phi - 1 + \lambda L^2}, \quad \phi(1) = \lambda,
\]

(6)

where \( \lambda := \frac{\theta}{\gamma} \geq 1 \), and \( \theta, \gamma, L \) come from Assumption 1. We define the MATI as

\[
N^* := \sup \{ k \in \mathbb{Z}_{\geq 0} : \phi(k) \geq 1 \}.
\]

(7)

Note that the set in the right-hand side of (6) is never empty as \( \phi(1) = \lambda = \frac{\theta}{\gamma} > 1 \) (\( \theta > \gamma \) according to Assumption 1). Moreover, the denominator in (6) never cancels when \( \phi \geq 1 \) (unless \( L = 0 \), in which case we define \( \phi^+ = \lambda \)). We provide guidelines on how to compute \( N^* \) below but before that we state the following result, which provides necessary and sufficient conditions under which \( N^* \) is respectively (in)finite and strictly bigger than 1.

Proposition 1: The following holds.

(i) \( N^* \) is finite if and only if \( L > 1 - \sqrt{\lambda-1} \).

(ii) \( N^* \geq 2 \) if and only if \( L \leq \sqrt{\lambda} - \sqrt{\lambda-1} \).

\( \square \)

Proof. First prove item (i) of Proposition 1. The idea is to show that \( \phi(k) \), as iteratively defined by (3), does not increase. We will see that two situations can then happen: either the iterative map in (3) has a fixed point that belongs...
to $[1, \lambda]$, in which case $\phi$ converges to it as time grows and $N^*$ is infinite, or there is no such fixed point and $\phi$ becomes strictly less than 1 in finite time.

For the sake of convenience, we introduce $\psi := \phi - 1$. To show that $\psi(k)$ is non-increasing is thus equivalent to show that $\phi(k)$ is non-increasing. We have

$$\psi^+ = \phi^+ - 1 = \frac{\psi}{\psi + \lambda L^2} - 1 = \frac{(\lambda - 1)\psi - \lambda L^2}{\psi + \lambda L^2}. \quad (8)$$

Let $\psi \in [0, \lambda - 1]$,

$$\psi^+ \leq \psi \iff \frac{(\lambda - 1)\psi - \lambda L^2}{\psi + \lambda L^2} \leq \psi \iff \frac{(\lambda - 1)\psi - \lambda L^2}{\psi + \lambda L^2} \leq \psi^2 + \lambda L^2 \psi \iff 0 \leq \psi^2 + (\lambda(L^2 - 1) + 1)\psi + \lambda L^2. \quad (9)$$

We interpret the last term on the right-hand side above as a second-order polynomial in $\psi$, which we denote $p$. Its discriminant is $\delta := (\lambda(L^2 - 1) + 1)^2 - 4\lambda L^2$. When $\delta < 0$, $p$ has no real root, therefore $p(\psi) > 0$ for all $\psi$, which means that any solution to (8) strictly decreases and (8) has no fixed point, hence $N^*$ is finite.

Consider now the case where $\delta \geq 0$ and let $X := \lambda(L^2 - 1) + 1$. We show that the maximal root of $p$, $\psi := \frac{\lambda + \sqrt{\delta}}{2}$, is such that $\psi < \lambda - 1$. This statement is equivalent to $-X + \sqrt{\delta} = \lambda - 1$, which leads to $-X - 2(\lambda - 1) < X < \lambda$. Note that $-X - 2(\lambda - 1) \leq 0$, otherwise we would have $-2(\lambda - 1) > X = \lambda(L^2 - 1) + 1$, which gives $0 > \lambda L^2 + \lambda - 1$, which is false as $\lambda L^2 \geq 0$ and $\lambda - 1 \geq 0$ by definition of $\lambda$. Thus $-X - 2(\lambda - 1) < X < \lambda(L^2 - 1) + 1$, which is true as long as $L > 0$. Hence, $\psi < \lambda - 1$ when $L > 0$. For any $\psi > \max(\psi, 0)$, $\psi^+ > \psi$ since $\psi > \psi$ implies $\psi^+ > \psi^+ = \psi$, as the right-hand side of (8) is strictly increasing in $\psi$ on $[0, \infty)$. Consequently, $\psi(k)$ iteratively defined by (8) and initialized at $\lambda$ strictly decreases when $L > 0$. When $L = 0$, $\psi(k) = \lambda - 1$ for any $k \in \mathbb{Z}_{\geq 0}$ according to (8).

We thus have proved that $\psi(k)$ is non-increasing in all cases. We deduce that $N$ is finite if and only if (8) has no fixed point (i.e., $\delta < 0$) or when $\frac{\psi}{\psi + \lambda L^2} < 0$. The first case, i.e., $\delta < 0$, is equivalent to $L \in (1 - \sqrt{\lambda - 1}, 1 + \sqrt{\lambda - 1})$. We analyse next the second case. We have $\psi < 0$ and $\delta \geq 0$ is equivalent to $-X + \sqrt{\delta} < X < \lambda$. These inequations are equivalent to $X \geq 2\sqrt{\lambda L}$, that is $L \geq \lambda - 1 + 2\sqrt{\lambda L}$, which gives $\lambda L - 1 \geq 2\sqrt{\lambda L}$ and finally $L \geq 1 + \sqrt{\lambda - 1}$. As a result, $N^*$ is finite if and only if $L \geq 1 + \sqrt{\lambda - 1}$.

To prove item (ii) of Proposition 1, we study when $\phi(2) \geq 1$ with $\phi(1) = \lambda$, that is when $L \geq \lambda - 1 + \lambda L^2 \geq 1$. The latter is equivalent to $\lambda(L - 1) \geq \lambda - 1 + \lambda L^2$, which we rephrase as $\lambda^2 - 2\lambda + 1 = (\lambda - 1)^2 \geq \lambda L^2$. Hence $\phi(2) \geq 1$ if and only if $\lambda - 1 \geq \sqrt{\lambda L}$, which corresponds to the condition in item (ii) of Proposition 1.

According to Proposition 1, when $L > 1 - \sqrt{\lambda - 1}$, $N^*$ is infinite. To compute it, we can run a simple program where we initialize $\phi$ at $\lambda$ and we iterate it according to (6) until it becomes strictly less than 1 at iteration $N^* + 1$. When, in addition, $L \geq \sqrt{\lambda - \sqrt{\lambda}}$, we immediately know that $N^* = 1$ according to item (ii) of Proposition 1, which means that we transmit at each step. When $L < 1 - \sqrt{\lambda - 1}$, $N^*$ is infinite, which means that we only need to close the feedback loop once. This situation may happen in specific scenarios, like when $y = x$ and model-based holding functions are to generate $u$ and $\dot{x}$, or when controller (2) stabilizes the origin of system (1) in one step and the zero-input holding strategy is employed.

**Remark 1**: In [18], where the plant and the controller have continuous-time dynamics, a similar variable $\phi$ is introduced to compute the MATI. In particular, $\phi$ is given by the solution to a nonlinear ordinary differential equation (see (27) in [18]). The latter is solved analytically and then the MATI bound is obtained. To analytically determine $N^*$ is a difficult task, which is the reason why we have decided to define it as in (7), which is easy to evaluate as explained above.

**C. Stability guarantees**

The next result ensures asymptotic stability properties for system (5).

**Theorem 1**: Consider system (5) and suppose Assumption 1 holds. For any $N \in \{1, \ldots, N^*\}$, where $N^*$ is defined in (7), the compact set $A := \{x, e, \tau : x = 0, e = 0, \tau \in \{1, \ldots, N\}\}$ is:

(i) ULAS;

(ii) UGAS when Assumption 1 holds globally;

(iii) ULES (respectively, UGES) when Assumption 1 holds (respectively, globally) with $\alpha_V(s) = \alpha_V s^2$, $\alpha_V(s) = \alpha_V s^2$, $\alpha_W(s) = \alpha_W s^2$, $\alpha(s) = \alpha s^2$, $\varepsilon(s) = \varepsilon s^2$ for any $s \geq 0$, with $\alpha_V, \alpha_V, \alpha_W, \alpha, \varepsilon > 0$.

**Proof**: We prove item (i) of Theorem 1, the two other items similarly follow. We write system (5) as $q^+ \in F(q)$ with $q := (x, e, \tau)$ for the sake of convenience. We introduce $U(q) = V(x) + \gamma(\phi)W(\epsilon)$ for any $(x, e) \in \mathbb{R}^{n_x + n_e}$ and $\tau \in \{1, \ldots, N\}$, where $V, W, \gamma$ come from Assumption 1. Let $(x, e) \in \mathbb{R}^{n_x + n_e}$ be such that $\max\{|x|, |e|\} \leq \Delta$, where $\Delta$ comes from Assumption 1, and $\tau \in \{1, \ldots, N\}$. Let $\varphi \in F(q)$. From item (ii) of Assumption 1, when $\varphi = (f(x, e), g_1(x, e, \tau), \tau)$, i.e. when a transmission occurs,

$$U(\varphi) - U(q) \leq -\alpha(|x| - \varepsilon(|x|) - \theta H^2(x) + \gamma W^2(\epsilon)) + \gamma \phi(1)W^2(0) - \gamma \phi(\tau)W^2(\epsilon) = -\alpha(|x|) + \varepsilon(|x|) - \theta H^2(x) + \gamma W^2(\epsilon) - \gamma \phi(\tau)W^2(\epsilon). \quad (10)$$

By definition of $N^*$ in (7) and since $\tau \leq N \leq N^*$, $\phi(\tau) \geq 1$, thus $\gamma W^2(\epsilon) - \gamma \phi(\tau)W^2(\epsilon) \leq 0$ and

$$U(\varphi) - U(q) \leq -\alpha(|x|) - \varepsilon(|x|) \leq -\rho(|x, e|), \quad (11)$$

The latter is equivalent to $\lambda(L - 1) \geq \lambda - 1 + \lambda L^2$, which we rephrase as $\lambda^2 - 2\lambda + 1 = (\lambda - 1)^2 \geq \lambda L^2$. Hence $\phi(2) \geq 1$ if and only if $\lambda - 1 \geq \sqrt{\lambda L}$, which corresponds to the condition in item (ii) of Proposition 1.
for some $\rho \in K_{\infty}$.

When $\varphi = (f(x,e),g_2(x,e,\tau),\tau + 1)$, i.e., when no transmission occurs, $\tau \in \{1, \ldots, N-1\}$ and in view of items (ii)-(iii) of Assumption 1,

$$U(\varphi) - U(q) \leq -\alpha(|x|) - \varepsilon(|e|) - \theta H^2(x) + \gamma W^2(e) + \gamma \phi(\tau + 1) W^2(\theta)$$

$$\leq -\alpha(|x|) - \varepsilon(|e|) - \theta H^2(z) + \gamma W^2(e) + \gamma \phi(\tau + 1) W^2(\theta)$$

$$+ \gamma \phi(\tau + 1) (LW(e) + H(x)) + \gamma \phi(\tau) W^2(e)$$

$$= -\alpha(|x|) - \varepsilon(|e|) - \theta H^2(x) + \gamma W^2(e) + \gamma \phi(\tau + 1) L^2 W^2(e) + H(x)^2 + 2 LW(e) H(x)$$

$$- \gamma \phi(\tau) W^2(e)$$

$$= -\alpha(|x|) - \varepsilon(|e|)$$

$$- \langle (H(x), W(e)), M(\tau) (H(x), W(e)) \rangle,$$

(12)

where

$$M(\tau) := \begin{pmatrix} \theta - \gamma \phi(\tau + 1) & -\gamma \phi(\tau + 1) L \\ \gamma (1 - \phi(\tau) - \phi(\tau + 1) L) \\ \end{pmatrix}.$$

(13)

The matrix $M(\tau)$ is positive semi-definite if and only if

$$\begin{cases} 0 \leq \theta - \gamma \phi(\tau + 1) \\ 0 \leq (\theta - \gamma \phi(\tau + 1)) \gamma (1 - \phi(\tau) - \phi(\tau + 1) L) \\ -\gamma^2 \phi(\tau + 1)^2 L^2 \Phi, \end{cases}$$

(14)

The first inequality follows from the fact that $\phi(\tau) \leq \frac{\theta}{\gamma}$ for all $\tau \in \{1, \ldots, N\}$, as $\phi$ is shown to be non-increasing in the proof of Proposition 1 and $\phi(1) = \frac{\theta}{\gamma}$. The definition of $\phi(\tau + 1)$ in (6) is such that the left-hand side of the second inequality above cancels. Indeed, the latter can be written as $-\gamma^2 (1 + \phi(\tau)) - \gamma \theta L^2 \phi(\tau + 1) + \theta (1 + \phi(\tau))$ (the terms in $\phi(\tau + 1)^2$ cancel), whose root, when interpreting $\phi(\tau + 1)$ as an unknown, is $\phi(\tau + 1) = \frac{\theta}{\gamma} (1 - \phi(\tau)) = \theta (1 + \phi(\tau) - 1) \gamma L^2 \Phi$, which corresponds to (6). The matrix $M(\tau)$ is therefore positive semi-definite, hence $U(\varphi) - U(q) \leq -\alpha(|x|) - \varepsilon(|e|) \leq -\rho(|x(e)|)$ with $\rho$ as in (11).

We have proved that $U(\varphi) - U(q) \leq -\rho(|x(e)|)$ for any $\varphi \in F(\zeta_1)$. Let $\underline{\Delta} = \underline{\Delta}_U(\Delta)$ where $\underline{\Delta}_U(s) = \min\{\underline{\Delta}_U(1), \underline{\Delta}_U(2)\}$ for $s \geq 0$ (see for instance Lemma 1 in [22]), $U(\varphi) \leq \underline{\Delta}$ implies $\max\{|x|, |e|\} \leq \Delta$ in view of item (i) of Assumption 1. The set $\{q : U(q) \leq \Delta, \tau \in \{1, \ldots, N\} \}$ is thus forward invariant for system (5). We note that $\underline{\Delta}_U(|q|, \Delta) \leq U(\varphi) \leq \overline{\Delta}_U(|q|, \Delta)$ where $\overline{\Delta}_U : s \mapsto \overline{\Delta}_U(s) + \overline{\Delta}_U(s) \in K_{\infty}$ and $\overline{\Delta}_U \in K_{\infty}$. We deduce that the set $A$ is ULAS using Theorem 8 in [20].

Remark 2: The stability properties ensured by Theorem 1 are robust to the so-called $\sigma$- or $\rho$-perturbations when $f(x,e), g_1(x,e,\tau), g_2(x,e,\tau)$ in (5) are compact and non-empty, for any $x,e,\tau$ which is the case when the corresponding mappings are continuous for instance, according to Theorem 2.8 in [12] as the Lyapunov function used in the proof of Theorem 1 is continuous. 

V. APPLICATIONS

In this section, we apply the results of the previous section to linear time-invariant systems and to a nonlinear example.

A. Linear time-invariant systems

Consider the system

$$x^+ = A_p x_p + B_p u, \quad y = C_p x_p,$$

(15)

where $(A_p, B_p)$ is stabilizable and $(A_p, C_p)$ is detectable. We can therefore stabilize the origin of system (15) using a dynamic controller of the form

$$x^+ = A_c x_c + B_c y, \quad u = C_c x_c + D_c y.$$

(16)

We take into account the communication constraints between system (15) and controller (16), and we obtain the model below in view of Section III

$$x^+ = A_c x + B_c e$$

(13)

$$(\tau + 1)$$

$$(A_2 x + B_2 e)$$

$$\tau + 1$$

where $x = (x_c, x_p) \in \mathbb{R}^{n_x}$, and $A_1 := (A_p + B_p D_c C_p A_c, B_p C_p)$, $B_1 := (B_p D_c, B_p)\cdot$

$$A_2 := (\cdots C_p A_p + B_p D_c C_p) \cdots C_p A_c, C_p A_c)$$

and

$$B_2 := (\cdots C_p B_p D_c \cdots C_p B_p) 0.$$

The next result shows that system (15) ensures Assumption 1 provided a linear matrix inequality holds, which then implies that the set $A$ is UGES according to Theorem 1. Its proof is omitted for space reasons.

Proposition 2: Consider system (17) and suppose that there exists a symmetric positive definite matrix $P, \theta \geq \gamma > 0$ such that

$$A_1^T PA_1 - P + \theta A_2^T A_2 - \gamma P B_1^T B_1 < 0.$$  

(18)

Then, Assumption 1 holds globally and the set $A$ defined in Theorem 1 is UGES when $N \leq N^* \in N$, $N^*$ given by (7). □

B. Lorenz model

We consider the Euler discretization of the controlled Lorenz model of a thermal convection loop\footnote{A careful analysis of the relationship between the stability of this model and the stability of the original sampled-data one would be interesting but is outside the scope of this paper, see [19].} studied in [26] with sampling period $T > 0$

$$x^+ = x + T(-ax_1 + ax_2)$$

$$x^+ = x + T(bx_1 - x_2 - x_3 + u)$$

$$x^+ = x + T(x_1 x_2 - cx_3)$$

$$y = x_1,$$

where $a, b, c > 0$, see [26] for details on the meaning of the state variables, the control input and the parameters. We take $a = 10, b = 28, c = \frac{8}{3}$ and $T = 10^{-3}$. We design the static
output-feedback law $u = -by$. After taking into account the communication constraints, the input applied to the plant is $u = -b(y+e)$ where $e = \hat{y} - y$ (there is no need to introduce the error on $u$ since the controller is static). When using the hold-input strategy, the corresponding system satisfies Assumption 1 with $\bar{W}(e) = [e]$, $\bar{W}_f(s) = \bar{W}(s) = s$, $L = 1$, $H(x) = T - ax_1 + ax_2$, $V(x) = 0.0059288x_1^4 + 2.8058 \cdot 10^{-6}x_2^4 + 0.0044086x_3^4 + 2.5782x_4^2 - 4.9865x_2x_2 + 8.0907 \cdot 10^{-7}x_1x_3 + 5.3294x_2^2 - 7.4358 \cdot 10^{-7}x_2x_3 + 3.0477x_3^2$, which was obtained using SOSTOOLS [21], $\bar{W}(s) = s^2$ and some $\bar{\alpha} \in \mathcal{K}_\infty$, $\alpha(s) = \epsilon(s) = 10^{-5}s^2$, $\theta = 200$, $\gamma = 2.001$, and $\Delta = \sqrt{1000}$, for $x = (x_1, x_2, x_3) \in \mathbb{R}^3$, $e \in \mathbb{R}$ and $s \geq 0$. In particular, item (ii) of Assumption 1 holds for any $|x| \leq \Delta$ and $e \in \mathbb{R}$, and item (iii) of Assumption 1 is verified for any $x, e$. As a consequence, the set $A$ defined in Theorem 1 is ULAS. Furthermore, in this case, the set $\{x, e, \tau) : V(x) + \gamma \phi(\tau)W^2(e) \leq \Delta^2\}$ belongs to the basin of attraction of the origin (since $V(x) \geq |x|^2$ for any $x \in \mathbb{R}^3$).

The formula in (7) gives $N^* = 18$, while simulation results of periodic transmissions have shown that the asymptotic stability of the set $A$ for the closed-loop system is preserved up to $N^* = 77$. The bound we have obtained can be further improved by taking ‘smaller’ functions $\epsilon$ and $\alpha$, nevertheless this may affect the robustness of the closed-loop system. Also, a different Lyapunov function would generally lead to a different $N^*$ (as well as a different basin of attraction). Finally, we note that Assumption 1 does not hold when ‘zeroing’ $\hat{y}$ when no transmission occurs (i.e. when $g_2 = 0$ in (5)). In this case, item (iii) of Assumption 1 is verified with $L = 0$ (and $H(x) = |x_1 + T(-ax_1 + ax_2)|$) but item (ii) of Assumption 1 cannot be satisfied, otherwise $N^*$ would be infinite according to item (i) of Proposition 1 (as $L = 0$), which means that the origin of the open-loop system would be locally exponentially stable, which is not the case.

VI. CONCLUSIONS

We have investigated the scenario in which a discrete-time controller and a discrete-time plant communicate with each other at least every $N$ steps. Assuming that the corresponding closed-loop system satisfies a robust asymptotic stability property when there is no communication constraint, we have provided an explicit bound on $N$ to preserve stability. The results have been applied to linear-time-invariant systems in which case the assumptions are written as a linear matrix inequality, as well as to a nonlinear physical example.

This study was motivated by [25], where we develop energy-efficient transmissions strategy for time-triggered controlled discrete-time systems implemented over a wireless network.
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