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Abstract. In this paper, we present two supervised machine learning methods to automatically detect and recognize coral reef fishes in underwater HD videos. The first method relies on a traditional two-step approach: extraction of HOG features and use of a SVM classifier. The second method is based on Deep Learning. We compare the results of the two methods on real data and discuss their strengths and weaknesses.

1 Introduction

Quantifying human impact on fish biodiversity in order to propose solutions to preserve submarine ecosystems is an important line of research for marine ecology. This quantification requires in situ sampling of the fish community. Measurements based on extraction-fishing give only limited data, and could lead to misinterpretation [1]. Moreover, the use of fishing, even for survey purposes, impacts the studied biodiversity.

Another standard method consists in two divers who note visual observations of fishes under water. This kind of survey is expensive in both time and money, and results are greatly impacted by divers’ experience and fish behavior. Moreover, data acquisition remains limited by the human physical capacities [1].

A more recent method consists in acquiring underwater images or videos [3], with either a moving or a fixed camera. An expert will then be asked to detect, count and recognize fishes on a screen offline. At the moment, this task is performed entirely manually, and the amount of data is often too large to be completely analyzed on screen. Moreover, the latest technical improvements of HD camera allow recording fish communities for a long time at a very low cost. Significant examples of a huge amount of underwater HD images/videos, that have been collected for assessing fish biodiversity, are the 115 terabytes
of the European project Fish4Knowledge [3], or the XL Catlin Seaview Survey Initiative\(^4\).

The research community in image processing has been asked to propose algorithms in order to assist, and recently even automatize the detection/identification of fishes in images or videos. Recently, a challenge called Coral Reef Species Recognition has been proposed in the evaluation campaign SeaClef \(^5\), which is based indeed on Fish4Knowledge data. Unfortunately, in this task, the video quality remains quite limited (640×480 pixels) whereas current acquisitions are in High Definition or even in 4K (see Figure 1). This offers much more details for image processing but increases the processing time.

![Fig. 1. Left, a 640×480 highly compressed frame extracted from the SeaClef database. Right, a 1280×720 HD frame from the MARBEC laboratory database.](image)

Among the issues and difficulties of detecting and recognizing fish in underwater videos, there are color variations due to the depth, lighting variations from one frame to another, the sediments and dirt which degrades the videos quality, or the seaweed which makes the background changing and moving [4]... The classification itself encounters other issues such as the variation of shape or color within the same species and moreover the variation of size and orientation due to the fish position. We chose not to avoid these issues, and to take into account all these problems as we work on videos acquired in natural conditions instead of controlled acquisitions [5]. We chose for this study to focus on the processing of each frame and not on the video.

Many methods to detect and recognize fishes in underwater videos were proposed these last years [3]. In general, the first step consists in selecting features based on the shape, color, context, specifics landmarks or texture [6]. Some algorithms use specific feature vectors computed at some landmarks. Other use more complex features such as SIFT [8–10] or shape context (SC) [5]. But in [11], the authors conclude that the Histogram Of Oriented Gradients feature leads to better results than both SIFT and SC.

In the 2015 SeaClef contest [23], the best results have shown that Deep Learning can achieve a better classification for fish detection than SVM or other

\(^4\) http://catlinseaviewsurvey.com/
\(^5\) http://www.imageclef.org/lifeclef/2016/sea
classical methods. This may be due to the fact that in Deep Learning, features are automatically built by the classifier itself, in an optimal way. The winner of the SeaClef contest used several Deep classifiers and fused the results to obtain the definitive scores. Unfortunately, we will not be able to compare our approach with his as the databases are different (we have a higher definition and mobile cameras).

In this paper, we propose also to explore the performances of fish detection and classification by Deep Learning. In particular, we assess the results with respect to a more classical method based on a combination of HOG feature extraction and SVM classification. For this, we will use High Definition videos acquired for an actual marine ecology study. In section 2, we briefly present Deep-learning and SVM+HOG methods. In section 3, we detail the implementation in particular the multi-resolution approach and data preprocessing. In section 4 we present the results and compare both methods. In section 5, we present some future work.

2 Presentation of the Methods

2.1 Histogram of Oriented Gradients + Support Vector Machine

The Histogram of Oriented Gradients [12] characterizes an object in an image based on its contours by using the distribution of the orientations of local gradients. As shown in [13], HOG features may lead to better results even in a complex classification task as ours, where a fish can be hidden in coral reefs or occluded by another fish.

The Support Vector Machine (SVM) [7] is a supervised method to classify feature vectors. SVM method represents each vector in a high dimensional space, mapped so that the samples of the different classes are separated by a clear gap that is as wide as possible. Support vector machines have been used in a lot of applications and have shown good overall results [14–17].

2.2 Deep Learning

Since the 2012 ImageNet competition, and new computational power accessible through latest GPU, Neural Network came back as a strong possibility for classification tasks [18]. Moreover, by integrating convolutional layers, Deep Neural Networks (DNN) are able to both create features vectors and classify them.

Neural network is a mathematical model which tries to mimic human brains [19]. Like SVM, neural networks may classify feature vectors after a training phase. A neural network is composed of interconnected nodes called neurons and each neuron of each layer receives a signal from the neurons of the previous layer. This signal is modified according to an activation function and transferred to the neurons of the next layer.
We can define for the neuron $n$, the first operation $\alpha^{(n)}$ as:

$$\alpha^{(n)}(x^{(n)}) = \sum_{i=1}^{c} w^{(n)}_{i} x^{(n)}_{i}$$

(1)

where $x$ is the input vector, a given neuron, $c$ the number of connections of this neuron, $w^{(n)}_{i}$ the weight of rank $i$ of a neuron $n$, and $x^{(n)}_{i}$ the input of rank $i$ of a neuron $n$.

We can then define the output of a neuron $n$ as $\sigma^{(n)}$ with $f^{(n)}$ the activation function:

$$\sigma^{(n)}(x^{(n)}) = f^{(n)}(\alpha^{(n)}(x^{(n)}))$$

(2)

Each layer of a neural network except the first one which receive the feature vector and the last one are called hidden layers. During the learning process, the network will have its parameters modified in order to optimize its classification rate of learning.

We will use the back-propagation. Given a feature vector representing an object from class $k \in \{1..K\}$ as network input, we compare the expected value (100% of probability to belong to class $k$) to the results obtained by the network, and we compute the error of the output layer. Then, the error is back-propagated from the layer $j$ to the neurons of the layer $j - 1$. Finally, the weight of each neuron is updated according to a gradient-based descent in order to get a computed value closer to the expected value [20].

To make a network able to build its own feature, we move from a simple network to a Convolutional Neural Network (CNN). One or more convolutional layers are connected between the input layer and the hidden layers. Each convolutional layer transforms the signal sent from the previous layer using convolutional kernels, an activation function breaking the linearity and a pooling phase which reduces the image and strengthens the learning by selecting significant pixels (the highest value from a region for instance). The last convolutional layer eventually concatenates all the information in one feature vector and sends it to another layer or to a classifier.

For the training phase, a CNN is given a database consisting of couples $(I^{i}, l^{i})_{i=1}^{N}$ with $I^{i}$, the image $i \in \{1,...,N\}$ and $l^{i}$ its label. Basically, in our application, the label $l^{i} \in \{1,...,L\}$ is the fish species.

3 Practical implementation

3.1 Data preprocessing

The choice of learning data is a crucial point. We worked with biology experts of the MARBEC laboratory to label many videos. We cropped some frames of the
videos and created a training database composed of 13000 fish thumbnails. The thumbnail size varies from a minimum of $20 \times 40$ pixels to a maximum of $150 \times 200$ pixels. Each thumbnail contains only one labeled-fish as shown on Figure 2.

Fig. 2. Some training thumbnails from the MARBEC database

We decided to keep only the species with more than 450 thumbnails. We also widen the database by applying rotations and symmetries in order to capture all the possible position of the fishes. Table 1 lists the retained species.

<table>
<thead>
<tr>
<th>Species</th>
<th>Thumbnails</th>
<th>Rotations and symmetries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acanthurus lineatus</td>
<td>493</td>
<td>2465</td>
</tr>
<tr>
<td>Acanthurus nigrofuscus</td>
<td>1455</td>
<td>3923</td>
</tr>
<tr>
<td>Chromis ternatensis</td>
<td>951</td>
<td>4755</td>
</tr>
<tr>
<td>Chromis viridis/Chromis atripectoralis</td>
<td>523</td>
<td>2619</td>
</tr>
<tr>
<td>Pomacentrus sulfureus</td>
<td>766</td>
<td>3830</td>
</tr>
<tr>
<td>Pseudanthias squamipinnis</td>
<td>1180</td>
<td>5900</td>
</tr>
<tr>
<td>Zebrasoma scopas</td>
<td>488</td>
<td>2400</td>
</tr>
<tr>
<td>Ctenochatus striatus</td>
<td>1400</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 1. Fish species in the learning database

Due to the highly textured natural background, we also added a class for the background. This class is constituted with random thumbnails of the background which were randomly selected in frames and specific background thumbnails which were taken around the fish thumbnails.

To be able to do multi-resolution classification, all the background thumbnails were taken with random dimensions, from $40 \times 60$ pixels to $400 \times 500$ pixels.

Finally, in order to improve the localization accuracy, we decided to create another class called part of fish, to ensure that the network does not focus on a distinctive part of a fish as a stripe, a fin, the head, but processes the fish as a whole. We also created a class fish which contains some unknown fishes to make the method able to recognize any fish even though it is not in the learning database. However, this class must contain less samples in order to be sure that a fish will most likely be labeled by its specific class rather than the generic class fish. Finally, we added 3 classes to our initial thumbnail database as listed in Table 2.

3.2 Detection/Recognition Pipeline

The HOG+SVM and the Deep Learning methods process the video frames through the same pipeline (see Figure 3). We chose for this study to process
Table 2. Classes added to the species database

<table>
<thead>
<tr>
<th>Class Label</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random/specific background</td>
<td>116,820/91,247</td>
</tr>
<tr>
<td>Part of Fish</td>
<td>55,848</td>
</tr>
<tr>
<td>Fish</td>
<td>970</td>
</tr>
</tbody>
</table>

each frame independently without introducing any object tracking algorithm. First, we pass a multi-resolution sliding window through the frame. For each position of the window, the method gives a probability score for each class. We also compute a motion probability score based on the comparison of the current and the previous frame. We then compare the probability scores given by the classifier to some predefined thresholds. If the scores are over the thresholds, we output a bounding box corresponding to the window position. At the end, for each position, we will fuse all the bounding boxes found at different resolutions.

Fig. 3. Detection/Recognition pipeline

**Multi-resolution sliding window** In order to deal with multi-resolution detection, the size of the sliding window varies from 1/18 of the frame at least, and 1/1 at most. This allows to recognizes fishes with a minimum of 60 pixel length and 40 pixel width, and a maximum equal to the full size of the frame. The sliding window is displaced by a stride equals to a third of the window width.

**HOG + SVM** We divide each thumbnail in 10 zones (one zone is the complete thumbnail, and the 9 others are the thumbnail divided in 9 even parts). For each zone, we compute a HOG feature over 8 direction axes, and we concatenate all these HOG features in a unique feature vector. For each fish species, we fed a SVM with all the corresponding thumbnail features as a class, and all the other thumbnails features (other species and background) in order to obtain a specific classifier.
The SVM we used non-linear SVR (Support Vector Machine for regression) implemented using the library libsvm\(^6\) with a Gaussian radial basis function kernel. We obtained a clean separation for the training database (over 85% of backgrounds thumbnails have a regression score lesser than 0.5, and 85% of fishes thumbnails have a regression score greater than 0.5) We built as many classifiers as there are classes, and each classifier discriminates one class against all the others. In the end, if none of the classifiers class the window as a fish, it will be classified as "background".

![Inception Module](image)

**Fig. 4.** An inception module, as presented in SZEGEDY et al. [22]

**Deep Learning** The architecture of our network follows the GoogLeNet’s with 27 layers, 9 inception layers, and a soft-max classifier. Once we have a list of cropped thumbnails and their labels, we send them to our network. We use inception layers (fig 4) based on GoogLeNet architecture [22]. The inceptions here allows us to reduce the dimension of the picture to one pixel, and therefore not to be dependent of the dimensional impact. We adapted some parameters such as the size of the strides and the first convolutions adapted to the size of our thumbnails, which allowed us to achieve better results than a classic architecture (e.g [18]).

### 3.3 Post-processing and Bounding Box Fusion

For each sliding window, we define a motion score by computing the average absolute difference with the window at the same position in the previous frame. Based on the hypothesis that most of the fishes are moving, we use this score for the final detection decision.

After processing all the resolutions of a frame, we obtain a list of bounding boxes, and for each bounding box a probability of belonging to a class. Yet the classification remains ambiguous if there is more than one bounding box corresponding to the same potential fish (see Figure 5).

\(^6\) [https://www.csie.ntu.edu.tw/~cjlin/libsvm/](https://www.csie.ntu.edu.tw/~cjlin/libsvm/)
To suppress the redundant bounding boxes, we first keep the boxes whose probabilities are above a given probability threshold $T$ ($T = 98\%$) in the case of fig. 5. So if the motion score is greater than our motion threshold and the probabilities to belong to a class of fish is greater than 98\%, we keep the box. Then, we fuse the remaining boxes following based on the following properties: if two bounding boxes are labeled with the same species, and their overlap ratio is greater than 30\%, we suppress the bounding box with the lower probability.

![Fig. 5. Results of the detection before (left) and after (right) post-processing. Note that two fishes in the center are not displayed because they do not belong to one of the species which have been learned.](image)

### 4 Results, Comparison and Discussion

We used 4 test videos (which are different from the training videos) to experiment our complete process. The 4 videos were taken on coral reefs, and the diver was holding the camera which then slightly moves. The video acquisition were not deep, and therefore we had a lot of colors on both the fishes and the background but the light is moving with the waves, bringing many distortions. The videos are very different in terms of fish species, background texture, colors, fish density, etc. Biology experts from MARBEC selected 400 frames all over the videos and defined ground-truth bounding boxes of all the visible fishes in the frame.

To determine if a detected bounding box is correct, we compute its overlap ratio with the ground truth bounding box. If this value is over a threshold $\lambda$, then the detection is considered as true positive, otherwise it is labeled as false positive. On the opposite, if a ground truth bounding box has no over the threshold overlap with any detected bounding box, it counts as a true negative. We chose to put the value 0.5 to $\lambda$.

Results (recall, precision and F-Measure) of the entire detection/recognition process with Deep-Learning method is given in Table 3 with $T = 98\%$.

---

7 The overlap ratio is defined as $OA = IS/US$ with $IS$ the intersection surface and $US$ the union surface.
We also show on Figure 6 the relation between recall and precision with respect to the threshold T. The differences come mostly from the texture of the background, but also from the species, as some fishes are easier to detect (bright colors, stripes...).

Fig. 6. ROC Curves of the Deep Learning method on the four test videos, with the threshold T as parameter.

<table>
<thead>
<tr>
<th>Video</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1655</td>
<td>0.58</td>
<td>0.69</td>
<td>0.62</td>
</tr>
<tr>
<td>1654</td>
<td>0.68</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td>1547</td>
<td>0.77</td>
<td>0.64</td>
<td>0.70</td>
</tr>
<tr>
<td>1546</td>
<td>0.60</td>
<td>0.52</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 3. Results with the Deep Learning method (T = 98%)

We can now compare in Table 4 the results of the two methods, for the same threshold. It seems that the discrimination of the HOG+SVM is less efficient than the CNN’s. Indeed, the F-measure of the HOG+SVM is always below 49% whereas it is always above 55% for the CNN.

As we can observe in Figure 7, the Deep Learning method approach efficiently recognizes fishes on different resolutions even when there is a strongly textured background and is able to distinguishes fishes which are close.

On the other hand, parts of the coral can be misclassified. In Figure 8, we were able to detect the three fishes we were supposed to, but we also detected a
Table 4. F-measure of the two methods with the same parameter

<table>
<thead>
<tr>
<th>Video</th>
<th>F-measure from HOG+SVM</th>
<th>F-measure Deep Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1655</td>
<td>0.28</td>
<td>0.62</td>
</tr>
<tr>
<td>1654</td>
<td>0.24</td>
<td>0.65</td>
</tr>
<tr>
<td>1547</td>
<td>0.49</td>
<td>0.64</td>
</tr>
<tr>
<td>1546</td>
<td>0.14</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Fig. 7. The Deep Learning method succeeds in detecting fishes partially occluded by coral (bottom left)

part of the coral reef which presents features we can also find on fishes such as an enlighten top and a darker bottom, an oval shape, etc.

Fig. 8. A rock detected as a fish. On the left, the ground truth, on the right, the results of our processing

5 Future Work

In this paper, we have presented two methods to detect and recognize fishes in underwater videos.

When we apply the Deep Learning method directly on test thumbnails, which consists in recognizing if a thumbnail belong to a class, we reach a F-score of 98%. We believe that the results can not really be improved as long as we keep the same network architecture. According to this, we focused our work on the
post and pre-processing. The reduction of performance on a frame, in most case, comes from fishes which overlap or occlude and from confusion with the background. We tried to improve the method by adding three more classes and also through the use of a well chosen overlap decision.

At the moment, the Deep Learning method gives quite good results. A possible way to treat errors is to integrate the temporal aspect in a more advanced way by implementing a fish tracking algorithm.
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