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Abstract. We are interested in a time harmonic acoustic problem in a waveguide with locally perturbed sound hard walls. We consider a setting where an observer generates incident plane waves at \(-\infty\) and probes the resulting scattered field at \(-\infty\) and \(+\infty\). Practically, this is equivalent to measure the reflection and transmission coefficients respectively denoted \(R\) and \(T\). In [9], a technique has been proposed to construct waveguides with smooth walls such that \(R = 0\) and \(|T| = 1\) (non reflection). However the approach fails to ensure \(T = 1\) (perfect transmission without phase shift). In this work, first we establish a result explaining this observation. More precisely, we prove that for wavenumbers smaller than a given bound \(k^\star\) depending on the geometry, we cannot have \(T = 1\) so that the observer can detect the presence of the defect if he/she is able to measure the phase at \(+\infty\). In particular, if the perturbation is smooth and small (in amplitude and in width), \(k^\star\) is very close to the threshold wavenumber. Then, in a second step, we change the point of view and, for a given wavenumber, working with singular perturbations of the domain, we show how to obtain \(T = 1\). In this case, the scattered field is exponentially decaying both at \(-\infty\) and \(+\infty\). We implement numerically the method to provide examples of such undetectable defects.
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1 Introduction

Invisibility is a very dynamic field of research in inverse scattering theory. In this article, we are interested in a time harmonic acoustic problem in a waveguide with a bounded transverse section. There is an important literature concerning techniques of imaging for waveguides (see e.g [52, 51, 13, 2, 38, 12, 11]). Here, we consider a situation where an observer wants to detect the presence of defects in some reference waveguide from far-field data. We assume that the observer is located far from the defect. Practically, the observer generates waves, say from \(-\infty\), and measures the amplitude of the resulting scattered field at \(\pm\infty\). It is known that, at a given frequency, at \(\pm\infty\), the scattered field decomposes as the sum of a finite number of propagative waves plus some exponentially decaying remainder. In this work, we will assume that the frequency is sufficiently small so that only one wave (the piston mode for the problem considered here with sound hard walls) can propagate in the waveguide. In this case, one usually introduces two complex coefficients, namely the reflection and
transmission coefficients, denoted $R$ and $T$, such that $R$ (resp. $T - 1$) corresponds to the amplitude of the scattered field at $-\infty$ (resp. $+\infty$) (see (11)). According to the energy conservation, we have

$$|R|^2 + |T|^2 = 1.$$  \hfill (1)

We shall say that the defects in the reference waveguide are perfectly invisible at a given frequency if there holds $R = 0$ and $T = 1$. In such a situation, the scattered field is exponentially decaying at $\pm\infty$ and the observer cannot detect the presence of the defect from noisy measurements.

In this context, examples of quasi invisible obstacles ($|R|$ small or $|T - 1|$ small), obtained via numerical simulations, exist in literature. We refer the reader to [20] for a water waves problem and to [1, 18, 48, 49, 22] for strategies based on the use of new “zero-index” and “epsilon near zero” metamaterials in electromagnetism (see [21] for an application to acoustic). Let us mention also that the problem of the existence of quasi invisible obstacles for frequencies close to the threshold frequency has been addressed in the analysis of the so-called Weinstein anomalies [54] (see e.g. [46, 35]).

Recently in [9, 8], (see also [10, 7, 15, 16] for applications to other problems) a technique has been proposed to prove the existence of waveguides different from the straight geometry $\mathbb{R} \times \omega$, where $\omega$ is the cross section, with sound hard walls such that $R = 0$ (rigorously). If an observer located at $-\infty$ generates a propagative wave in such a waveguide, then the scattered field is exponentially decaying at $-\infty$. Therefore, the perturbation of the walls is invisible for backscattering measurements. These waveguides are said to be non-reflecting. Now, imagine that the observer located at $-\infty$ can also measure the transmission coefficient $T$. As a consequence of formula (1), when $R = 0$, we have $|T| = 1$. In this case, if the observer measures only the amplitude of waves (the modulus of $T$), again the perturbation is invisible. But if he/she can measure the phase of waves (and so, the complex value of $T$), he/she is able to detect the presence of the perturbation when $|T| = 1$ and $T \neq 1$. At this point, a natural question is: can we design a defect such that $R = 0$ and $T = 1$?

Before proceeding further, let us explain briefly the idea of the technique used in [9] to construct a waveguide $\Omega$ such that $R = 0$. The method consists in adapting the proof of the implicit function theorem. It has been introduced in [41, 42, 44, 45, 14, 43]. In these works, the authors construct small regular and singular perturbations of the walls of a waveguide that preserve the multiplicity of the point spectrum on a given interval of the continuous spectrum. For our problem, assume that the geometry of $\Omega = \Omega(\sigma)$ is defined by a parameter $\sigma$ corresponding to the perturbation of the walls and belonging to a space $X$ of smooth and compactly supported functions. We denote $R(\sigma)$ (resp. $T(\sigma)$) the reflection (resp. transmission) coefficient in $\Omega(\sigma)$. First, we note that in the reference waveguide, the scattered field associated with an incident wave is null. Therefore, we have $R(0) = 0$ and $T(0) = 1$. Our goal is to find some $\sigma \neq 0$ such that $R(\sigma) = 0$. Looking for small perturbations of $\Omega(0)$ allows to compute an asymptotic (Taylor) expansion of $R(\sigma)$:

$$R(\sigma) = R(0) + dR(0)(\sigma) + O(||\sigma||^2) = dR(0)(\sigma) + O(||\sigma||^2),$$

where $dR(0)$, the differential of $R$ at zero, is a linear map from $X$ to $\mathbb{C}$. It is easy to find $\sigma_0 \in X$ such that

$$dR(0)(\sigma_0) = 0$$ \hfill (2)

because (2) is a system of two equations (real and imaginary parts) and $\sigma_0$ is a function. A perturbation of the form $\sigma = \varepsilon \sigma_0$ is hard to detect for small $\varepsilon$ because $R(\varepsilon \sigma_0) = O(\varepsilon^2)$. However, it is not perfectly invisible. To impose $R(\sigma) = 0$, we look for $\sigma$ under the form $\sigma = \varepsilon(\sigma_0 + \tau_r \sigma_r + \tau_i \sigma_i)$ where $\tau_r, \tau_i$ are some real parameters to tune and where $\sigma_r, \sigma_i \in X$ are such that $dR(0)(\sigma_r) = 1$, $dR(0)(\sigma_i) = i$ (the latter $i$ is the usual complex number such that $i^2 = -1$). Remark that $\sigma_r, \sigma_i \in X$ exist if and only if $dR(0) : X \to \mathbb{C}$ is onto. If the latter assumption is true, we can impose $R(\sigma) = 0$ solving the fixed point problem

$$\text{Find } \tau = (\tau_r, \tau_i) \in \mathbb{R}^2 \text{ such that } \tau = -(\Re \tilde{R}^\varepsilon(\tau), \Im \tilde{R}^\varepsilon(\tau))^\top,$$ \hfill (3)
where $\tilde{R}^\varepsilon(\tau) \in \mathbb{C}$ is the abstract remainder such that $R(\sigma) = dR(0)(\sigma) + \tilde{R}^\varepsilon(\tau)$. Here $\Re$ and $\Im$ stand respectively for the real and imaginary parts. For $\varepsilon$ small enough, we can prove that Problem (3) admits a solution. To summarize, this approach allows to construct a (non-trivial) perturbation such that $R(\sigma) = 0$ as soon as $dR(0) : X \to \mathbb{C}$ is onto.

We would like to use the same method to find perturbations such that $T(\sigma) = 1$. However, a calculation shows that $dT(0)(\sigma)$ is null for all $\sigma \in X$ (see formula (29) in [9]). As a consequence, $dT(0) : X \to \mathbb{C}$ is not onto and the technique described above does not apply straightforwardly.

The methodology proposed in [9] has been adapted in [7] to inverse obstacle scattering theory in free space (the waveguide with a bounded transverse section is replaced by $\mathbb{R}^d$, $d \geq 2$). In the latter article, it is explained how to construct defects in a reference medium (defect in the coefficient representing the physical properties of the material instead of defect in the geometry) which are invisible to a finite number of far field measurements. Interestingly, the technique fails when among the directions of observation, there is the incident direction. The reason is the same as above: in this case the differential of the far field pattern with respect to the material perturbation is not onto in $\mathbb{C}$. In [7], it is also shown an additional result, known as the optical theorem (see Lord Rayleigh [53] and [29, §10.11], [47, 37]). It is proved that imposing far field invisibility in the incident direction requires to impose far field invisibility in all directions. This is very restricting and probably impossible to obtain (see [6, 50, 19, 28] for related works). At this stage, it seems that configurations where the technique of [7] fails correspond to situations where there is an intrinsic obstruction to invisibility. In the present work, we wish to study whether or not such an intrinsic obstruction to invisibility holds for the waveguide problem with sound hard walls. Is it impossible, like for the problem in free space, to impose $T = 1$ or is it just our technique based on the proof of the implicit function theorem which is inefficient? We wish to point out that obtaining $T = 1$ can be easily realized in waveguides with sound soft walls. The reason is that for such problems, one finds that $dT(0)$ is not the null mapping and using the technique described above, i.e. playing with small and smooth perturbations, one can construct geometries where $R = 0$ and $T = 1$.

The outline is as follows. In Section 2, we first introduce the notation that will be used throughout the article. Then, in Section 3, we prove that for a given non trivial waveguide different from the reference setting, there is a $k_*$, depending on the geometry, such that for $k \leq k_*$, the transmission coefficient $T$ satisfies $T \neq 1$ (Proposition 3.1). In Section 4, for a given wavenumber, we explain how to construct invisible perturbations such that $T = 1$ (Proposition 4.1). In Section 5, we implement numerically the method to provide examples of such undetectable defects. Section 6 is devoted to the justification of intermediate results of the asymptotic procedure allowing to make the analysis rigorous. Finally, in Section 7 we give a brief conclusion and describe some routes to investigate as well as open questions.

Let us emphasize that Section 3 and Sections 4,5,6 present two different approaches. They can be read independently. In Section 3, there is no assumption on the size of the geometrical perturbation. On the other hand, in Sections 4,5,6, we work with chimneys of width $\varepsilon$ small compared to the wavelength. The main results of this work are Proposition 3.1 and Proposition 4.1.

2 Setting

We are interested in the propagation of acoustic waves in time harmonic regime in a waveguide with sound hard walls containing a defect (perturbation of the walls and/or presence of a sound hard obstacle). To model such a problem, introduce $\Omega^0 := \{z = (x,y) \mid x \in \mathbb{R} \text{ and } y \in \omega\}$ a reference waveguide of $\mathbb{R}^d$, $d \geq 2$. The cross-section $\omega \subset \mathbb{R}^{d-1}$ is a connected open set whose boundary is Lipschitz continuous. Then, introduce $\Omega$ a perturbed waveguide which coincides with $\Omega^0$ for $z = (x,y)$ such that $|x| \geq L/2$ (see Figure 1 for an illustration). Here, $L > 0$ is a fixed number. We assume that $\Omega$ is connected and that its boundary $\Gamma := \partial\Omega$ is Lipschitz continuous. We denote $\nu$ (resp. $\nu^0$) the normal unit vector to $\Gamma$ (resp. $\Gamma^0 := \partial\Omega^0$) directed to the exterior of $\Omega$ (resp. $\Omega^0$). To model the
propagation of waves in $\Omega$, we consider the problem

$$\begin{align*}
-\Delta u &= k^2 u & \text{in } \Omega \\
\partial_{\nu} u &= 0 & \text{on } \Gamma.
\end{align*}$$

(4)

In (4), $u$ represents the pressure in the medium filling the waveguide, $k$ corresponds to the wavenumber proportional to the frequency of harmonic oscillations, $\Delta$ is the Laplace operator and $\partial_{\nu} = \nu \cdot \nabla$ denotes the derivative along the outward normal defined almost everywhere on the Lipschitz boundary. Using separation of variables in the reference waveguide $\Omega^0$, we can compute the solutions of the problem

$$\begin{align*}
-\Delta u &= k^2 u & \text{in } \Omega^0 \\
\partial_{\nu} u &= 0 & \text{on } \Gamma^0.
\end{align*}$$

(5)

To provide their expression, let us introduce $\lambda_n$ and $\varphi_n$, the eigenvalues and the corresponding eigenfunctions of the Neumann problem for the Laplace operator on the cross-section $\omega$, such that

$$0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq \cdots \to +\infty,$$

$$\varphi_n \in H^1(\omega), \quad (\varphi_m, \varphi_n) = \delta_{m,n}, \quad m, n \in \mathbb{N} := \{0, 1, 2, \ldots \}.$$ 

(6)

Here, $\delta_{m,n}$ stands for the Kronecker symbol and $(\cdot, \cdot)_\omega$ is the inner product of $L^2(\omega)$. In particular, note that $\varphi_0 = |\omega|^{-1/2}$ where $|\omega| = \text{meas}_2(\omega)$. Assume that $k \in \mathbb{R}$ is such that $k^2 \neq \lambda_n$ for all $n \in \mathbb{N}$. We call modes of the waveguide the solutions of (5) given by

$$w_n^\pm(x, y) = (2|\beta_n|)^{-1/2} e^{\pm i \beta_n x} \varphi_n(y) \quad \text{with } \beta_n := \sqrt{k^2 - \lambda_n}.$$ 

(7)

The complex square root is chosen so that if $\xi = r e^{i \gamma}$ for $r \geq 0$ and $\gamma \in [0; 2\pi)$, then $\sqrt{\xi} = \sqrt{r} e^{i \gamma/2}$. With this choice, there holds $\Im m \sqrt{\xi} \geq 0$ for all $\xi \in \mathbb{C}$. The normalization coefficients in (7) are set to simplify some formulas below (see e.g. (47)). According to the value of $k^2$ with respect to the $\lambda_n$, the modes $w_n^\pm$ adopt different behaviours. In the present work, we shall assume that the wavenumber $k$ verifies

$$0 < k^2 < \lambda_1.$$ 

(8)

In this case, for $n \geq 1$, the function $w_n^+$ (resp. $w_n^-$) decays exponentially at $+\infty$ (resp. $-\infty$) and grows exponentially at $-\infty$ (resp. $+\infty$). On the other hand, the functions $w_0^\pm$ are oscillating waves in $\Omega^0$. To shorten notation, we denote $w^\pm := w_0^\pm$. In $\Omega$, the waves $w^\pm$ travel from $+\infty$, in the positive/negative direction of the axis $(Ox)$ and are scattered by the defect of the waveguide.

Let us denote $H^1_{\text{loc}}(\Omega)$ the set of measurable functions whose $H^1$-norm is finite on each bounded subset of $\Omega$. We will say that a function $v \in H^1_{\text{loc}}(\Omega)$ which satisfies equations (4) is outgoing if it admits the decomposition

$$v = \chi^+ s^+ w^+ + \chi^- s^- w^- + \tilde{v},$$

(9)

for some constants $s^\pm \in \mathbb{C}$. In (9), $\tilde{v} \in H^1(\Omega)$ denotes a remainder which is exponentially decaying at $\pm \infty$ while $\chi^+ \in \mathcal{C}^\infty(\Omega^0)$ (resp. $\chi^- \in \mathcal{C}^\infty(\Omega^0)$) is a cut-off function that is equal to one for $x \geq L$ (resp. $x \leq -L$) and equal to zero for $x \leq L/2$ (resp. $x \geq -L/2$). We remind the reader that the constant $L$ is chosen so that $\Omega$ coincides with $\Omega^0$ for $z = (x, y)$ such that $|x| \geq L/2$. We emphasize

Figure 1: Examples of reference (left) and perturbed (right) waveguides.
that $L$ plays absolutely no role in the following. In particular, the results are independent from $L$. Now, the scattering problem we consider states

\begin{align}
\text{Find } u & \in H^1_{\text{loc}}(\Omega) \text{ such that } u - w^+ \text{ is outgoing and } \\
-\Delta u & = k^2 u \quad \text{in } \Omega \\
\partial_\nu u & = 0 \quad \text{on } \Gamma.
\end{align}

(10)

Classically, for all $k^2 \in (0, \lambda_1)$, one proves that if $u$ is a solution to (10), then we have the decomposition

\[ u - \chi^-w^+ = \chi^+Tw^+ + \chi^-Rw^- + \tilde{u}, \]

(11)

where $\tilde{u} \in H^1(\Omega)$ is a term which is exponentially decaying at $\pm \infty$. In (11), $R$ is the reflection coefficient and $T$ is the transmission coefficient.

In the following, $u_\pm := u - w^+$ (resp. $u$) will be referred to as the scattered (resp. total) field associated with the incident field $u_i := w^+$. Note that $u_i = w^+ = (2k)^{-1/2}e^{ikx}\varphi_0$ can be naturally extended to $\Omega \setminus \Gamma^0$ and that we have $\Delta u_i + k^2 u_i = 0$ in $\Omega$. To simplify notation, we introduce the coefficients $s^\pm$ such that

\[ s^- = R \quad \text{and} \quad s^+ = T - 1. \]

With this definition, according to (11), we have $u_s = \chi^+s^+w^+ + \chi^-s^-w^- + \tilde{u}$ for some $\tilde{u} \in H^1(\Omega)$ which is exponentially decaying at $\pm \infty$.

### 3 Obstruction to transmission invisibility

In this section, we prove that for a given geometry of the waveguide $\Omega$, for wavenumbers small enough, the transmission coefficient in the decomposition (11) cannot be equal to one. The main result is Proposition 3.1. First we show the following identity.

**Lemma 3.1.** If $u$ satisfies Problem (10), then the scattered field $u_s = u - u_i$ satisfies the identity

\[ \Im m s^+ = \int_\Omega |\nabla u_s|^2 - k^2 |u_s|^2 \, dz. \]

(12)

**Remark 3.1.** Note that the integral on the right hand side of (12) is well-defined. To show this, use the decomposition $u_s = \chi^+s^+w^+ + \chi^-s^-w^- + \tilde{u}$, where $\tilde{u}$ stands for a function which is exponentially decaying at $\pm \infty$, and notice that there holds $|\nabla w^+|^2 - k^2 |w^+|^2 = |\nabla w^-|^2 - k^2 |w^-|^2 = 0$ in $\Omega$ because $w^\pm = (2k)^{-1/2}e^{\pm ikx}\varphi_0$ where $\varphi_0$ is a constant.

**Proof.** For $\ell > L$, define $\Omega_{\ell} := \{z = (x,y) \in \Omega \mid -\ell < x < \ell\}$. From the equation $\Delta u_s + k^2 u_s = 0$, multiplying by $\overline{\omega_{\ell}}$ and integrating by parts, we find

\[ \int_{\Omega_{\ell}} |\nabla u_s|^2 - k^2 |u_s|^2 \, dz - \int_{\partial\Omega \cap \partial\Omega_{\ell}} \partial_\nu u_s \overline{\omega_{\ell}} \, d\sigma - \int_{\Sigma_{\ell} \cup \Sigma_{-\ell}} \partial_\nu u_s \overline{\omega_{\ell}} \, d\sigma = 0. \]

(13)

Here, we denote $\Sigma_{\pm \ell} := \{\pm \ell\} \times \omega$ and $\partial_\nu = \pm \partial_x$ at $x = \pm \ell$. On $\partial\Omega \cap \partial\Omega_{\ell}$, we have $\partial_\nu u = 0$ which implies $\partial_\nu u_s = -\partial_\nu u_i$. Since $\overline{\omega_{\ell}} = \overline{\pi} - \overline{\omega_{\ell}}$, we obtain

\[ -\int_{\partial\Omega \cap \partial\Omega_{\ell}} \partial_\nu u_s \overline{\omega_{\ell}} \, d\sigma = \int_{\partial\Omega \cap \partial\Omega_{\ell}} \partial_\nu u_i \overline{\pi} - \partial_\nu u_i \overline{\omega_{\ell}} \, d\sigma. \]

(14)

To deal with the first term in the integrand on the right hand side of (14), we can write

\[ \int_{\partial\Omega \cap \partial\Omega_{\ell}} \partial_\nu u_i \overline{\pi} \, d\sigma = \int_{\partial\Omega \cap \partial\Omega_{\ell}} \partial_\nu u_i \overline{\pi} - u_i \overline{\partial_\nu \pi} \, d\sigma = -\int_{\Sigma_{\ell} \cup \Sigma_{-\ell}} \partial_\nu u_i \overline{\pi} - u_i \overline{\partial_\nu \pi} \, d\sigma. \]

(15)
On the other hand, for the second term of the integrand on the right hand side of (14), integrating by parts, we get

\[ -\int_{\partial \Omega \cap \partial_t} \partial_u u_i \nu_i\, d\sigma = \int_{(\Omega_0^i \cup (\Omega_0^i \cap \tilde{\Omega}))} |\nabla u_i|^2 + \Delta u_i \nu_i\, dz \]

\[ = \int_{(\Omega_0^i \cup (\Omega_0^i \cap \tilde{\Omega}))} |\nabla u_i|^2 - k^2 |u_i|^2\, dz = 0. \quad (16) \]

The last equality in (16) has been obtained by using again the expression \( u_i = w^+ = (2k)^{-1/2} e^{ikx} \varphi_0 \). Plugging (14) in (13) and using (15), (16) yields

\[ \int_{\Omega_\ell} |\nabla u_s|^2 - k^2 |u_s|^2\, dz = \int_{\Sigma_{-\ell} \cup \Sigma_{+\ell}} \partial_u u_i \pi - u_i \partial_u \pi + \partial_u u_s \nu_s\, d\sigma. \quad (17) \]

From the decomposition \( u_s = u - u_i = \chi^+ s^+ w^+ + \chi^- s^- w^- + \hat{u} \), where \( \hat{u} \) is exponentially decaying at \( \pm \infty \), we find

\[ \lim_{\ell \to +\infty} \int_{\Sigma_{-\ell}} \partial_u u_i \pi - u_i \partial_u \pi + \partial_u u_s \nu_s\, d\sigma = i \left( 1 + \frac{1}{2} |s^+|^2 \right) \]

and

\[ \lim_{\ell \to +\infty} \int_{\Sigma_{+\ell}} \partial_u u_i \pi - u_i \partial_u \pi + \partial_u u_s \nu_s\, d\sigma = i \left( -1 + \frac{1}{2} |s^-|^2 \right). \]

Taking the limit as \( \ell \to +\infty \) in (17) and using (18), (19) leads to

\[ \int_{\Omega} |\nabla u_s|^2 - k^2 |u_s|^2\, dz = i \left( \left| s^+ \right|^2 + \frac{1}{2} \left( |s^+|^2 + |s^-|^2 \right) \right). \]

Extracting the real part of (20) gives the desired identity (12).

\[ \Box \]

**Proposition 3.1.** There is some \( k_* \in (0; \sqrt{\lambda_1}) \) such that for all \( k \in (0; k_*) \), the transmission coefficient \( T \) appearing in the decomposition (11) of \( u \), a solution to Problem (10), satisfies \( T \neq 1 \).

**Remark 3.2.** We assumed that \( \Omega \) has a Lipschitz continuous boundary. This condition can be weakened. In our proof (see in particular the penultimate line), we just need that the classical Green formula holds in \( \Omega \) and that \( \partial \Omega \) contains a set of non zero measure where \( \nu_x \neq 0 \) (we use the notation \( \nu = (\nu_x, \nu_y) \in \mathbb{R} \times \mathbb{R}^{d-1} \)). Observe that the latter assumption on \( \partial \Omega \) excludes the case where \( \Omega = \Omega_0 \setminus \tilde{\Omega} \), \( \tilde{\Omega} \) being a family of cracks parallel to the \((0x)\) axis. This is reassuring because in this setting the result of Proposition 3.1 clearly does not hold. Indeed, for all wavenumbers the incident field \( u_i \) goes through the waveguide without producing any scattered field (\( u_s = 0 \) so that \( T = 1 \)).

**Proof.** Assume that \( T \) satisfies \( T = 1 \Leftrightarrow s^+ = 0 \). In this case, the conservation of energy \( 1 = |T|^2 + |R|^2 \) imposes \( R = s^- = 0 \). Lemma 3.1 above implies

\[ 0 = \int_{\Omega} |\nabla u_s|^2 - k^2 |u_s|^2\, dz = \int_{\Omega_0} |\nabla u_s|^2 - k^2 |u_s|^2\, dz + \int_{\Omega_b} |\nabla u_s|^2 - k^2 |u_s|^2\, dz. \]

(21)

Here \( \Omega_b = \{ z = (x, y) \in \Omega \mid -x_\pm < x < x_+ \} \) where \( x_\pm \) are chosen so that \( \Omega \) coincides with \( \Omega_0^b \) for \( z = (x, y) \) such that \( \pm x \geq x_\pm \). Now, we estimate each of the two terms on the right hand side of (21).

\[ \star \]

Let us consider the first one. For \( \pm x > x_\pm \), classically, we can decompose \( u_s \) as

\[ u_s(x, y) = s^+ w^+(x, y) + \sum_{n=1}^{+\infty} \alpha_n^+ w_n^+(x, y). \]

In this expression, according to (7), we have

\[ w^+(x, y) = \frac{1}{\sqrt{2k}} e^{ikx} \varphi_0(y) \quad \text{and, for } n \geq 1, \quad w_n^+(x, y) = \frac{1}{\sqrt{2|\beta_n|}} e^{\pm |\beta_n|x} \varphi_n(y), \]
Moreover, there holds
\[ s^\pm = \sqrt{2ke^{-\pm ikx}} \int_{\{x_+\} \times \omega} u_s \varphi_0 \, d\sigma \quad \text{and, for } n \geq 1, \quad \alpha_n^\pm = \sqrt{2|\beta_n|e^{\pm|\beta_n| \pm} \int_{\{x_+\} \times \omega} u_s \varphi_n \, d\sigma}. \quad (22)\]

Define the semi-infinite cylinders \( \Omega_+ = (x_+; +\infty) \times \omega \) and \( \Omega_- = (-\infty; -x_-) \times \omega \). A direct calculation using the orthonormality of the family \((\varphi_n)_{n \geq 0}\) yields
\[ \int_{\Omega_b} |\nabla u_s|^2 - k^2 |u_s|^2 \, dz = \sum_{n=1}^{+\infty} 2(\lambda_n - k^2) \left( |\alpha_n^+|^2 \int_{\Omega_+} |w_n^+|^2 \, dz + |\alpha_n^-|^2 \int_{\Omega_-} |w_n^-|^2 \, dz \right) \geq 2(\lambda_1 - k^2) \left( \int_{\Omega_+} |u_s|^2 \, dz + \int_{\Omega_-} |u_s|^2 \, dz \right). \quad (23)\]

\[
\begin{align*}
&\text{Now, we deal with the second term on the right hand side of (21). Above, we have seen that } s^+ = 0 \\
&\text{implies } s^- = 0. \text{ Then, according to (22), there holds } \int_{\{x_+\} \times \omega} u_s \, d\sigma = \int_{\{-x_-\} \times \omega} u_s \, d\sigma = 0. \text{ Define the Hilbert space } Y := \{ \psi \in H^1(\Omega_b) | \int_{\{x_+\} \times \omega} \psi \, d\sigma = \int_{\{-x_-\} \times \omega} \psi \, d\sigma \} = 0.
\end{align*}
\]

**Lemma 3.2.** *We have the Poincaré inequality*
\[ \int_{\Omega_b} |\psi|^2 \, dz \leq \frac{1}{\mu_1} \int_{\Omega_b} |\nabla \psi|^2 \, dz, \quad \forall \psi \in Y, \quad (24)\]

where \( \mu_1 > 0 \) is the smallest eigenvalue of the problem

\[
\begin{align*}
&\text{Find } (\mu, \zeta) \in \mathbb{R} \times (Y \setminus \{0\}) \text{ such that } \\
&\quad -\Delta \zeta = \mu \zeta \quad \text{in } \Omega_b \\
&\quad \partial_b \zeta = 0 \quad \text{on } \partial \Omega_b \cap \partial \Omega \\
&\quad \partial_b \zeta \text{ is constant on } \{x_+\} \times \omega \\
&\quad \partial_b \zeta \text{ is constant on } \{-x_-\} \times \omega.
\end{align*}
\]

Here, \( \nu \) stands for the normal unit vector to \( \partial \Omega_b \) directed to the exterior of \( \Omega_b \).

Applied to \( u_s \in Y \), estimate (24) gives
\[ \int_{\Omega_b} |\nabla u_s|^2 - k^2 |u_s|^2 \, dz \geq (\mu_1 - k^2) \int_{\Omega_b} |u_s|^2 \, dz. \quad (26)\]

\[
\begin{align*}
&\text{Using (23) and (26) in (21), we obtain } \\
&\quad 0 \geq 2(\lambda_1 - k^2) \left( \int_{\Omega_+} |u_s|^2 \, dz + \int_{\Omega_-} |u_s|^2 \, dz \right) + (\mu_1 - k^2) \int_{\Omega_b} |u_s|^2 \, dz. \quad (27)\]
\]

According to (27), for \( k^2 < \lambda_1 \) such that \( k^2 \leq \mu_1 \), we must have \( u_s \equiv 0 \). From the condition \( \partial_n u = 0 \) on \( \partial \Omega \cap \partial \Omega_b \) and the decomposition \( u = u_s + u_i \), we infer \( \partial_n u_i = \partial_n e^{ikx} = 0 \) on \( \partial \Omega \cap \partial \Omega_b \). Thus, if we denote \( \nu = (\nu_x, \nu_y)^\top \in \mathbb{R} \times \mathbb{R}^{d-1} \), we must have \( \nu_y e^{ikx} = 0 \) on \( \partial \Omega \cap \partial \Omega_b \). This is possible if and only if the defect is a family of cracks \( \mathcal{F} \) parallel to the \((Ox)\) axis, which is excluded (see Remark 3.2). \( \square \)

**Remark 3.3.** *Note that to derive the strongest result in the statement of Proposition 3.1, that is to obtain the largest constant \( k_\ast \), one has to choose \( x_\pm \) right after (21) to get the largest first eigenvalue \( \mu_1 \) for Problem (25). However, since monotonicity results do not exist in general for Neumann eigenvalue problems (see e.g. [26, §1.3.2]), it is not clear how to set \( x_\pm \). However, the above approach at least provides a lower bound for \( k_\ast \)."

**Remark 3.4.** Consider \( (\Phi_\varepsilon)^{\varepsilon \geq 0} \) a sequence of smooth diffeomorphisms of \( \mathbb{R}^d \) such that \( \text{Id} - \Phi_\varepsilon \) is compactly supported and such that \( \|\text{Id} - \Phi_\varepsilon\|_{W^{2,\infty}(\mathbb{R}^d)} \leq \varepsilon \) for small \( \varepsilon \). We also assume that the differential of \( \Phi_\varepsilon \) is uniformly bounded as \( \varepsilon \) goes to zero. Denote \( \Omega^\varepsilon \) the image of the reference waveguide \( \Omega^0 \) by \( \Phi_\varepsilon \). There is some \( \ell > 0 \) such that \( \Omega^\varepsilon \) coincides with \( \Omega^0 \) for \( z = (x, y) \) satisfying \( |x| \geq \ell/2 \). Let \( \mu^0_\varepsilon \) refer to the first eigenvalue of Problem (25) set in \( \Omega^\varepsilon \) for \( z = (x, y) \) satisfying \( |x| \geq \ell/2 \). Then, according to the results of continuity of the Neumann eigenvalues of the Laplace operator with
respect to smooth perturbations of the domain (see [26, Theorem 2.3.25]), we have $|\mu_1^\varepsilon - \mu_1^0| \leq C \varepsilon$, for some $C > 0$, where $\mu_1^0 = \min((\pi/\ell)^2, \lambda_1)$. According to Proposition 3.1, we deduce that it is impossible to have $T = 1$ for $k^2 \in (0; \mu_1^0 - C \varepsilon)$. This shows that the technique considered in [9], based on the use of smooth and small perturbations of $\Omega^0$ with a support of given width, cannot be efficient to construct waveguides such that $T = 1$ for all wavenumbers $k \in (0; \lambda_1)$.

4 Construction of perfectly invisible defects

In the previous section, we proved that for a given waveguide with sound hard walls (different from the reference waveguide with possible cracks $\mathcal{F}$ parallel to the $(Ox)$ axis), for wavenumbers smaller than a given bound $k_*$, depending on the geometry, incident propagative waves always produce a scattered field which is not exponentially decaying at $+\infty$. In particular, if the perturbation is smooth and small (in amplitude and in width), $k_*$ is very close to the threshold wavenumber $\lambda_1$. In this section, we change the point of view. We choose any wavenumber between 0 and the first threshold so that only one wave can propagate in the waveguide from $-\infty$ to $+\infty$. And we explain how to construct a waveguide with sound hard walls such that the scattered field associated with the incident field is exponentially decaying both at $-\infty$ and $+\infty$. To circumvent the obstruction established in the previous section, we will work with singular perturbations of the geometry. We will see that with the type of perturbations considered in this section, $k_*$ can be made as small as we want (see Remark 4.1 for details). We emphasize that here, the locution “singular perturbation” means that the perturbation of the geometry is such that a boundary layer phenomenon occurs. This does not mean that the geometry is not smooth (though we will consider a geometry with corners). For simplicity of exposition, we shall consider a basic 2D geometrical framework. Everything presented here can be extended to other settings.

4.1 Setting of the problem

Define the reference waveguide $\Omega^0 := \{z = (x, y) | x \in \mathbb{R} \text{ and } y \in (0; 1)\} \subset \mathbb{R}^2$. In this simple geometry, the first positive threshold is equal to $\pi^2$ and we will assume that the wavenumber $k$ satisfies

$$0 < k < \pi.$$  

Indeed, by a straightforward calculation, we find that the first eigenvalue of Problem (25) set in $(-\ell/2; \ell/2) \times \omega$ is equal to $\min((\pi/\ell)^2, \lambda_1)$.
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Figure 2: Geometry of $\Omega^\varepsilon$. 

The modes are given by
\[ w_m^\pm (x, y) = \frac{e^{\pm i \beta_n x}}{(2|\beta_n|)^{-1/2}} \varphi_n(y) \] with \( \beta_n := \sqrt{k^2 - (n\pi)^2} \), \( \varphi_n(y) := \begin{cases} \frac{1}{\sqrt{2}} \cos(n\pi y) & \text{if } n = 0, \\ \frac{1}{\sqrt{2}} \sin(n\pi y) & \text{if } n \geq 1 \end{cases} \)
(29)

We remind the reader that we denote \( w^\pm (x, y) := w_m^\pm (x, y) = (2k)^{-1/2} e^{\pm ikx} \) (notice that \(|\omega|^{-1/2} = 1\) in the notation of Section 2). Now, we define the perturbed waveguide
\[ \Omega^\varepsilon = \Omega_0 \cup \mathcal{J}^\varepsilon_2 \cup \mathcal{J}^\varepsilon_3 \]
with, for \( m = 1, \ldots, 3 \),
\[ \mathcal{J}^\varepsilon_m = (\varepsilon/2 + x_m; x_m + \varepsilon/2) \times [1; 1 + h_m]. \]
(30)

Here, the \( x_m \in \mathbb{R} \) and \( h_m > 0 \) are some numbers to determine (see Figure 2 for an illustration). We assume that \( x_1 < x_2 < x_3 \) and we set \( M_m = (x_m, 1) \). In the following, we want to cancel the two complex coefficients \( s^\varepsilon \). These coefficients are related by one law, namely the conservation of energy. Therefore, practically we have to cancel three real numbers. This is the reason why we add exactly three thin rectangles to \( \Omega^0 \) (for more details, see the discussion after (55)). In the following, we consider the scattering problem
\[
\begin{align*}
\text{Find } u^\varepsilon \in H^1_{\text{loc}}(\Omega^\varepsilon) \text{ such that } & u^\varepsilon - w^+ \text{ is outgoing and } \\
-\Delta u^\varepsilon &= k^2 u^\varepsilon \quad \text{in } \Omega^\varepsilon \\
\partial_\nu u^\varepsilon &= 0 \quad \text{on } \Gamma^\varepsilon := \partial \Omega^\varepsilon.
\end{align*}
\]
(32)

For all \( k \in (0; \pi) \), when
\[ h_m \notin \{(2p + 1)\pi/(2k) \mid p \in \mathbb{N}\} \]
(33)
so that one avoids the resonances of the thin rectangles for problem (37), working as in any of the papers [5, 23, 36, 39, 24, 40, 4] (see [31, Lemma 4.4] for this particular result), we can prove that (32) admits a unique solution \( u^\varepsilon \) for \( \varepsilon \) small enough. Moreover, we have the decomposition
\[ u^\varepsilon - \chi^- w^+ = \chi^+ T^\varepsilon w^+ + \chi^- R^\varepsilon w^- + \hat{u}^\varepsilon, \]
(34)
where \( \hat{u}^\varepsilon \in H^1(\Omega^\varepsilon) \) is a function which is exponentially decaying at \( \pm \infty \). In the following, we use the notation \( u_i := w^+, u_i^\varepsilon := u^\varepsilon - w^+ \). We also introduce the coefficients \( s^\varepsilon \) such that
\[ s^\varepsilon^- = R^\varepsilon \quad \text{and} \quad s^\varepsilon^+ = T^\varepsilon - 1. \]
(35)

With this definition, according to (34), we have \( u_i^\varepsilon = \chi^+ s^\varepsilon^+ w^+ + \chi^- s^\varepsilon^- w^- + \hat{u}^\varepsilon \) for some \( \hat{u}^\varepsilon \in H^1(\Omega^\varepsilon) \) which is exponentially decaying at \( \pm \infty \). In this particular domain, we can compute an asymptotic expansion of the coefficients \( s^\varepsilon \) with respect to the small parameter \( \varepsilon \). The technique to derive such an expansion is quite classical but still requires to introduce a methodical exposition. The reader who wishes to skip the details may proceed directly to formula (53).

### 4.2 Asymptotic expansion of \( u^\varepsilon \)

We first construct an asymptotic expansion of \( u^\varepsilon \). The literature concerning asymptotic expansions for such problems is well-documented. For this reason, we give a rather compact presentation of the method. For more details, we refer the reader to the papers [5, 3, 23, 36, 39, 24, 40, 4], especially to [31, 17, 30, 32] where a problem very close to our concern, motivated by numerics, is considered. We search for an expansion of \( u^\varepsilon \) under the form
\[
\begin{align*}
u^\varepsilon(z) &= \begin{cases} u^0(z) + \varepsilon u^1(z) + \sum_{m=1}^{3} \zeta_m(z)(V^0_m(\xi^m) + \varepsilon (\ln \varepsilon A_m + V^1_m(\xi^m))) + \ldots, & z \in \Omega^0 \\
u^0_m(y) + \varepsilon u^1_m(y) + \zeta_m(z)(V^0_m(\xi^m) + \varepsilon (\ln \varepsilon A_m + V^1_m(\xi^m))) + \ldots, & z \in \mathcal{J}^\varepsilon_m, \quad m = 1, 2, 3,
\end{cases}
\]
(36)
where \( z = (x, y) \) and the dots correspond to small remainders. Note that the term \( \ln \varepsilon \) has been introduced in accordance with the above references. In (36), for \( m = 1, 2, 3, \xi^m \) denotes the fast variable...
defined by $\xi^m = \varepsilon^{-1}(z - M_m)$. The cut-off function $\zeta_m \in \mathcal{C}^\infty(\mathbb{R}^2, [0; 1])$ is equal to one in a neighbourhood of $M_m$ and such that $\zeta_m(z) = 0$ for $z$ satisfying $|z - M_m| \geq \min(1, |x_1 - x_2|/2, |x_2 - x_3|/2, h_m)$ or $|z| \geq L/2$. Now, we explain how to determine the functions $u^0, u^1, V_m^0, V_m^1, v_m^0, v_m^1$ as well as the constants $A_m$ appearing in (36). We begin with a formal approach. The justification of the obtained results will be the purpose of Section 6.

In first approximation, the thin rectangles are invisible for the incident field $w^+$. This yields $w^\varepsilon = w^+ + \ldots$ in $\Omega^0$. Therefore, we impose $u^0 = w^+ = (2k)^{-1/2}e^{ikx}$. When $\varepsilon$ goes to zero, $\mathcal{S}_m^\varepsilon$ becomes the segment $\{x_m\} \times [1; 1 + h_m]$ and $w^\varepsilon$ satisfies a one-dimensional Helmholtz equation. Matching the value of the fields at $M_m$ leads us to take $v_m^0$ such that

$$\frac{d^2 v_m^0}{dy^2} + k^2 v_m^0 = 0 \text{ in } (1; 1 + h_m), \quad \frac{dv_m^0}{dy}(1 + h_m) = 0 \quad \text{and} \quad v_m^0(1) = w^+(M_m). \quad (37)$$

This problem admits a unique solution $v_m^0(y) = w^+(M_m)(\cos(k(y - 1)) + \tan(kh_m)\sin(k(y - 1)))$ if and only if $h_m$ satisfies condition (33). In the following, we shall impose $h_m$ to meet this condition.

Set

$$\mathcal{Y}_m^\varepsilon := (-\varepsilon/2 + x_m; x_m + \varepsilon/2) \times \{1\}$$

A Taylor expansion of $u^0 = w^\varepsilon \in \mathcal{C}^\infty(\mathbb{R}^2)$ gives $u^0(x, 1) = w^+(M_m) + (x - x_m)\partial_x w^+(M_m) + O(|x - x_m|^2)$. On $\mathcal{Y}_m^\varepsilon$, we have $|x - x_m| \leq \varepsilon$, which implies $|u^0 - v_m^0| \leq C\varepsilon$. Thus, the jump of traces across $\mathcal{Y}_m^\varepsilon$ of the function equal to $u^0$ in $\Omega^0$ and to $v_m^0$ in $\mathcal{S}_m^\varepsilon$, is of order $\varepsilon$. Therefore, we set $V_m^0 = 0$.

![Figure 3: Geometry of the frozen domain $\Xi$.](image)

To compensate the jumps of traces and normal traces of the approximation of $u^\varepsilon$ across $\mathcal{Y}_m^\varepsilon$ at order $\varepsilon$, we will work with the function $V_m^1$. Let us make the change of variables $\xi_m = \varepsilon^{-1}(z - M_m)$. When $\varepsilon$ goes to zero, a neighbourhood of $M_m$ (where the cut-off function $\zeta_m$ is equal to one) is transformed into the domain $\Xi := \mathbb{R}^2 \cup \Pi \cup (-1/2; 1/2) \times \{0\}$ which is the union of the half plane $\mathbb{R}^2 := \mathbb{R} \times (-\infty; 0)$ and the half-strip $\Pi := (-1/2; 1/2) \times (0; +\infty)$ (see an illustration with Figure 3). Denote $\text{Id}$ the identity operator. In a neighbourhood of $M_m$, we have

$$(\Delta_z + k^2\text{Id}) u^\varepsilon(z) = (\Delta_z + k^2\text{Id})(\varepsilon \ln \varepsilon A_m + \varepsilon V_m^1(\varepsilon^{-1}(z - M_m)) + \ldots) = \varepsilon^{-1} \Delta_{\xi^m} V_m^1(\xi_m) + \varepsilon \ln \varepsilon k^2 A_m + \ldots.$$ 

Since there is no term of order $\varepsilon^{-1}$ in the expansion (36), we impose $\Delta_{\xi^m} V_m^1(\xi) = 0$ for $\xi := (\xi_x, \xi_y) \in \mathbb{R}^2 \cup \Pi$. On $\mathcal{Y}_m^\varepsilon$, we have $u^0 - v_m^0 = (x - x_m)\partial_x w^+(M_m) + O(\varepsilon^2)$ and $\partial_y(u^0 - v_m^0) = -\partial_y v_m^0 = -k \tan(kh_m)w^+(M_m)$. Remarking that $\partial_y = \varepsilon^{-1}\partial_{\xi^m}$, we deduce that $V_m^1$ must satisfy the equations

$$\begin{align*}
-\Delta V_m^1 &= 0 \quad \text{in } \mathbb{R}^2 \cup \Pi, \\
\partial_{\xi^m} V_m^1 &= 0 \quad \text{on } \partial \Xi, \\
V_m^1(\xi_x, 0^-) - V_m^1(\xi_x, 0^+) &= -\xi_x \partial_x w^+(M_m), \quad \text{for } \xi_x \in (-1/2; 1/2) \\
\partial_{\xi^m} V_m^1(\xi_x, 0^-) - \partial_{\xi^m} V_m^1(\xi_x, 0^+) &= k \tan(kh_m)w^+(M_m), \quad \text{for } \xi_x \in (-1/2; 1/2). 
\end{align*} \quad (38)$$
In Lemma 4.1 below, we prove that this problem admits a unique solution \( V^1_m \in H^1_{\text{loc}}(\mathbb{R}^2 \cup \Pi) \) (the \( H^1 \)-norm of \( V^1_m \) is finite on each bounded subset of \( \mathbb{R}^2 \cup \Pi \)) with the behaviour
\[
V^1_m(\xi) = \begin{cases} 
\ a_m \ln(|\xi|) + O(|\xi|^{-1}), & \xi \in \mathbb{R}^2, |\xi| \to +\infty, \\
\ b_m + O(e^{-\pi \xi_y}), & \xi \in \Pi, \xi_y \to +\infty,
\end{cases} \tag{39}
\]
where \( a_m \) and \( b_m \) are some constants. In the following, the value of \( a_m \) will be of particular interest.

Integrating the equation \( \Delta V^1_m(\xi) = 0 \) in the domain \( \Xi_\ell = \{ \xi \in \mathbb{R}^2 \cup \Pi \mid |\xi| < \ell \} \) and taking the limit \( \ell \to +\infty \), we obtain
\[
am = -\pi^{-1} k \tan(k h_m) w^+(M_m). \tag{40}
\]
Imposing \( A_m = a_m \) in the expansion (36) allows one to obtain an error on the source term in \( \Omega^0 \) which is equal to \( (\Delta_x + k^2 \text{Id})(\sum_{m=1}^3 \zeta_m(z)(\varepsilon \ln \varepsilon a_m + \varepsilon V^1_m(\varepsilon^{-1}(z - M_m)))) = f^1(z) \varepsilon + O(\varepsilon^2) \) with
\[
f^1(z) = \sum_{m=1}^3 a_m(\Delta_x + k^2 \text{Id})(\zeta_m \ln r_m). \tag{41}
\]
In (41), \( r_m := |z - M_m| \). Since \( \zeta_m \) is equal to one in a neighbourhood of \( M_m \) and compactly supported, the right hand side of (41) is an element of \( L^2(\Omega^0) \). On the other hand, choosing a cut-off function \( \zeta_m \) which depends only on the variable \( r_m = |z - M_m| \) in \( \mathbb{R}^2 \) implies \( \partial_r(\zeta_m(z)\Delta_x V^1_m(\varepsilon^{-1}(z - M_m))) = 0 \) on \( \Gamma^0 \setminus \overline{\Sigma_m} \). Finally, to compensate the discrepancy (the error made on the source terms) at order \( \varepsilon \), we define \( u^1 \) as the solution to the problem
\[
\begin{align*}
\text{Find } u^1 \in H^1_{\text{loc}}(\Omega^0) \text{ such that } u^1 & \text{ is outgoing and} \\
-\Delta u^1 - k^2 u^1 & = f^1 \text{ in } \Omega^0 \\
\partial_r u^1 & = 0 \text{ on } \Gamma^0.
\end{align*} \tag{42}
\]
In \( \mathcal{S}_m^\varepsilon \), without loss of generality, we can impose that the cut-off function \( \zeta_m \) depends only on the variable \( y \). Then we find an error on the source term equal to \( (\Delta_x + k^2 \text{Id})(\zeta_m(z)(\varepsilon \ln \varepsilon a_m + \varepsilon V^1_m(\varepsilon^{-1}(z - M_m)))) = f^1_m(y) \varepsilon \ln \varepsilon + O(\varepsilon) \) with
\[
f^1_m(y) = (\Delta_y + k^2 \text{Id})(\zeta_m a_m). \tag{43}
\]
A direct computation yields \( \| f^1_m \varepsilon \ln \varepsilon \|_{L^2(\mathcal{S}_m^\varepsilon)} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|) \) where \( C > 0 \) is independent of \( \varepsilon \). This error will be sufficiently small for our purpose and therefore we take \( v^1_m \equiv 0 \) in (36).

In the next section, from the asymptotic expansion of \( u^\varepsilon \), solution to (32), we deduce an asymptotic expansion of the coefficients \( s^{\pm} \) appearing in the decomposition of \( u^\varepsilon \) (see (34)–(35)). Before proceeding, we explain how to prove an intermediate result which was used in the definition of the terms of (34)–(35).

**Lemma 4.1.** Problem (38) has a unique solution \( V^1_m \in H^1_{\text{loc}}(\mathbb{R}^2 \cup \Pi) \) admitting expansion (39).

**Proof.** We recall that \( \Xi = \mathbb{R}^2 \cup \Pi \cup (-1/2; 1/2) \times \{0\} \). First, denote \( N \in H^1(\mathbb{R}^2 \cup \Pi) \) the function such that \( N = 0 \) in \( \mathbb{R}^2 \) and
\[
\Delta N = 0 \text{ in } \Pi; \quad \partial_{\xi_x} N = 0 \text{ on } \partial \Pi \cap \partial \Sigma; \quad N(\xi_x, 0^+) = -\xi_x \partial_x w^+(M_m) \text{ for } \xi_x \in (-1/2; 1/2).
\]
Since the integral of \( \xi_x \partial_x w^+(M_m) \) on \( (-1/2; 1/2) \) is null, using decomposition in Fourier series, we can show that \( N \) is uniquely defined and exponentially decaying in \( \Pi \) as \( \xi_y \to +\infty \). Second, introduce \( \phi \in C^\infty_c(\Xi, [0; 1]) \), a cut-off function such that \( \phi = 0 \) in \( \Pi \cup D_1(O) \) and \( \phi = 1 \) in \( \mathbb{R}^2 \setminus D_2(O) \) (\( D_r(O) \) denotes the open disk of \( \mathbb{R}^2 \) centered at \( O \) of radius \( r > 0 \)). Additionally, we assume that \( \phi \) depends only on the radial variable \( |\xi| \). One sees that \( V^1_m \in H^1_{\text{loc}}(\mathbb{R}^2 \cup \Pi) \) is a solution of (38) having behaviour (39) if and only if \( W = V^1_m - N + \pi^{-1} k \tan(k h_m) w^+(M_m) \phi \ln |\xi| \in H^1_{\text{loc}}(\Xi) \) satisfies
\[
\begin{align*}
-\Delta W & = f \text{ in } \mathbb{R}^2 \cup \Pi, \quad \partial_r W = 0 \text{ on } \partial \Sigma, \\
W(\xi_x, 0^-) - W(\xi_x, 0^+) & = 0, \quad \text{for } \xi_x \in (-1/2; 1/2) \\
\partial_{\xi_y} W(\xi_x, 0^-) - \partial_{\xi_y} W(\xi_x, 0^+) & = g, \quad \text{for } \xi_x \in (-1/2; 1/2).
\end{align*} \tag{44}
\]
and admits the expansion
\[ W(\xi) = \begin{cases} A \ln(\|\xi\|) + O(\|\xi\|^{-1}), & \xi \in \mathbb{R}_+^2, \|\xi\| \to +\infty, \\ B + O(e^{-\pi \xi_g}), & \xi \in \Pi, \xi_g \to +\infty, \end{cases} \] (45)
where \( A, B \) are some constants. In (44), we set \( f(\xi) = -\pi^{-1} k \tan(kh_m)w^+(M_m) \Delta(\phi \ln |\xi|) \) and \( g(\xi) = k \tan(kh_m)w^+(M_m) + \partial_\xi \nabla(\xi_x, 0^+) \). Now, one can check that \( W \in H_{\text{loc}}(\Xi) \) solves (44) if and only if it satisfies the variational identity
\[ a(W, W') = \ell(W') \quad \forall W' \in \mathcal{C}_0^\infty(\Xi) := \{ w|_\Xi \mid w \in \mathcal{C}_0^\infty(\mathbb{R}^2) \} \] (46)
with \( a(W, W') = \int_\Xi \nabla W \cdot \nabla W' d\xi \) and \( \ell(W') = \int_\Xi f W' d\xi + \int_{(-1/2, 1/2)^2(0)} g W' d\xi_x \). Define the space \( Z \) as the completion of \( \mathcal{C}_0^\infty(\Xi) \) in the weighted norm
\[ \|w\|_Z := \left( \int_\Xi |
abla w|^2 + \frac{\phi|w|^2}{1 + |\xi|^2 (\ln |\xi|)^2} + \frac{(1 - \phi)|w|^2}{1 + |\xi_g|^2} \right)^{1/2}. \]
Note that \( Z \) contains functions which are constant at infinity in \( \mathbb{R}_+^2 \) and in \( \Pi \) but does not allow linear growth in \( \Pi \) nor \( \ln |\xi| \) behaviour in \( \mathbb{R}_+^2 \). Define the subspace \( Z^\# := \{ w \in Z \mid \int_K w \partial \sigma = 0 \} \) where \( K \subset \Xi \) is a compact set such that \( \text{meas}_2(K) > 0 \). Using Hardy type inequalities, one can prove that the norms \( \| \cdot \|_Z \) and \( \| \nabla \|_{L^2(\Xi)} \) are equivalent in \( Z^\# \). This allows us to show that there is a unique \( \tilde{W} \in Z^\# \) such that \( a(\tilde{W}, W') = \ell(W') \) for all \( W' \in Z^\# \). Observing that \( \ell(1) = 0 \) (this is the reason why we introduced the shift \( \pi^{-1} k \tan(kh_m)w^+(M_m) \phi \ln |\xi| \) in the definition of \( W \)), we conclude that there is a unique \( W \) satisfying (46) and admitting expansion (45). This ends the proof. \( \square \)

4.3 Asymptotic expansion of the reflection/transmission coefficients

For the coefficients \( s^{\pm} \), working as in (18)-(19), we find the formulas
\[ i s^{\pm} = \int_{\Sigma_L \cup \Sigma_L} \frac{\partial u^e}{\partial \nu} \overline{w^\mp} - u^e \frac{\partial \overline{w^\mp}}{\partial \nu} d\sigma, \] (47)
where \( \Sigma_L = \{ \pm L \} \times (0, 1) \) and \( \partial_\nu = \pm \partial_x \) at \( x = \pm L \). Note that the right hand side of (47) remains unchanged with \( L \) replaced by any \( \ell \geq L/2 \). Plugging the asymptotic expansion (36) of \( u^e \) in (47) and observing that the correction terms involving the cut-off functions \( \zeta_m \) vanish for \( |z| \geq L/2 \), leads us to make the ansatz
\[ s^{\pm} = s^{0 \pm} + \varepsilon s^{1 \pm} + \ldots. \] (48)
And more precisely, identifying the powers in \( \varepsilon \) yields, for \( j = 0, 1 \),
\[ i s^{1 \pm} = \int_{\Sigma_L \cup \Sigma_L} \frac{\partial u^j}{\partial \nu} \overline{w^\mp} - u^j \frac{\partial \overline{w^\mp}}{\partial \nu} d\sigma. \]
Since \( u^0 = w^+ \), first we deduce \( s^{0 \pm} = 0 \). In other words, we claim that \( R^\varepsilon = O(\varepsilon) \) and \( T^\varepsilon - 1 = O(\varepsilon) \). This seems reasonable since we make a perturbation of order \( \varepsilon \) in the reference waveguide where \( R = 0 \) and \( T = 1 \). On the other hand, integrating by parts in \( \Omega^0_L := (-L, L) \times (0, 1) \) and using (41), (42), we obtain
\[ i s^{1 \pm} = -\int_{\Omega^0_L} f^1 \overline{w^\mp} dz = -\sum_{m=1}^3 a_m I_m \] (49)
with, for \( m = 1, 2, 3 \),
\[ I_m := \int_{\Omega^0_L} \overline{w^\mp} (\Delta_z + k^2 \text{Id})(\zeta_m \ln r_m) dz = \int_{\Omega^0_L} \overline{w^\mp} \Delta(\zeta_m \ln r_m) - \zeta_m \ln r_m \Delta_z \overline{w^\mp} dz. \] (50)
Denote \( D_\delta(M_m) \) the open disk of \( \mathbb{R}_+^2 \) centered at \( M_m \) of radius \( \delta > 0 \). Using the Lebesgue’s dominated convergence theorem, we can write
\[ I_m = \lim_{\delta \to 0} \int_{\Omega^0_L \setminus D_\delta(M_m)} \overline{w^\mp} \Delta(\zeta_m \ln r_m) - \zeta_m \ln r_m \Delta \overline{w^\mp} dz. \] (51)
Integrating by parts in (51) and using that \( \zeta_m \) is equal to one in a neighbourhood of \( M_m \) as well as the fact that \( \zeta_m \) vanishes on \( \Sigma_{\pm L} \), we get

\[
I_m = \lim_{\delta \to 0} \int_{\partial D_\delta(M_m) \cap \Omega_L} -\bar{w} \partial_r (\ln r_m) + \ln r_m \partial_r w \, d\sigma. \tag{52}
\]

Then, a direct computation gives \( I_m = -\pi \bar{w}(M_m) \). Plugging this result in (49), (50), we find

\[
i s^{1\pm} = -k \sum_{m=1}^3 \bar{w}(M_m) w^+(M_m) \tan(k h_m).
\]

Summing up, when \( \varepsilon \) goes to zero, the coefficients \( s^{\pm} \) appearing in the decomposition of \( u^\varepsilon \) (see (34)-(35)) admit the asymptotic expansion

\[
i s^{\pm} = -\varepsilon k \sum_{m=1}^3 \bar{w}(M_m) w^+(M_m) \tan(k h_m) + \ldots. \tag{53}
\]

### 4.4 The fixed point procedure

Observing (53), we see it is easy to find \( h_1, h_2, h_3 \) such that the coefficients \( s^{\pm} \) vanish at order \( \varepsilon \). For example, one can take \( h_1 = h_2 = h_3 = \pi/k \) (note that \( h_m = p_m \pi/k \) for \( p_m \in \mathbb{N} \) with some \( p_m \neq 0 \) is also a valid choice). However, this is not sufficient since we want to impose \( s^{\pm} = 0 \) (at any order in \( \varepsilon \)). To control the higher order terms in \( \varepsilon \) whose dependence with respect to \( h_1, h_2, h_3 \) is less simple than for the first term of the asymptotics, we will use the fixed point theorem. To obtain a fixed point formulation, for \( m = 1, 2, 3 \), we look for \( h_m \) under the form

\[
h_m = \frac{\pi}{k} + \tau_m. \tag{54}
\]

In these expressions, \( \tau_1, \tau_2, \tau_3 \) are real parameters that we will tune to impose \( s^{\pm} = 0 \). We define the vector \( \tau = (\tau_1, \tau_2, \tau_3) \top \in \mathbb{R}^3 \) and we denote \( \Omega^\varepsilon(\tau), u^\varepsilon(\tau), s^{\pm}(\tau) \) instead of \( \Omega^\varepsilon, u^\varepsilon, s^{\pm} \). With this particular choice for \( h_1, h_2, h_3 \), plugging (54) in (53), we obtain

\[
i s^{\pm}(\tau) = -\varepsilon k \sum_{m=1}^3 \bar{w}(M_m) w^+(M_m) \tan(k \tau_m) + \hat{s}^{\pm}(\tau), \tag{55}
\]

where \( \hat{s}^{\pm}(\tau) \) is a remainder. We want to impose \( s^{\pm}(\tau) = 0 \). According to the energy conservation, we have \( |s^{-}(\tau)|^2 + |1 + s^{\mp}(\tau)|^2 = 1 \Leftrightarrow |s^{-}(\tau)|^2 + |s^{\mp}(\tau)|^2 = -2 \Re e s^{\mp}(\tau) \). Therefore, if we impose \( \Re e s^{-}(\tau) = 3m s^{-}(\tau) = 3m s^{\mp}(\tau) = 0 \), then there holds \( s^{-}(\tau) = 0 \) and \( s^{\mp}(\tau) \in \{0, -2\} \). In order to discard the case \( s^{\mp}(\tau) = -2 \), we will use the fact that the modulus of \( s^{\mp}(\tau) \) is small for \( \varepsilon \) small enough\(^2\). Since \( \bar{w}(M_m) = (2k)^{-1/2} e^{\pm ik x_m} \), we see from (55) that we have to find \( \tau = (\tau_1, \tau_2, \tau_3) \top \in \mathbb{R}^3 \) such that

\[
M(\tan(k \tau_1), \tan(k \tau_2), \tan(k \tau_3)) \top = 2\varepsilon^{-1} (\Re e \hat{s}^{-}(\tau), 3m \hat{s}^{-}(\tau), \Re e \hat{s}^{\mp}(\tau)) \top \tag{56}
\]

where we denote

\[
M := \begin{pmatrix}
\cos(2k x_1) & \cos(2k x_2) & \cos(2k x_3) \\
\sin(2k x_1) & \sin(2k x_2) & \sin(2k x_3) \\
1 & 1 & 1
\end{pmatrix}. \tag{57}
\]

To proceed, first we set \( x_1, x_2, x_3 \), the numbers which determine the positions of the thin rectangles (see (31)), so that the matrix \( M \) is invertible. This can be easily done, taking for example \( x_1 =
\]

\(^2\)Of course, it seems much simpler to impose directly \( \Re e s^{\mp}(\tau) = 0 \). Indeed, with the energy conservation, this implies \( s^{\pm}(\tau) = 0 \). However, our approach does not allow us to do it because the first term in the asymptotic expansion of \( s^{\pm}(\tau) \) is purely imaginary (see formula (55)).
Denote \( t = (t_1, t_2, t_3) \). From (56), we see that \( t \) must be a solution to the problem

\[
\text{Find } t \in \mathbb{R}^3 \text{ such that } t = \mathcal{F}(t),
\]

with

\[
\mathcal{F}(t) := 2\varepsilon^{-1} M^{-1}(\Re \tilde{s}^-(\tau), \Im m \tilde{s}^-(\tau), \Re \tilde{s}^+(\tau))^{\top}.
\]

Proposition 6.1 hereafter ensures that there is some \( \gamma_0 > 0 \) such that for all \( \gamma \in (0; \gamma_0] \), the map \( \mathcal{F} \) is a contraction of \( \mathcal{B}_\gamma := \{ t \in \mathbb{R}^3 \mid |t| \leq \gamma \} \) for \( \varepsilon \) small enough. Therefore, the Banach fixed-point theorem guarantees the existence of some \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_0] \), Problem (60) has a unique solution \( t_{\text{sol}} \) in \( \mathcal{B}_\gamma \). From this vector \( t_{\text{sol}} = (t_{1\text{sol}}, t_{2\text{sol}}, t_{3\text{sol}})^{\top} \), define \( (\tau_{1\text{sol}}, \tau_{2\text{sol}}, \tau_{3\text{sol}}) \in (-\pi/(2k); \pi/(2k))^3 \) such that \( t_{m\text{sol}} = \tan(k\tau_{m\text{sol}}) \). Since for \( \varepsilon \) small enough, we have \( |\tilde{s}^\pm(\tau_{\text{sol}})| = O(\varepsilon) \), we infer that the coefficients \( s^\pm(\tau_{\text{sol}}) \) satisfy \( s^\pm(\tau_{\text{sol}}) = 0 \).

Observe that the height \( h_{\text{sol}} := \pi/k + \tau_{\text{sol}} \) of the rectangle \( \mathcal{J}_m(\tau_{\text{sol}}) \) is different from zero because \( \tau_{\text{sol}} \in (-\pi/(2k); \pi/(2k))^3 \) (more precisely, in Remark 6.1 below, we show that we have \( |\tau_{\text{sol}}| = O(\varepsilon^{1/2}(1 + |\ln \varepsilon|)) \)). As a consequence, we have constructed a waveguide, which is not the reference waveguide, where the reflection/transmission coefficients in the decomposition (34) of \( u^\varepsilon(\tau_{\text{sol}}) \) satisfy \( R^\varepsilon(\tau_{\text{sol}}) = 0 \) and \( T^\varepsilon(\tau_{\text{sol}}) = 1 \). We summarize this result in the following proposition.

**Proposition 4.1.** For any \( k \in (0; \pi) \), there exists a waveguide \( \Omega^\varepsilon(\tau_{\text{sol}}) \), different from \( \Omega^0 \), where the scattered field associated with Problem (32) set in \( \Omega^\varepsilon(\tau_{\text{sol}}) \) is exponentially decaying at \( \pm \infty \).

**Remark 4.1.** Let us check that the result of Proposition 4.1 is not incompatible with the one of Proposition 3.1 (obstruction to transmission invisibility). Define the function \( \psi \) such that \( \psi(z) = 0 \) in \( \Omega^0 \) and \( \psi(z) = \sin(\pi(y-1)/(2h_{\text{sol}})) \) in \( \mathcal{J}_m \). Note that \( \psi \) belongs to the space \( Y = \{ \psi \in H^1(\Omega_b) \mid \int_{\{x_+\} \times \omega} \psi \, d\sigma = \int_{\{x_-\} \times \omega} \psi \, d\sigma = 0 \} \) appearing just before (25), where \( \Omega_b = \{ z \in \Omega^\varepsilon(\tau_{\text{sol}}) \mid -x_- < x < x_+ \} \). A direct calculation yields

\[
\int_{\Omega_b} |\nabla \psi|^2 \, dx \leq \max_{m=1,2,3} \left( \pi/(2h_{m\text{sol}})^2 \right)^2 \int_{\Omega_b} |\psi|^2 \, dx.
\]

Using the min-max principle, we deduce that the first eigenvalue \( \mu_1 \) of Problem (25) is smaller than \( \max_{m=1,2,3} \left( \pi/(2h_{m\text{sol}})^2 \right)^2 = k^2/4 + O(\varepsilon^{1/2}(1 + |\ln \varepsilon|)) \). From Proposition 3.1, we infer that in \( \Omega^\varepsilon(\tau_{\text{sol}}) \) (this geometry is defined for a given/frozen \( k \)) we cannot have transmission invisibility for wavenumbers \( \tilde{k} \) such that \( \tilde{k} < k/2 \). Of course, this does not prevent from having transmission invisibility for \( k = k \).

**Remark 4.2.** Let us recall that the positions \( x_1, x_2, x_3 \) of the chimneys must be chosen in order to ensure the invertibility of the matrix \( M \) given by (57). If we impose \( x_3 - x_2 = x_2 - x_1 = \eta > 0 \), we obtain \( \det M = 6\sin(2k\eta)(1 - \cos(2k\eta)) \). As a consequence, the matrix \( M \) is invertible as soon as \( \eta \notin \{p\pi/2k \mid p \in \mathbb{N} \} \): the distance of two consecutive chimneys should not be a multiple of a quarter of the wavelength.
5 Numerical experiments

We implement numerically the approach developed in Section 4. For a given wavenumber \( k \in (0; \pi) \), we consider the scattering problem

\[
\text{Find } u^\varepsilon \in H^1_{\text{loc}}(\Omega^\varepsilon) \text{ such that } u^\varepsilon - w^+ \text{ is outgoing and } \begin{align*}
\Delta u^\varepsilon &= k^2 u^\varepsilon \quad \text{in } \Omega^\varepsilon \\
\partial_n u^\varepsilon &= 0 \quad \text{on } \Gamma^\varepsilon.
\end{align*}
\] (62)

Our goal is to build \( \Omega^\varepsilon \) such that the scattered field \( u^\varepsilon_s = u^\varepsilon - w^+ \) is exponentially decaying at \( \pm \infty \). Following (30), we search for \( \Omega^\varepsilon \) of the form \( \Omega^\varepsilon(\tau) = \Omega^0 \cup \mathcal{S}_1^\varepsilon(\tau) \cup \mathcal{S}_2^\varepsilon(\tau) \cup \mathcal{S}_3^\varepsilon(\tau) \), with \( \Omega^0 = \mathbb{R} \times (0; 1) \) and, for \( m = 1, \ldots, 3 \),

\[
\mathcal{S}_m^\varepsilon(\tau) = \left( -\varepsilon/2 + x_m; x_m + \varepsilon/2 \right) \times \left[ 1; 1 + \pi/k + \tau_m \right). \] (63)

In accordance with what precedes \( (58) \), we choose \( x_1 = -3\pi/(4k) \), \( x_2 = 0 \) and \( x_3 = -x_1 \). Now, to determine the parameters \( \tau_m \) of \( (63) \), we solve the fixed point problem \( (60) \) using a recursive procedure.

We denote \( \tau^j = (\tau_1^j, \tau_2^j, \tau_3^j)^\top \in (-\pi/(2k); \pi/(2k))^3 \) the value of \( \tau = (\tau_1, \tau_2, \tau_3)^\top \) at iteration \( j \geq 0 \). For \( m = 1, 2, 3 \), we define \( t_m^j = \tan(k\tau_m^j) \) and we denote \( \nu^j = (t_1^j, t_2^j, t_3^j)^\top \). We set \( \theta^0 = (0, 0, 0)^\top \). Then, in accordance with \( (60) \), recursively we define \( \nu^j \) using the formula \( \nu^{j+1} = \mathcal{S}_m(\nu^j) \). From \( (55) \), \( (61) \), one obtains that this is equivalent to define

\[
\nu^{j+1} = \nu^j + 2\varepsilon^{-1} \mathbb{M}^{-1}(\Re (i\varepsilon^-(\nu^j)), \Im m (i\varepsilon^-(\nu^j)), \Re (i\varepsilon^+(\nu^j)))^\top. \] (64)

In \( (64) \), the coefficients \( s^\pm(\nu^j) \) are computed at each step \( j \geq 0 \) solving the scattering problem

\[
\text{Find } u^\varepsilon(\nu^j) \in H^1_{\text{loc}}(\Omega^\varepsilon(\nu^j)) \text{ such that } u^\varepsilon(\tau^j) - w^+ \text{ is outgoing and } \begin{align*}
\Delta u^\varepsilon(\nu^j) &= k^2 u^\varepsilon(\nu^j) \quad \text{in } \Omega^\varepsilon(\nu^j) \\
\partial_n u^\varepsilon(\nu^j) &= 0 \quad \text{on } \Gamma^\varepsilon(\tau^j) := \partial \Omega^\varepsilon(\nu^j).
\end{align*}
\] (65)

Note that the domain \( \Omega^\varepsilon(\tau^j) \) depends on the step \( j \geq 0 \). More precisely, \( \Omega^\varepsilon(\tau^j) \) is defined by \( \Omega^\varepsilon(\tau^j) = \Omega^0 \cup \mathcal{S}_1^\varepsilon(\tau^j) \cup \mathcal{S}_2^\varepsilon(\tau^j) \cup \mathcal{S}_3^\varepsilon(\tau^j) \), with, for \( m = 1, \ldots, 3 \),

\[
\mathcal{S}_m^\varepsilon(\tau^j) = \left( -\varepsilon/2 + x_m; x_m + \varepsilon/2 \right) \times \left[ 1; 1 + \pi/k + \tau_m \right) \quad \text{and } \tau_m = \arctan(t_m^j)/k \in (-\pi/(2k); \pi/(2k)).
\]

Then according to formula \( (47) \), the coefficients \( s^\pm(\nu^j) \) are given by

\[
is^\pm(\nu^j) = \int_{\Sigma_{-L} \cup \Sigma_{L}} \frac{\partial u^\varepsilon(\nu^j)}{\partial \nu} \frac{\nu^\pm - u^\varepsilon(\nu^j)}{\nu^\pm} \frac{\partial w^\pm}{\partial \nu} d\sigma.
\] (66)

At each step \( j \geq 0 \), we approximate the solution of Problem \( (65) \) with a P2 finite element method in \( \Omega_0^\varepsilon(\tau^j) := \{ z = (x, y) \in \Omega^\varepsilon(\tau^j) \mid |x| < 5 \} \). At \( x = \pm 5 \), a truncated Dirichlet-to-Neumann map with 20 terms serves as a transparent boundary condition. We emphasize that we consider such a long domain (numerically, this is no necessity to do this) just to obtain nice pictures. For the numerical experiments, the wavenumber \( k \) is set to \( k = 0.8 \pi \). For the simulations of Figures 4–5, we take \( \varepsilon = 0.3 \) and we stop the procedure when \( \sum_{m=1}^3 \| t_m^{j+1} - t_m^j \|_1 \leq 10^{-9} \) (corresponding here to 12 iterations). To obtain the results of Figure 6, we perform 15 iterations and we try several values of \( \varepsilon \). Computations are implemented with FreeFem++\(^3\) while results are displayed with Matlab\(^4\) and Paraview\(^5\).

---

Figure 4: Real part (top) and imaginary part (bottom) of the approximation of the scattered field $u_s^\varepsilon = u^\varepsilon - u_i$ at the end of the fixed point procedure (12 iterations). As expected, the amplitude of the field is very small at $x = \pm 5$. Interestingly, the fixed point procedure converges though the parameter $\varepsilon$ (the width of the vertical rectangles) is not very small (here $\varepsilon = 0.3$).

Figure 5: Real part (top) and imaginary part (bottom) of the approximation of the total field $u^\varepsilon$ at the end of the fixed point procedure (12 iterations).
With (68), this concludes the proposition.

In this section, we show that the map \( \mathcal{F}^{\varepsilon} \) is a contraction as required in the analysis leading to Proposition 4.1.

**Proposition 6.1.** Consider some \( \gamma > 0 \) sufficiently small. Then, there exists \( \varepsilon_{\gamma} > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_{\gamma}] \), the map \( \mathcal{F}^{\varepsilon} \) defined by (61) is a contraction of \( B_{\gamma} := \{ t \in \mathbb{R}^3 \mid |t| \leq \gamma \} \).

**Proof.** For \( t = (t_1, t_2, t_3)^\top \in \mathbb{R}^3 \), we have \( \mathcal{F}^{\varepsilon}(t) = 2\varepsilon^{-1} M^{-1} (\Re e \hat{s}^{\pm}(\tau), \Im e \hat{s}^{\pm}(\tau), \Re e \hat{s}^{\pm}(\tau))^\top \), where \( M \) is defined in (57), \( \tau = (\tau_1, \tau_2, \tau_3)^\top \in (-\pi/(2k), \pi/(2k))^3 \) is such that \( t_m = \tan(k\tau_m) \) for \( m = 1, 2, 3 \) and \( \hat{s}^{\pm}(\tau) \) are the remainders appearing in (55). In the following (see §6.3), we will prove that for \( \vartheta \) small enough, there is some \( \varepsilon_{\vartheta} > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_{\vartheta}] \), there holds

\[
|\hat{s}^{\pm}(\tau) - \hat{s}^{\pm}(\tau')| \leq C \varepsilon^{3/2} (1 + |\ln \varepsilon|) |\tau - \tau'|, \quad \forall \tau, \tau' \in B_{\vartheta} = \{ \tau \in \mathbb{R}^3 \mid |\tau| \leq \vartheta \}. \tag{67}
\]

Here and in what follows, \( C > 0 \) is a constant which may change from one occurrence to another but which is independent of \( \varepsilon \) and \( t, t' \in B_{\gamma} \). Since \( \tau \) belongs to \( B_{k^{-1} \arctan(\gamma)} \) when \( t \in B_{\gamma} \), (67) yields

\[
|\mathcal{F}^{\varepsilon}(t) - \mathcal{F}^{\varepsilon}(t')| \leq C \varepsilon^{1/2} (1 + |\ln \varepsilon|) |t - t'|, \quad \forall t, t' \in B_{\gamma}, \tag{68}
\]

when \( \gamma \) is chosen sufficiently small. Taking \( t' = 0 \) in (68) and remarking that \( |\mathcal{F}^{\varepsilon}(0)| \leq C \varepsilon^{1/2} (1 + |\ln \varepsilon|) \) (use Proposition 6.2 below to show this), we find \( |\mathcal{F}^{\varepsilon}(t)| \leq C \varepsilon^{1/2} (1 + |\ln \varepsilon|) \) for all \( t \in B_{\gamma} \). With (68), this concludes the proposition. □
Remark 6.1. Let us denote $t^\text{sol} \in B_\gamma$ the unique solution to Problem (60). The previous proof ensures that we have
\[ |t^\text{sol}| = |\mathcal{F}_\varepsilon(t^\text{sol})| \leq C \varepsilon^{1/2} (1 + |\ln \varepsilon|), \quad \forall \varepsilon \in (0; \varepsilon_\gamma]. \] (69)

Introduce $\tau^\text{sol} \in (-\pi/(2k); \pi/(2k))^3$ the vector such that $t^\text{sol} = \tan(k \tau^\text{sol})$ for $m = 1, 2, 3$. From (69), we obtain $|\tau^\text{sol}| \leq C \varepsilon^{1/2} (1 + |\ln \varepsilon|)$. As a consequence, we can say that the height of the small rectangles $h^\text{sol}_m := \pi/k + \tau^\text{sol}_m$ satisfies $h^\text{sol}_m \approx \pi/k$ as $\varepsilon$ tends to zero.

It remains to establish estimate (67), the main task of the section. The proof will be divided into several steps and will be the concern of the next three parts.

6.1 Reduction to a bounded domain

We set $\Omega^\varepsilon_L := \{ z = (x, y) \in \Omega^\varepsilon(\tau) \mid |x| \leq L \}$ where $\Omega^\varepsilon(\tau)$ is defined just before (63). Classically, one shows that $u^\varepsilon(\tau)$ satisfies the scattering problem (32) in $\Omega^\varepsilon(\tau)$ if and only if it is a solution to
\[
\begin{aligned}
\text{Find } u^\varepsilon(\tau) &\in H^1(\Omega^\varepsilon_L(\tau)) \text{ such that } \\
-\Delta u^\varepsilon(\tau) &= k^2 u^\varepsilon(\tau) \quad \text{in } \Omega^\varepsilon_L(\tau) \\
\partial_\nu u^\varepsilon(\tau) &= 0 \quad \text{on } \partial \Omega^\varepsilon_L(\tau) \cap \partial \Omega^\varepsilon(\tau) \\
\partial_\nu (u^\varepsilon(\tau) - w^+) &= T^\pm(u^\varepsilon(\tau) - w^+) \quad \text{on } \Sigma_{\pm L}.
\end{aligned}
\] (70)

In (70), $T^\pm$ are the standard Dirichlet-to-Neumann operators on $\Sigma_{\pm L}$. With the Riesz representation theorem, we introduce the bounded operator $A^\varepsilon(\tau) : H^1(\Omega^\varepsilon_L(\tau)) \to H^1(\Omega^\varepsilon_L(\tau))$ and the function $f^\varepsilon(\tau) \in H^1(\Omega^\varepsilon_L(\tau))$, such that, for all $\varphi, \varphi' \in H^1(\Omega^\varepsilon_L(\tau))$,
\[
\begin{aligned}
\langle A^\varepsilon(\tau)\varphi, \varphi' \rangle_{H^1(\Omega^\varepsilon_L(\tau))} &= \int_{\Omega^\varepsilon_L(\tau)} \nabla \varphi \cdot \nabla \varphi' \, dz - k^2 \int_{\Omega^\varepsilon_L(\tau)} \varphi \varphi' \, dz - \langle T^+ \varphi, \varphi' \rangle_{\Sigma_L} - \langle T^- \varphi, \varphi' \rangle_{\Sigma_- L} \\
\langle f^\varepsilon(\tau), \varphi' \rangle_{H^1(\Omega^\varepsilon_L(\tau))} &= (\partial_\nu w^- - T^+ w^+, \varphi')_{\Sigma_L} + (\partial_\nu w^- - T^- w^+, \varphi')_{\Sigma_- L}.
\end{aligned}
\] (71)

Here, $\langle \cdot, \cdot \rangle_{\Sigma_{\pm L}}$ denotes the duality pairing $H^{-1/2}(\Sigma_{\pm L}) \times H^{1/2}(\Sigma_{\pm L})$. The function $u^\varepsilon(\tau) \in H^1(\Omega^\varepsilon_L(\tau))$ is a solution of (70) if and only if it satisfies
\[
\begin{aligned}
\text{Find } u^\varepsilon(\tau) &\in H^1(\Omega^\varepsilon_L(\tau)) \text{ such that } \\
A^\varepsilon(\tau) u^\varepsilon(\tau) &= f^\varepsilon(\tau).
\end{aligned}
\] (72)

For any given $\tau \in (-\pi/(2k); \pi/(2k))^3$, following for example the proof of Lemma 3 in [17] (again see also the previous studies [5, 23, 36, 39]) and working by contradiction, we can prove that $A^\varepsilon(\tau)$ is invertible for $\varepsilon$ small enough with the stability estimate
\[
\| (A^\varepsilon(\tau))^{-1} \| \leq C_\tau.
\] (73)

In (73), $\| \cdot \|$ refers to the usual norm for linear operators of $H^1(\Omega^\varepsilon_L)$ and $C_\tau > 0$ is a constant independent of $\varepsilon$ (a priori it may depend on $\tau$).

6.2 Error estimate for $\tau = 0$

We first establish error estimates with respect to $\varepsilon$ for $\tau = 0$. To shorten notation, we shall write $A^\varepsilon$, $u^\varepsilon$ instead of $A^\varepsilon(0)$, $u^\varepsilon(0)$. In general, the asymptotic expansion of $u^\varepsilon$ constructed in §4.2 (see (36)) is not in $H^1(\Omega^\varepsilon)$ due to a jump of traces through $Y^\varepsilon_m$ of order $\varepsilon^2$. This is a drawback to establish error estimates and leads us to propose another approximation in $\Omega^0$. For $m = 1, 2, 3$, introduce $\zeta^m \in C^\infty([0,1])$ a cut-off function such that $\zeta^m = 1$ for $|z - M_m| \leq 1$ and $\zeta^m = 0$ for $|z - M_m| \geq 2$. Set $\zeta^{m}(z) := \zeta^m(z/\varepsilon)$ and $\zeta^{m\varepsilon} = 1 - \zeta^{m+\varepsilon} - \zeta^{m\varepsilon} - \zeta^{m\varepsilon}$. Finally define $u_{\text{as}}^{\varepsilon}$ such that
\[
\begin{aligned}
u^{\varepsilon}_{\text{as}}(z) &= \zeta^\varepsilon(z)(u^0(z) + \varepsilon^2 u^1(z)) + \sum_{m=1}^3 \zeta^{m\varepsilon}(z)(u^0(M_m) + (x - x_m)\partial_x u^0(M_m) + \varepsilon u^1(M_m)) \\
&\quad + \sum_{m=1}^3 \zeta^{m}(z)(\varepsilon (\ln \varepsilon a_m + V_1^{m}(\xi^{m}))), \quad z = (x, y) \in \Omega^0,
\end{aligned}
\] (74)
and, for $m = 1, 2, 3,$

$$u_{as}^\varepsilon(z) = v_m^0(y) + \zeta_m(z)(\varepsilon (\ln \varepsilon a_m + V_1^1(\xi^m))), \quad z = (x, y) \in \mathscr{S}_m^\varepsilon.$$  \hfill (75)

Here $u^0, u^1, v_m^0, V_1^1, \zeta_m$ are the same terms as in (36) while $a_m$ are the constants defined in (40). Note that for $z = (x, y)$ such that $|x| \geq L/2$, we have (74) = (36) = $u^0 + \varepsilon u^1$. As a consequence, the two approximations (74) and (36) yield the same first term $s^1_\pm$ (see (53)) in the asymptotic expansion of $s^2_\pm$.

Proposition 6.2. There is $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0; \varepsilon_0]$ we have

$$\|u^\varepsilon - u_{as}^\varepsilon\|_{H^1(\Omega_L^\varepsilon)} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|).$$  \hfill (76)

Proof. Inequality (73) with $\tau = 0$ already provides a stability estimate. Therefore, to obtain (76), it just remains to compute the consistency error

$$\|A^\varepsilon(u^\varepsilon - u_{as}^\varepsilon)\|_{H^1(\Omega_L^\varepsilon)} = \sup_{v^\varepsilon \in H^1(\Omega_L^\varepsilon)} \|(A^\varepsilon(u^\varepsilon - u_{as}^\varepsilon), v^\varepsilon)_{H^1(\Omega_L^\varepsilon)}\|.  \hfill (77)

We have $(A^\varepsilon u^\varepsilon, v^\varepsilon)_{H^1(\Omega_L^\varepsilon)} = (f^\varepsilon, v^\varepsilon)_{H^1(\Omega_L^\varepsilon)} = (\partial_{\nu} w^+ - T^+ w^+, \overline{v}^\varepsilon)_{\Sigma_L} + (\partial_{\nu} w^- - T^- w^+, \overline{v}^\varepsilon)_{\Sigma_{-L}}$. From definition (71) of $A^\varepsilon$, we deduce

$$(A^\varepsilon(u^\varepsilon - u_{as}^\varepsilon), v^\varepsilon)_{H^1(\Omega_L^\varepsilon)} = -\int_{\Omega_L^\varepsilon} \nabla u_{as}^\varepsilon \cdot \nabla v^\varepsilon \, dz + k^2 \int_{\Omega_L^\varepsilon} u_{as}^\varepsilon \overline{v}^\varepsilon \, dz + (\partial_{\nu} u^\varepsilon - T^+ (u_{as}^\varepsilon - w^+), \overline{v}^\varepsilon)_{\Sigma_L} + (\partial_{\nu} u^\varepsilon - T^- (u_{as}^\varepsilon - w^+), \overline{v}^\varepsilon)_{\Sigma_{-L}}.$$  \hfill (78)

Note that $\partial_\nu u_{as}^\varepsilon(x, 1^-) = \partial_\nu u_{as}^\varepsilon(x, 1^+)$ for $x \in (-\varepsilon/2 + x_m; x_m + \varepsilon/2)$ and that $\partial_\nu u_{as}^\varepsilon = 0$ on $\partial \Omega^\varepsilon \cap \partial \Omega_L^\varepsilon$.

Since $u_{as}^\varepsilon = u^0 + \varepsilon u^1 = w^+ + \varepsilon u^1$ on $\Sigma_{\pm L}$ where $u^1$ is outgoing, integrating by parts yields

$$(A^\varepsilon(u^\varepsilon - u_{as}^\varepsilon), v^\varepsilon)_{H^1(\Omega_L^\varepsilon)} = \int_{\Omega_L^\varepsilon} (\Delta u_{as}^\varepsilon + k^2 u_{as}^\varepsilon) \overline{v}^\varepsilon \, dz.$$  \hfill (79)

If $\zeta, \varphi$ are two functions, we define the commutator $[\Delta, \zeta](\varphi) := \Delta(\zeta \varphi) - \zeta \Delta \varphi = 2\nabla \varphi \cdot \nabla \zeta + \varphi \Delta \zeta$. In $\Omega_L^\varepsilon$, we have

$$\Delta u_{as}^\varepsilon + k^2 u_{as}^\varepsilon = -\sum_{m=1}^{3} |\Delta_m \zeta_m| (\bar{u}_m^0 + \varepsilon \bar{u}_m^1) + k^2 \sum_{m=1}^{3} \zeta_m(z) (u^0(M_m) + (x - x_m)\partial_x u^0(M_m) + \varepsilon u^1(M_m))$$

$$+ \varepsilon \sum_{m=1}^{3} [\Delta_m \zeta_m + k^2 \zeta_m] \bar{V}_m^1 (\varepsilon^{-1}(z - M_m)) + \varepsilon k^2 \sum_{m=1}^{3} \zeta_m(z) a_m \ln r_m$$

where $a_m$ is defined in (40) and where

$$\bar{u}_m^0 = u^0 - (u^0(M_m) + (x - x_m)\partial_x u^0(M_m)), \quad \bar{u}_m^1 = u^1 - u^1(M_m), \quad \bar{V}_m^1 = V_1^1 - a_m \ln(\varepsilon^{-1} r_m).$$

The next step consists in studying the contribution of each of the terms on the right hand side of (79). To shorten the presentation, we will consider only the first one. The analysis to deal with the other terms is very similar. To proceed, we will use the following Hardy inequality with logarithm (see [25]): for $v^\varepsilon \in H^1(\Omega_L^\varepsilon)$ such that $\|v^\varepsilon\|_{H^1(\Omega_L^\varepsilon)} = 1$, denoting $r_m = |z - M_m|$, we have

$$\|r_m^{-1} (1 + |\ln r_m|) - 1 v^\varepsilon\|_{L^2(\Omega_L^\varepsilon)} \leq C.$$  \hfill (80)
Define the annulus $Q_{\varepsilon}(M_m) = D_{2\varepsilon}(M_m) \setminus \overline{D_{\varepsilon}(M_m)}$. Observe that $[\Delta, \zeta_m^\varepsilon](\tilde{u}_m^0 + \varepsilon \tilde{u}_m^1)$ is supported in $Q_{\varepsilon}(M_m)$. Moreover, in this domain, we have $\tilde{u}_m^0(z) = O(\varepsilon^2)$, $\nabla \tilde{u}_m^0(z) = O(\varepsilon m)$, $|\Delta \zeta_m^\varepsilon| \leq C \varepsilon^{-2}$ and $|\nabla \zeta_m^\varepsilon| \leq C \varepsilon^{-1}$. Using also the estimate\footnote{This (non-optimal) result can be obtained rigorously working in weighted Sobolev (Kondratiev) spaces [34].} $\|r_m^{-1/2} \nabla u_m\|_{L^2(\Omega_m^0)} + \|r_m^{-3/2} \tilde{u}_m\|_{L^2(\Omega_m^0)} \leq C$, we can write
\[
\|([\Delta, \zeta_m^\varepsilon](\tilde{u}_m^0 + \varepsilon \tilde{u}_m^1), v^\varepsilon)\|_{L^1_m}
\leq C \varepsilon^{-2} \|r_m(1 + |\ln r_m|)\|_{L^2(Q_{\varepsilon}(M_m))}\|r_m^{-1}(1 + |\ln r_m|)^{-1} v^\varepsilon\|_{L^2(Q_{\varepsilon}(M_m))} + C \varepsilon^{-1} \|r_m(1 + |\ln r_m|)\|_{L^2(Q_{\varepsilon}(M_m))}\|r_m^{-1}(1 + |\ln r_m|)^{-1} v^\varepsilon\|_{L^2(Q_{\varepsilon}(M_m))}
\leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|).
\]

Proceeding similarly to study all the terms on the right hand side of (79), we find
\[
\|([\Delta u_{\varepsilon}^m + k^2 u_{\varepsilon}^m, v^\varepsilon)\|_{L^1_m} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|).
\]

In $S_m^\varepsilon$, for $m = 1, 2, 3$, we have $\Delta u_{\varepsilon}^m + k^2 u_{\varepsilon}^m = \tilde{f}_m^1$ with
\[
\tilde{f}_m^1(z) = \varepsilon(\Delta z, \zeta_m^\varepsilon) + k^2 \zeta_m^\varepsilon(\ln a_m + V_m^1(\varepsilon^{-1}(z - M_m))).
\]

Observing that $|\tilde{f}_m^1(z)| \leq C \varepsilon (1 + |\ln \varepsilon|)$ for $z = (x, y) \in S_m^\varepsilon$, we can write
\[
\|([\Delta u_{\varepsilon}^m + k^2 u_{\varepsilon}^m, v^\varepsilon)\|_{L^1_m} \leq \|\Delta u_{\varepsilon}^m + k^2 u_{\varepsilon}^m\|_{L^2(S_m^\varepsilon)}\|v^\varepsilon\|_{L^2(S_m^\varepsilon)} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|).
\]

Using (82), (83) in (77), (78), we find $\|A^\varepsilon(\varepsilon u_{\varepsilon}^m - u_{\varepsilon}^m)\|_{H^1(\Omega_m^0)} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|)$. With the stability estimate (73), we deduce $\|u_{\varepsilon}^m - u_{\varepsilon}^m\|_{H^1(\Omega_m^0)} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|)$.

### 6.3 Error estimates with respect to $\tau$

Now, we have all the tools to establish estimate (67). In the following, as in the classical proofs of perturbations theory for linear operators (see [33, Chapter 7, §6.5], [27, Chap. 4]), we will use a change of variables to compare the solutions of (72) in the same geometry $\Omega_m^0$ (0) = $\Omega_m^0$. To proceed, introduce some smooth diffeomorphism $\mathcal{L}(\tau)$ which maps $\Omega_m^0$ into $\Omega_m^0(\tau)$. Note that we can take $\mathcal{L}(\tau)$ acting only on the $y$ variable and therefore, independent of $\varepsilon$. We can also assume that the global change of variables is identical in a neighbourhood of $\Omega_m^0$.

For $\tau \in (-\pi/(2k); \pi/(2k))^3$, define the function $u_{\varepsilon}^m(\tau)$ as in (74), (75) where the terms $u^1$, $V_m^1$, $v_m^1$ are computed in §4.2 with $h_m$ replaced by $h_m + \tau_m$. Set $\tilde{u}_{\varepsilon}(\tau) = u_{\varepsilon}^m(\tau) - u_{\varepsilon}^m(\tau)$. With the Riesz representation theorem, introduce the function $\tilde{f}_{\varepsilon}(\tau) \in H^1(\Omega_m^0(\tau))$, such that, for all $\varphi' \in H^1(\Omega_m^0(\tau))$,
\[
(\tilde{f}_{\varepsilon}(\tau), \varphi')_{H^1(\Omega_m^0(\tau))} = \int_{\Omega_m^0(\tau)} (\Delta u_{\varepsilon}^m + k^2 u_{\varepsilon}^m(\tau)) \varphi' d\tau.
\]

According to (78), the remainder $\tilde{u}_{\varepsilon}(\tau)$ satisfies $A^\varepsilon(\tau)\tilde{u}_{\varepsilon}(\tau) = \tilde{f}_{\varepsilon}(\tau)$ in $H^1(\Omega_m^0(\tau))$. Define $\tilde{U}_{\varepsilon}(\tau) := \tilde{u}_{\varepsilon}(\tau) \circ \mathcal{L}(\tau)$ and $\tilde{F}_{\varepsilon}(\tau) := \tilde{f}_{\varepsilon}(\tau) \circ \mathcal{L}(\tau)$. We have
\[
\|\tilde{F}_{\varepsilon}(\tau) - \tilde{F}_{\varepsilon}(\tau')\|_{H^1(\Omega_m^0(\tau))} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|) |\tau - \tau'| \quad \forall \varepsilon \in (0; \varepsilon_0], \tau, \tau' \in [-\Theta; \Theta]^3 \quad \text{where } \Theta \text{ is set in } (0; \pi/(2k)).
\]

On the other hand, under the change of variables $\mathcal{L}(\tau)$, $A^\varepsilon(\tau) : H^1(\Omega_m^0(\tau)) \to H^1(\Omega_m^0(\tau))$ is transformed into the operator $A^\varepsilon(\tau) : H^1(\Omega_m^0(\tau)) \to H^1(\Omega_m^0(\tau))$. In particular, there holds
\[
A^\varepsilon(\tau)\tilde{u}_{\varepsilon}(\tau) = \tilde{f}_{\varepsilon}(\tau) \iff A^\varepsilon(\tau)\tilde{U}_{\varepsilon}(\tau) = \tilde{F}_{\varepsilon}(\tau).
\]

Moreover, the coefficients of $\mathcal{A}_{\varepsilon}(\tau)$ depend smoothly on the parameter $\tau \in [-\Theta; \Theta]^3$. Therefore, we have the estimate
\[
\|\mathcal{A}_{\varepsilon}(\tau) - \mathcal{A}_{\varepsilon}(\tau')\| \leq C |\tau - \tau'|, \quad \forall \varepsilon \in (0; \varepsilon_0], \tau, \tau' \in [-\Theta; \Theta]^3.
\]
For $\tau \in [-\Theta; \Theta]^{3}$, we can write

$$\mathcal{A}^{\varepsilon}(\tau) = \mathcal{A}^{\varepsilon}(0)(\text{Id} + (\mathcal{A}^{\varepsilon}(0))^{-1}(\mathcal{A}^{\varepsilon}(\tau) - \mathcal{A}^{\varepsilon}(0))).$$

Since $(\mathcal{A}^{\varepsilon}(0))^{-1} = (A^{\varepsilon}(0))^{-1}$ is uniformly bounded for $\varepsilon \in (0; \varepsilon_{0}]$ (inequality (73) with $\tau = 0$), we deduce that there is some $\vartheta \in (0; \pi/(2k))$ such that $\mathcal{A}^{\varepsilon}(\tau)$ is uniformly invertible for all $\varepsilon \in (0; \varepsilon_{0}]$, $\tau, \tau' \in [-\vartheta; \vartheta]^{3}$. In particular, this implies

$$||\tilde{U}^{\varepsilon}(\tau)||_{H^{1}(\Omega_{L}^{\varepsilon})} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|), \quad \forall \varepsilon \in (0; \varepsilon_{0}], \tau, \tau' \in [-\vartheta; \vartheta]^{3}. \quad (87)$$

Then, from

$$\mathcal{A}^{\varepsilon}(\tau)\tilde{U}^{\varepsilon}(\tau) - \mathcal{A}^{\varepsilon}(\tau')\tilde{U}^{\varepsilon}(\tau') = \tilde{F}^{\varepsilon}(\tau) - \tilde{F}^{\varepsilon}(\tau') \quad \Leftrightarrow \quad \mathcal{A}^{\varepsilon}(\tau)(\tilde{U}^{\varepsilon}(\tau) - \tilde{U}^{\varepsilon}(\tau')) = (\mathcal{A}^{\varepsilon}(\tau') - \mathcal{A}^{\varepsilon}(\tau))\tilde{U}^{\varepsilon}(\tau') + \tilde{F}^{\varepsilon} - \tilde{F}^{\varepsilon}(\tau'),$$

together with (87), (84) and (86), we obtain

$$||\tilde{U}^{\varepsilon}(\tau) - \tilde{U}^{\varepsilon}(\tau')||_{H^{1}(\Omega_{L}^{\varepsilon})} \leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|)|\tau - \tau'|, \quad \forall \varepsilon \in (0; \varepsilon_{0}], \tau, \tau' \in [-\vartheta; \vartheta]^{3}. \quad (88)$$

Finally, remarking that $\tilde{U}^{\varepsilon}(\tau) = \tilde{u}^{\varepsilon}(\tau)$ and $\tilde{U}^{\varepsilon}(\tau') = \tilde{u}^{\varepsilon}(\tau')$ in $\Omega_{0}$ (we remind the reader that $\mathcal{L}(\tau)$ is the identity in $\Omega_{0}^{\varepsilon}$), we infer

$$|\tilde{s}^{\pm}(\tau) - \tilde{s}^{\pm}(\tau')| = \left| \int_{\Sigma_{-L} \cup \Sigma_{+L}} \frac{\partial(\tilde{u}^{\varepsilon}(\tau) - \tilde{u}^{\varepsilon}(\tau'))}{\partial \nu} \frac{\tilde{u}^{\varepsilon}(\tau) - \tilde{u}^{\varepsilon}(\tau')}{w^{\pm}} \frac{\partial w^{\pm}}{\partial \nu} \, d\sigma \right|$$

$$= \left| \int_{\Sigma_{-L} \cup \Sigma_{+L}} \frac{\partial(\tilde{U}^{\varepsilon}(\tau) - \tilde{U}^{\varepsilon}(\tau'))}{\partial \nu} \frac{\tilde{U}^{\varepsilon}(\tau) - \tilde{U}^{\varepsilon}(\tau')}{w^{\pm}} \frac{\partial w^{\pm}}{\partial \nu} \, d\sigma \right|$$

$$\leq C \varepsilon^{3/2}(1 + |\ln \varepsilon|)|\tau - \tau'|.$$

We emphasize that the constant $C > 0$ appearing in the last inequality above is independent of $\varepsilon \in (0; \varepsilon_{0}], \tau, \tau' \in [-\vartheta; \vartheta]^{3}$. This ends to prove estimate (67).

7 Conclusion and discussion

In the first part of the article, we showed that for a given perturbed waveguide, transmission invisibility ($T = 1$), cannot be achieved for wavenumbers smaller than a given bound $k_{*}$ (see Proposition 3.1).
This parameter \( k_\star \) depends on the geometry of the perturbation. In particular, if the perturbation is smooth and small (in amplitude and in width), \( k_\star \) is very close to the threshold wavenumber \( \lambda_1 \) (equal to \( \pi^2 \) when the reference waveguide is \( \mathbb{R} \times (0;1) \)). In the second part of the article, for any given wavenumber \( k \) such that \( 0 < k^2 < \lambda_1 \), we proposed a method to construct waveguides where there holds \( R = 0 \) and \( T = 1 \) (Proposition 4.1). Therefore, in these waveguides, the incident wave \( w^+ \) goes through and produces a scattered field which is exponentially decaying at \( \pm \infty \). To proceed, and to circumvent the obstruction highlighted in the first part of the paper, we worked with singular perturbations of the geometry. More precisely, we added thin rectangles to the reference waveguide and we played with their height (parametrized by the vector \( \tau \)). Similarly, one could have tuned the parameter \( x_m \) (the abscissa of the rectangles) looking for \( x_m \) under the form \( x_m(\tau) = x_m(0) + \tau_m \). Note also that we played with thin rectangles only to simplify as far as possible the analysis. Using the same method and tuning the height of the stalks, one could construct invisible gardens of flowers as in Figure 7. The only assumption which has to be satisfied is that \( k^2 \) is not a resonance frequency of the flowers (in our approach, this condition was used just after (37)).

One possible direction to continue the analysis is to consider the multi-modal case, that is a setting where the wavenumber is chosen so that several modes can propagate in the waveguide. In this situation, instead of having to cancel two coefficients \( s^\pm \), one has to cancel two matrices \( (s^\pm_{mn})_{0 \leq m,n \leq N-1} \) (note that \( (s^\pm_{mn})_{0 \leq m,n \leq N-1} \) is symmetric), where \( N \) is the number of propagative incident waves. Of course, for such a problem it is necessary to introduce new degrees of freedom playing with more than three flowers. Adapting the technique presented in [16, §8.2], one may achieve to impose \( s^+_{mn} = 0 \) for \( m,n = 0,\ldots,N-1 \) except for a discrete set of wavenumbers where the technique fails (the reason being that the equivalent of the matrix \( M \) defined in (57) is not invertible). It would be interesting to understand if for these pathological configurations there is a real obstruction to non reflectivity or, if this is only our approach which is inefficient. Imposing \( s^-_{mn} = 0 \) for \( m,n = 0,\ldots,N-1 \) when several modes can propagate in the waveguide seems to be an even more challenging problem. In that situation, for all wavenumbers, the equivalent of the matrix \( M \) is not invertible.
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