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Abstract

We derive equilibrated reconstructions of the Darcy velocity and of the total stress tensor for Biot’s poro-elasticity problem. Both reconstructions are obtained from mixed finite element solutions of local Neumann problems posed over patches of elements around mesh vertices. The Darcy velocity is reconstructed using Raviart–Thomas finite elements and the stress tensor using Arnold–Winther finite elements so that the reconstructed stress tensor is symmetric. Both reconstructions have continuous normal component across mesh interfaces. Using these reconstructions, we derive a posteriori error estimators for Biot’s poro-elasticity problem, and we devise an adaptive space-time algorithm driven by these estimators. The algorithm is illustrated on test cases with analytical solution, on the quarter five-spot problem, and on an industrial test case simulating the excavation of two galleries.
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1 Introduction

Biot’s poro-elasticity problem was originally proposed by von Terzaghi [40] and Biot [6] to describe the hydro-mechanical coupling between the displacement field \( u \) of a linearly elastic, porous material and the pressure \( p \) of an incompressible, viscous fluid saturating its pores. Let \( \Omega \subset \mathbb{R}^2 \) be the simply connected polygonal region occupied by the porous material, and let \( t_F > 0 \) denote the simulation time. For the sake of simplicity, we assume that the material is clamped at its impermeable boundary, and fix the Biot–Willis coefficient equal to 1. We also assume that the deformation of the material is much slower than the flow rate, so that the problem can be considered in quasi-static form. Then, the displacement field \( u : \Omega \times (0,t_F) \rightarrow \mathbb{R}^2 \)
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and the pore pressure $p : \Omega \times (0, t_F) \rightarrow \mathbb{R}$ are determined by

\begin{align}
-\nabla \cdot \sigma(u) + \nabla p &= f \quad \text{in} \ \Omega \times (0, t_F), \\
\partial_t (\nabla \cdot u + c_0 p) - \nabla \cdot (\kappa \nabla p) &= g \quad \text{in} \ \Omega \times (0, t_F), \\
\kappa \nabla p \cdot n_{\Omega} &= 0 \quad \text{on} \ \partial \Omega \times (0, t_F), \\
\kappa \nabla p \cdot u_{\partial \Omega} &= 0 \quad \text{on} \ \partial \Omega \times (0, t_F), \\
\nabla \cdot u &= 0 \quad \text{in} \ \Omega, \\
\nabla \cdot (\kappa \nabla p) &= 0 \quad \text{in} \ \Omega.
\end{align}

where $f$ denotes the volumetric body force acting on the material, $g$ a volumetric fluid source (which, if $c_0 = 0$, is assumed to verify the compatibility condition $\int_\Omega g(x, t) \, dx = 0$ for each $t \in (0, t_F)$), and the effective stress tensor $\sigma$ is linked to the strain tensor $\varepsilon$ through Hooke’s law,

$$\varepsilon(u) = 2\mu \varepsilon(u) + \lambda \text{tr}(\varepsilon(u)) I_2, \quad \varepsilon(u) = \frac{1}{2} (\nabla u + \nabla u^T),$$

where $I_2$ is the two-dimensional identity matrix. The Lamé parameters $\lambda$ and $\mu$, describing the mechanical properties of the material, are assumed such that $\mu > 0$ and $\lambda + \frac{2}{3} \mu > 0$ uniformly in $\Omega$. The scalar field $\kappa : \Omega \rightarrow \mathbb{R}$ describes the mobility of the fluid and we assume that there exist positive real numbers $\kappa_1$ and $\kappa_2$ such that $\kappa_1 \leq \kappa \leq \kappa_2$ a.e. in $\Omega$. When the specific storage coefficient $c_0$ is zero, we enforce uniqueness of the pore-pressure in (1.1) by further requiring that

$$\int_\Omega p(\cdot, t) \, dx = 0 \quad \text{in} \ (0, t_F).$$

On the other hand, for $c_0 > 0$, we complement (1.1) by the following initial condition on the pressure:

$$p(\cdot, 0) = p_0 \quad \text{in} \ \Omega.$$

In practice, even when $c_0 = 0$, the initial velocity field $u_0$ in (1.1e) is usually obtained by first setting $p_0$ equal to the solution of a hydrostatic computation and then calculating $u_0$ by solving (1.1a) with $p = p_0$ (cf. Remark 2.1 in [33]). The well-posedness of Biot’s consolidation problem has been analyzed in [38, 41]. A suitable approximation method consists of using Taylor–Hood $H^1$-conforming finite elements in space (using piecewise polynomials of order $k \geq 1$ for the pressure and of order $(k + 1)$ for the displacement) and a backward Euler scheme in time. The corresponding a priori error analysis can be found in [28–30]. This discretization strategy is adopted in the Code_Aster\footnote{http://web-code-aster.org} software, which is used for the numerical examples presented in this work. Several other discretization methods have been studied in the literature, among which we cite, in particular, the fully coupled algorithm of [7], where the Hybrid High-Order method of [12] is used for the elasticity operator, while the weighted discontinuous Galerkin method of [13] is used for the Darcy operator.

The two governing equations (1.1a) and (1.1b) express, respectively, the conservation of mechanical momentum and fluid mass. In particular, the Darcy velocity $\nu(p) := -\kappa \nabla p$ and the total stress tensor $\sigma(u, p) := \sigma(u) - p \kappa I_2$ have continuous normal component across any interface in the domain $\Omega$, and the divergence of these fields is locally in equilibrium with the sources (and the accumulation terms) in any control volume. It is well known that the use of $H^1$-conforming finite elements does not lead to discrete fluxes $\nu(p_n)$ and $\sigma(u_n, p_n)$ (where $(u_n, p_n)$ denotes the discrete solution at a given discrete time $n$) that satisfy the discrete counterpart of the above properties across mesh interfaces and in mesh cells. The first contribution of this work is to fill this gap by reconstructing equilibrated fluxes from local mixed finite element solves on cell
patches around mesh vertices. The Darcy velocity reconstruction uses, as in [9,11,21], Raviart–
Thomas mixed finite elements [35] on cell patches around vertices of the original mesh. The
construction we propose for the total stress tensor is, to our knowledge, novel and is based on
the use of the Arnold–Winther mixed finite element [4], again on the same vertex-based cell
patches. This construction provides, in particular, a symmetric total stress tensor. The Darcy
velocity and the total stress tensor are reconstructed at each discrete time, they have continuous
normal component across any mesh interface, and their divergence is locally in equilibrium with
the sources (averaged over the time interval) in any mesh cell. In steady-state linear elastic-
ity, element-wise (as opposed to patch-wise) reconstructions of equilibrated tractions from local
Neumann problems can be found in [2,10,25,32], whereas direct prescription of the degrees of
freedom in the Arnold–Winther finite element space is considered in [31].

The second contribution of this work is to perform an a posteriori error analysis of Biot’s
poro-elasticity problem using the above reconstructed fluxes to compute the error indicators.
Equilibrated-flux a posteriori error estimates for poro-elasticity appear to be a novel topic
(residual-based error estimates can be found, e.g., in [18,27]). Equilibrated-flux a posteriori error
estimates offer several advantages. On the one hand, error upper bounds are obtained with fully
computable constants. The idea can be traced back to [34] and was advanced amongst others
by [1,9,11,19,21,23,24,26,36]. Another interesting property is the polynomial-degree robustness
proved recently for the Poisson problem in [8,21]. A third attractive feature introduced in [20]
is to distinguish among various error components, e.g., discretization, linearization, and algebraic
solver error components, and to equilibrate adaptively these components in the iterative solution
of nonlinear problems. This idea was applied to multi-phase, multi-components (possibly non
isothermal) Darcy flows in [14–16]. For simplicity, we consider in the present work a global error
measure which lends itself naturally to the development of equilibrated-flux error estimators,
and defined as the dual energy-norm of the residual of the weak formulation.

This paper is organized as follows. In Section 2, we introduce the weak and discrete formulations
of Biot’s poro-elasticity problem (1.1), along with some useful notation and preliminary results.
In Section 3 we present the equilibrated reconstruction for the Darcy velocity and the total
stress tensor. In Section 4 we derive a fully computable upper bound on the residual dual
norm. We then distinguish two different error sources in the upper bound, namely the spatial
and the temporal discretization, and we propose an algorithm adapting the mesh and the time
step so as to equilibrate these error sources. Finally, we show numerical results in Section 5.

2 Setting

In this section we introduce some notation, the weak formulation, and the discrete solution of
problem (1.1).

2.1 Weak formulation

We denote by $L^2(\Omega), L^2(\Omega)$ and $L^2(\Omega)$ the spaces composed of square-integrable functions taking
values in $\mathbb{R}, \mathbb{R}^2$ and $\mathbb{R}^{2 \times 2}$ respectively, and by $(\cdot, \cdot)$ and $\|\cdot\|$ the corresponding inner product
and norm. We also let $L^2_0(\Omega) := \{ q \in L^2(\Omega) \mid (q, 1) = 0 \}$, $H^1(\Omega)$ stands for the Sobolev
space composed of $L^2(\Omega)$ functions with weak gradients in $L^2(\Omega)$ and $H^1_\text{div}(\Omega)$ for its zero-trace
subspace. $H(\text{div}, \Omega)$ and $H(\text{div}, \Omega)$ denote the spaces composed of $L^2(\Omega)$ and $L^2(\Omega)$ functions
with weak divergence in $L^2(\Omega)$ and $L^2(\Omega)$, respectively, $\mathcal{H}_0(\text{div}, \Omega)$ the subspace of $H(\text{div}, \Omega)$ composed of symmetric-valued tensors, and $\mathcal{H}_0(\text{div}, \Omega) := \{ \varphi \in H(\text{div}, \Omega) \mid \varphi \cdot \mathbf{n}_{\Omega} = 0 \text{ on } \partial \Omega \}$.

We assume henceforth, for the sake of simplicity, that the volumetric body force $f$ and the fluid source $g$ lie in $L^2(0, t_F; L^2(\Omega))$ and $L^2(0, t_F; L^2(\Omega))$, respectively. In order to write a weak formulation of this poro-elastic problem, we define

$$U := \mathcal{H}^1_0(\Omega), \quad P := H^1(\Omega),$$

where in the case $c_0 = 0$ we require additionally that $P = H^1(\Omega) \cap L^2(\Omega)$, and introduce the following Bochner spaces:

$$X := L^2(0, t_F; U) \times L^2(0, t_F; P), \quad (2.2a)$$

$$Y := H^1(0, t_F; U) \times H^1(0, t_F; P). \quad (2.2b)$$

Let $u, v \in U$ and $p, q \in P$. We define the bilinear forms

$$a(u, v) := (\mathbf{g}(u), \mathbf{g}(v)), \quad (2.3a)$$

$$b(v, q) := -(q, \nabla \cdot v), \quad (2.3b)$$

$$c(p, q) := (c_0p, q), \quad (2.3c)$$

$$d(p, q) := (\kappa \nabla p, \nabla q). \quad (2.3d)$$

Then, we consider the following weak formulation: find $(u, p) \in Y$, verifying the initial condition (1.1c) with $u_0 \in \mathcal{H}^1_0(\Omega)$ and (1.4) with $p_0 \in H^1(\Omega)$ if $c_0 > 0$, and such that, for a.e. $t \in (0, t_F)$,

$$a(u(t), v) + b(v, p(t)) = (f(t), v) \quad \forall v \in U, \quad (2.4a)$$

$$-b(\partial_t u(t), q) + c(\partial_t p(t), q) + d(p(t), q) = (g(t), q) \quad \forall q \in P. \quad (2.4b)$$

The well-posedness of Biot’s consolidation problem in slightly different weak formulations is shown in [38, 41]. The uniqueness of the solution to (2.4) can be shown by energy arguments. Assuming the existence of the solution in $Y$, we denote by $\mathbf{g}(u)$ the resulting effective stress tensor, by $\mathbf{g}(u, p) = \mathbf{g}(u) - \kappa \nabla \mathbf{g}(u)$ the total stress tensor and by $\mathbf{g}(p) = -\kappa \nabla p$ the Darcy velocity. They verify the following properties:

$$\mathbf{g}(u, p) \in L^2(0, t_F; \mathcal{H}_0(\text{div}, \Omega)), \quad -\nabla \cdot \mathbf{g}(u, p) = f, \quad (2.5a)$$

$$\mathbf{g}(p) \in L^2(0, t_F; \mathcal{H}_0(\text{div}, \Omega)), \quad \nabla \cdot \mathbf{g}(p) = g - \partial_t (\nabla \cdot u + c_0p). \quad (2.5b)$$

### 2.2 Discrete setting

For the time discretization, we consider a sequence of discrete times $(t^n)_{0 \leq n \leq N}$ such that $t^i < t^j$ whenever $i < j$, $t^0 = 0$, and $t^N = t_F$. For each $1 \leq n \leq N$, let $I_n := (t^{n-1}, t^n)$ and $\tau_n := t^n - t^{n-1}$. For a space-time function $v$, we denote $v^n := v(\cdot, t^n)$ and define the backward differencing operator $\partial_t^n v = \tau_n^{-1} (v^n - v^{n-1})$.

At each time step $1 \leq n \leq N$, the space discretization is based on a conforming triangulation $\mathcal{T}_h^n$ of $\Omega$, i.e. a set of closed triangles with union equal to $\overline{\Omega}$ and such that, for any distinct $T_1, T_2 \in \mathcal{T}_h^n$, the set $T_1 \cap T_2$ is either a common edge, a vertex or the empty set. We assume that $\mathcal{T}_h^n$ verifies the minimum angle condition, i.e., there exists $\alpha_{\min} > 0$ uniform with respect
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to all considered meshes such that the minimum angle $\alpha_T$ of each triangle $T \in \mathcal{T}_h^n$ satisfies $\alpha_T \geq \alpha_{\text{min}}$. The set of vertices of the mesh is denoted by $\mathcal{V}_h^n$; it is decomposed into interior vertices $\mathcal{V}_h^{n,\text{int}}$ and boundary vertices $\mathcal{V}_h^{n,\text{ext}}$. For any subdomain $\omega \subset \Omega$ we denote $\mathcal{V}_h^n(\omega)$ the set of vertices of $\omega$. For all $a \in \mathcal{V}_h^n$, $\mathcal{T}_a^n$ is the patch of elements sharing the vertex $a$, and $\omega_a$ the corresponding open subset of $\Omega$. For all $T \in \mathcal{T}_h^n$, $\mathcal{V}_T^n$ denotes the set of vertices of $T$, $h_T$ its diameter and $\mathbf{y}_T$ its unit outward normal vector.

For all $n \in \mathbb{N}$ and all $k \in \mathbb{N}$, we denote by $\mathbb{P}_k(T)$ the space of bivariate polynomials in $T \in \mathcal{T}_h^n$ of total degree at most $k$ and by $\mathbb{P}_k(T^n_h) = \{ \varphi \in L^2(\Omega) \mid \varphi|_T \in \mathbb{P}_k(T) \ \forall T \in \mathcal{T}_h^n \}$ the corresponding broken space over $\mathcal{T}_h^n$.

The following Poincaré’s inequality holds for all $T \in \mathcal{T}_h^n$:

$$\|v - \Pi_{0,T}v\|_T \leq C_{P,T}h_T\|\nabla v\|_T \quad \forall v \in H^1(T),$$  \hfill (2.6)

where $\Pi_{0,T} : L^1(T) \to \mathbb{P}_0(T)$ is such that $\int_T (v - \Pi_{0,T}v)\,d\mathbf{x} = 0$ and $C_{P,T} = 1/\pi$ owing to the convexity of the mesh elements (see e.g. [5]). Let

$$\mathcal{RM} := \{ b + c(x_2, -x_1)^T \mid b \in \mathbb{R}^2, c \in \mathbb{R} \}$$  \hfill (2.7)

denote the space of rigid body motions. We have the following Korn’s inequality, again valid for all $T \in \mathcal{T}_h^n$:

$$\|\nabla(v - \Pi_{RM,T}v)\|_T \leq C_{K,T}\|\varepsilon(v)\|_T \quad \forall v \in H^1(T),$$  \hfill (2.8)

where $\Pi_{RM,T} : H^1(T) \to \mathcal{RM}$ is such that $\int_T (v - \Pi_{RM,T}v)\,d\mathbf{x} = 0$ and $\int_T \text{rot}(v - \Pi_{RM,T}v)\,d\mathbf{x} = 0$ (with $\text{rot}(v) := \partial_{x_1}v_2 - \partial_{x_2}v_1$), and the constant $C_{K,T}$ is bounded by $\sqrt{2}(\sin(\alpha_T/4))^{-1}$ (cf [22]). Combining (2.6) and (2.8), and accounting for the bounds on the corresponding constants, we infer that, for all $T \in \mathcal{T}_h^n$,

$$\|v - \Pi_{RM,T}v\|_T \leq \frac{h_T}{\pi} \frac{\sqrt{2}}{\sin(\alpha_T/4)}\|\varepsilon(v)\|_T \quad \forall v \in H^1(T).$$  \hfill (2.9)

\subsection*{2.3 Discrete problem}

We will focus on the conforming Taylor–Hood finite element method using for each time step $1 \leq n \leq N$ the spaces

$$U_h^n := \mathbb{P}_{k+1}(\mathcal{T}_h^n) \cap U, \quad P_h^n := \mathbb{P}_{k}(\mathcal{T}_h^n) \cap P,$$  \hfill (2.10)

with $k \geq 1$. This method was first proposed in [39] for incompressible flows and is known to provide stable pore pressure approximations (cf. [30] and [37, 43]) and is a classical choice for the discretization of poro-mechanical problems by conforming finite elements.

\textbf{Assumption 2.1} (Piecewise-constant-in-time source terms). For simplicity of exposition, we assume henceforth that the functions $f$ and $g$ are constant-in-time on each time interval $I_n$ and denote $f^n := f|_{I_n}$ and $g^n := g|_{I_n}$.

Using the Taylor–Hood finite element spaces and a backward Euler scheme to march in time, the discrete problem reads: given $u_h^n$ and, if $c_0 > 0$, $p_h^n$, find $(u_h^n, p_h^n) \in U_h^n \times P_h^n$, for all $1 \leq n \leq N$, such that

\begin{align}
-\alpha(u_h^n, q_h) + b(u_h^n, p_h^n) &= (f^n, q_h) \quad \forall q_h \in U_h^n, \quad (2.11a) \\
- b(\partial_T u_h^n, q_h) + c(\partial_T p_h^n, q_h) + d(p_h^n, q_h) &= (g^n, q_h) \quad \forall q_h \in P_h^n, \quad (2.11b)
\end{align}
where we denote by $u_{h\tau}^{p}$ the discrete space-time functions which are continuous and piece-wise affine in time, and such that, for each $0 \leq n \leq N$, $(u_{h\tau}^{p})_{n} = (u_{n}^{p})_{\tau}$, so that

$$\partial_{t}u_{n}^{p} := \partial_{t}u_{n}^{p}|_{I_{n}} = \tau_{n-1}(u_{n}^{p} - u_{n-1}^{p})$$

and

$$\partial_{t}p_{n}^{p} := \partial_{t}p_{n}^{p}|_{I_{n}} = \tau_{n-1}(p_{n}^{p} - p_{n-1}^{p}).$$

3 Quasi-static flux reconstructions

In contrast to (2.5), we have in general $\Theta(u_{n}^{p},p_{n}^{p}) \notin H_{s}(\text{div},\Omega)$ and $\Phi(p_{n}^{p}) \notin H_{0}(\text{div},\Omega)$. In this section, we restore these properties by reconstructing $H(\text{div})$-conforming discrete fluxes. These reconstructions are devised locally on patches of elements around mesh vertices. We first present the reconstructions in an abstract setting; then we apply these reconstructions to Biot’s poro-elasticity problem. Since the time variable is irrelevant in devising the reconstructions, we drop the index $n$ in the abstract presentation.

3.1 Darcy velocity

We reconstruct the Darcy velocity using mixed Raviart–Thomas finite elements of order $l \geq 0$. For each element $T \in \mathcal{T}_{h}$, the local Raviart–Thomas polynomial spaces are defined by

$$W_{T} := \mathbb{P}_{l}(T) + x\mathbb{P}_{l}(T),$$

$$Q_{T} := \mathbb{P}_{l}(T).$$

These subspaces are associated with the setting where a zero normal component is enforced on the velocity:

$$W_{a}^{n} := \{ v_{h} \in H(\text{div},\omega_{a}) \mid v_{h}|_{T} \in W_{T} \forall T \in \mathcal{T}_{a} \},$$

$$Q_{a}^{n} := \{ q_{h} \in L^{2}(\omega_{a}) \mid q_{h}|_{T} \in Q_{T} \forall T \in \mathcal{T}_{a} \}.\quad (3.3b)$$

The distribution of the degrees of freedom of functions in $W_{a}^{n}$ is presented in Figure 2. Note that we enforce the zero normal condition also on patches associated with boundary vertices since a zero normal Darcy velocity is prescribed in the exact problem; see Remark 3.3 for other types of boundary conditions.

![Figure 1: The mixed Raviart–Thomas finite element for $l = 0$ (left) and $l = 1$ (right)](image)
Construction 3.1 (Darcy velocity $\phi_h$). For each $a \in \mathcal{V}_h$, let $\gamma_a \in L^2(\omega_a)$ be such that $(\gamma_a, 1)_{\omega_a} = 0$, and let $\Gamma_a \in L^2(\omega_a)$. Consider the following constrained minimization problem:

$$\varphi_h^a = \arg\min_{\varphi_h \in W_h^a} \| \varphi_h - \Gamma_a \|_{\omega_a},$$

(3.4)

where $\Pi_{Q_h}$ denotes the $L^2$-orthogonal projection on $Q_h$. Then, extending $\varphi_h^a$ by zero outside $\omega_a$, set

$$\phi_h := \sum_{a \in \mathcal{V}_h} \varphi_h^a.$$

(3.5)

Since functions in $W_h^a$ have zero normal component on $\partial\omega_a$, condition $(\gamma_a, 1)_{\omega_a} = 0$ is crucial for the well-posedness of the constrained minimization problem (3.4). This problem is classically solved by finding $\varphi_h^a \in W_h^a$ and $s_h \in Q_h^a$ such that

$$(\varphi_h^a, \varphi_h^a)_{\omega_a} - (s_h, \nabla \cdot \varphi_h^a)_{\omega_a} = (\Gamma_a, \varphi_h^a)_{\omega_a} \forall \varphi_h^a \in W_h^a,$$

(3.6a)

$$(\nabla \cdot \varphi_h^a, s_h)_{\omega_a} = (\gamma_a, s_h)_{\omega_a} \forall s_h \in Q_h^a.$$

(3.6b)

This problem is well-posed owing to the properties of mixed Raviart–Thomas finite elements, and we obtain the following result (cf. [9,11,21]):

Lemma 3.2 (Properties of $\phi_h$). Let $\phi_h$ be prescribed by Construction 3.1 Then, $\phi_h \in H^0(\text{div}, \Omega)$, and letting $\gamma_h \in L^2(\Omega)$ be defined such that $\gamma_h|_T = \sum_{a \in \mathcal{V}_h} \gamma_a$ for all $T \in \mathcal{T}_h$, we have

$$(\gamma_h - \nabla \cdot \phi_h, q)_T = 0 \quad \forall q \in Q_T \quad \forall T \in \mathcal{T}_h.$$ (3.7)

Remark 3.3 (Other boundary conditions). Suppose that we are given a partition of the boundary as $\partial\Omega = \partial\Omega_{N,P} \cup \partial\Omega_{D,P}$ (the subsets $\partial\Omega_{N,P}$ and $\partial\Omega_{D,P}$ are conventionally closed in $\partial\Omega$, i.e., $\partial\Omega_{N,P} \cap \partial\Omega_{D,P}$ is the common boundary of the two subsets) and that an inhomogeneous Neumann condition is enforced on the flux $\phi(p)$ on $\partial\Omega_{N,P}$ (and a Dirichlet condition is enforced on $p$ in $\partial\Omega_{D,P}$). Assume that the mesh is fitted to the boundary partition, so that any mesh edge on the boundary belongs to either $\partial\Omega_{N,P}$ or $\partial\Omega_{D,P}$. As detailed in [17], this situation can be accommodated in Construction 3.1 up to minor modifications for all $a \in \mathcal{V}_h^{\text{ext}}$ (the construction is unmodified for all $a \in \mathcal{V}_h^{\text{int}}$). For the flux, we consider for the trial and test spaces, respectively,

$$W_h^a := \{ \varphi_h \in W_h^a \mid \varphi_h \cdot n_{\omega_a} \mid_{\partial\omega_a} = 0, \varphi_h \cdot n_{\omega_a} \mid_{\partial\omega_a \cap \partial\Omega_{N,P}} = \Phi_{a,N} \},$$

$$W_h^0 := \{ \varphi_h \in W_h^a \mid \varphi_h \cdot n_{\omega_a} \mid_{\partial\omega_a} = 0, \varphi_h \cdot n_{\omega_a} \mid_{\partial\omega_a \cap \partial\Omega_{N,P}} = 0 \},$$

with $\Phi_{a,N}$ related to the Neumann condition, whereas we set $Q_h^a := Q_h^a$ if $a$ lies on some edge in $\partial\Omega_{D,P}$ and $Q_h^a$ as in (3.3b) otherwise.

Figure 2: The degrees of freedom of the space $W_h^a$ in the case $l = 0$ on a patch for $a \in \mathcal{V}_h^{\text{int}}$ (left) and $a \in \mathcal{V}_h^{\text{ext}}$ (right).
3.2 Total stress tensor

We reconstruct the total stress tensor using mixed Arnold–Winther finite elements of order \( m \geq 1 \). One advantage of using these elements is that the reconstructed stress tensor is symmetric. For each element \( T \in \mathcal{T}_h \), the local Arnold–Winther polynomial spaces are defined by

\[
\Sigma_T := P_{s,m+1}(T) + \{ \tau \in P_{s,m+2}(T) \mid \nabla \cdot \tau = 0 \},
\]

(3.8a)

\[
V_T := P_m(T),
\]

(3.8b)

where \( P_{s,m}(T) \) denotes the subspace of \( P_m(T) \) composed of symmetric-valued tensors. Figure 3 shows the corresponding degrees of freedom in the cases \( m = 1 \) and \( m = 2 \). The dimension of \( V_T \) is \((m+1)(m+2)\), and it is shown in [4] that \( \dim(\Sigma_T) = (3m^2 + 17m + 28)/2 \). For the lowest-order case \( m = 1 \), the 24 degrees of freedom in \( \Sigma_T \) are

- The values of the three components of the (symmetric) stress tensor at each vertex of the triangle (9 dofs);
- The values of the moments of degree 0 and 1 of the normal components of the stress tensor on each edge (12 dofs);
- The value of the moment of degree 0 of each component of the stress tensor on the triangle (3 dofs).

For each vertex \( a \in \mathcal{V}_h \), the mixed Arnold–Winther finite element spaces on the patch domain \( \omega_a \) are defined as

\[
\tilde{\Sigma}_a := \{ \tau_h \in H_s(\text{div}, \omega_a) \mid \tau_h|_T \in \Sigma_T \forall T \in \mathcal{T}_a \},
\]

(3.9a)

\[
\tilde{V}_a := \{ v_h \in L^2(\omega_a) \mid v_h|_T \in V_T \forall T \in \mathcal{T}_a \}.
\]

(3.9b)

We need to consider subspaces where a zero normal component is enforced on the stress tensor. Since the boundary condition in the exact problem prescribes the displacement and not the normal stress, we distinguish the case whether \( a \) is an interior vertex or a boundary vertex (see Remark 3.6 for other types of boundary conditions). For \( a \in \mathcal{V}_h^{\text{int}} \), we set

\[
\tilde{\Sigma}_a := \{ \tau_h \in \tilde{\Sigma}_a \mid \tau_h|_{\omega_a} = 0 \text{ on } \partial \omega_a, \tau_h(b) = 0 \forall b \in \mathcal{V}_{\omega_a} \cap \partial \omega_a \},
\]

(3.10a)

\[
\tilde{V}_a := \{ v_h \in \tilde{V}_a \mid (v_h, \tilde{z})_{\omega_a} = 0 \forall \tilde{z} \in RM \},
\]

(3.10b)

and for \( a \in \mathcal{V}_h^{\text{ext}} \), we set

\[
\tilde{\Sigma}_a := \{ \tau_h \in \tilde{\Sigma}_a \mid \tau_h|_{\omega_a} = 0 \text{ on } \partial \omega_a \setminus \Omega, \tau_h(b) = 0 \forall b \in \mathcal{V}_{\omega_a} \cap (\partial \omega_a \setminus \partial \Omega) \},
\]

(3.11a)

\[
\tilde{V}_a := \tilde{V}_a.
\]

(3.11b)

Figure 3: Element diagrams for the pair \((\Sigma_T, V_T)\) in the cases \( m = 1 \) (left) and \( m = 2 \) (right).
Note that, as argued in [4], the nodal degrees of freedom on $\partial \omega_a$ are set to zero if the vertex separates two edges where the normal stress is enforced to be zero. The distribution of the degrees of freedom in $\Sigma^a$ is presented in Figure 4.

**Construction 3.4 (Total stress tensor $\tau_h^a$).** For each $a \in \mathcal{V}_h$, let $\Lambda_a \in L^2(\omega_a)$ be such that $(\Lambda_a, z)_{\omega_a} = 0$ for all $z \in \mathcal{R}M$ and all $a \in \mathcal{V}_h^{\text{int}}$, and let $\Lambda_a \in L^2(\omega_a)$. Consider the following constrained minimization problem:

$$
\hat{\varphi}_h^a = \arg\min_{\varphi_h \in \Sigma^a_h} \|\varphi_h - \Lambda_a\|_{\omega_a},
$$

(3.12)

where $\Pi_{\mathcal{V}_h^{\text{int}}}$ denotes the $L^2$-orthogonal projection onto $\mathcal{V}_h^{\text{int}}$. Then, extending $\hat{\varphi}_h^a$ by zero outside $\omega_a$, set

$$
\varphi_h := \sum_{a \in \mathcal{V}_h} \hat{\varphi}_h^a.
$$

(3.13)

The condition on $\Lambda_a$ for all $a \in \mathcal{V}_h^{\text{int}}$ ensures that the constrained minimization problem (3.12) is well-posed. This problem is classically solved by finding $\hat{\varphi}_h^a \in \Sigma^a_h$ and $\varphi_h \in \mathcal{V}_h^{\text{int}}$ such that

$$
(\hat{\varphi}_h^a, \varphi_h)_{\omega_a} - (\hat{\varphi}_h^a, \sum \varphi_h)_{\omega_a} = (\Lambda_a, \varphi_h)_{\omega_a} \quad \forall \varphi_h \in \Sigma^a_h,
$$

(3.14a)

$$
(\sum \varphi_h, \varphi_h)_{\omega_a} = (\Lambda_a, \varphi_h)_{\omega_a} \quad \forall \varphi_h \in \mathcal{V}_h^{\text{int}}.
$$

(3.14b)

This problem is well-posed (see [4]), and we obtain the following result:

**Lemma 3.5 (Properties of $\varphi_h$).** Let $\varphi_h$ be prescribed by Construction 3.4. Then, $\varphi_h \in H_h(\text{div}, \Omega)$, and letting $\Lambda_h \in L^2(\Omega)$ be defined such that $\Lambda_h|_T = \sum_{a \in \mathcal{V}_h} \Lambda_a$ for all $T \in \mathcal{T}_h$, we have

$$
(\Lambda_h - \sum \varphi_h, \varphi)_{\Omega} = 0 \quad \forall \varphi \in \mathcal{V}_h^{\text{int}}
$$

(3.15)

**Proof.** All the fields $\hat{\varphi}_h^a$ are in $H_h(\text{div}, \omega_a)$ and satisfy appropriate zero normal conditions so that their zero-extension to $\Omega$ is in $H_h(\text{div}, \Omega)$. Hence, $\varphi_h \in H_h(\text{div}, \Omega)$. Let us prove (3.15). Let $a \in \mathcal{V}_h^{\text{int}}$. Since $(\Lambda_a, z)_{\omega_a} = 0$ for all $z \in \mathcal{R}M$, we infer that (3.14b) actually holds for all $\varphi_h \in \mathcal{V}_h^{\text{ext}}$. The same holds true if $a \in \mathcal{V}_h^{\text{ext}}$ by definition of $\mathcal{V}_h^{\text{ext}}$. Hence, $(\sum \varphi_h, \varphi_h)_{\omega_a} = (\Lambda_a, \varphi_h)_{\omega_a}$ for all $\varphi_h \in \mathcal{V}_h^{\text{ext}}$ and all $a \in \mathcal{V}_h$. Since $\mathcal{V}_h^{\text{ext}}$ is composed of piecewise polynomials that can be chosen independently in each cell $T \in \mathcal{T}_h$, we conclude that (3.15) holds.

**Remark 3.6 (Other boundary conditions).** In the spirit of Remark 3.3 with the boundary partition $\partial \Omega = \partial \Omega_{N,U} \cup \partial \Omega_{D,U}$, the minor modifications of Construction 3.4 are as follows for

![Figure 4: The degrees of freedom of the space $\Sigma^a_h$ in the case $m = 1$ on a patch for $a \in \mathcal{V}_h^{\text{int}}$ (left) and $a \in \mathcal{V}_h^{\text{ext}}$ (right).](image)
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all \( a \in \mathcal{V}^\text{ext}_h \) (the construction is unmodified for all \( a \in \mathcal{V}^\text{int}_h \)): For the stress tensor, we consider for the trial and test spaces, respectively,

\[
\sum^a_{\mathcal{N},N} := \{ \tilde{\nu}_h \in \mathcal{N}^a_h \ | \ \tilde{\nu}_h \mid_{\omega_a} \mid_{\partial \Omega} = \mathbf{0}, \ \tilde{\nu}_h \mid_{\omega_a} \mid_{\partial \Omega_{D,U}} = \mathbf{0}, \ \tilde{\nu}_h(b) = 0 \ \forall b \in \mathcal{V}_{\omega_a} \cap (\partial \omega_a \setminus \partial \Omega) \},
\]

\[
\sum^a_{\mathcal{N},0} := \{ \tilde{\nu}_h \in \mathcal{N}^a_h \ | \ \tilde{\nu}_h \mid_{\omega_a} \mid_{\partial \Omega} = \mathbf{0}, \ \tilde{\nu}_h \mid_{\omega_a} \mid_{\partial \Omega_{D,U}} = \mathbf{0}, \ \tilde{\nu}_h(b) = 0 \ \forall b \in \mathcal{V}_{\omega_a} \cap (\partial \omega_a \setminus \partial \Omega_{D,U}) \},
\]

with \( \Theta_{a,N} \) and \( \Theta_{a,N} \) related to the Neumann condition, whereas we set \( \mathcal{V}^a_h \) as in (3.11b) if a lies on some edge in \( \partial \Omega_{D,U} \) and \( \mathcal{V}^a_h \) as in (3.10b) otherwise.

**Remark 3.7** (Extension to 3D). The extension of Construction 3.4 to three dimensions hinges on the existence of mixed finite element spaces producing three dimensional, \( H_2(\text{div}) \)-conforming, symmetric tensors. These were introduced in [3], but are complex to implement and require significant computational effort, due to the high number of degrees of freedom per element (162 for the stress tensor).

### 3.3 Application to Biot’s poro-elasticity problem

In this section, we apply the above constructions to the discrete Biot poro-elasticity problem (2.11). The reconstructed Darcy velocity and total stress tensor are space-time functions that are piecewise constant in time, i.e. these functions are calculated at every time step. We use Constructions 3.1 and 3.4 where we now specify the data \( \gamma_a, \Gamma_a, \Delta_a, \) and \( \Delta_a \) for each \( 1 \leq n \leq N \).

For this purpose, we consider for any mesh vertex \( a \in \mathcal{V}^n_h \), the piecewise affine “hat” function \( \psi_a \in \mathcal{P}_1(T_h) \cap H^1(\Omega) \), supported in \( \omega_a \), which takes the value 1 at the vertex \( a \) and zero at the vertices lying on the boundary of \( \omega_a \); cf. Figure 5. An important property for our constructions is the following partition of unity:

\[
\sum_{a \in \mathcal{V}^n_h} \psi_a |_T = 1 \quad \forall T \in \mathcal{T}_h^n. \tag{3.16}
\]

**Construction 3.8** (Darcy velocity and total stress reconstructions). Let \( 1 \leq n \leq N \). Define for all \( a \in \mathcal{V}^n_h \),

\[
\gamma_a = \psi_a \theta^n_a - \psi_a \theta((\nabla : u_h) + c_0 \rho_h) \nabla \psi_a \cdot \phi(p^n_h), \quad \Gamma_a = \psi_a \phi(p^n_h), \tag{3.17a}
\]

\[
\Delta_a = -\psi_a I + \nabla (u^n_h, p^n_h) \nabla \psi_a, \quad \Delta_a = \psi_a \theta(u^n_h, p^n_h), \tag{3.17b}
\]

where we recall that \( \phi(p^n_h) = -\kappa \nabla p^n_h \) and \( \theta(u^n_h, p^n_h) = \sigma(u^n_h) - p^n_h I_2 \). Then define \( \phi^n_h \in H_0(\text{div}, \Omega) \) and \( \theta^n_h \in H_0(\text{div}, \Omega) \) using Constructions 3.7 and 3.4 respectively, with \( l \in \{k-1,k\} \) and \( m = k \), where \( k \) is the degree of the used Taylor-Hood element in (2.11).

![Figure 5: Hat function](image-url)
Remark 3.9 (Choice of l and m in Construction [3.8]). The polynomial degree $k$ in the Taylor–Hood finite element method (2.10) corresponds to degree $k$ for the pressure and degree $k + 1$ for the displacement, implying polynomial degree $k - 1$ for $\hat{\phi}(p_h)$ and $k$ for $\hat{\psi}(z_h,p_h)$. Thus, it seems reasonable that the polynomial degree for the construction of the velocity is one lower than for the reconstruction of the total stress tensor. It has been shown in [8, 27] that $k = 1$ or $k$ are suitable choices for the velocity reconstruction, and for $k = 1$ we can observe the expected convergence rates for $l = 0$ and $m = 1$ in the numerical test of Section 5.2.

Lemma 3.10 (Darcy velocity and total stress reconstructions). Construction [3.8] is well defined, and the following holds:

$$(-\nabla \cdot \hat{\theta}_h^n, \hat{\bar{z}})_T = (f^n, \hat{\bar{z}})_T$$
$$\forall T \in T_h^n, \quad \forall \hat{\bar{z}} \in RM,$$  \hspace{1cm} (3.18a)

$$(\nabla \cdot \hat{\bar{\theta}}_h^n, 1)_T = (g^n - \partial_t(\nabla \cdot y_{ht} + c_0 p_{ht})^n, 1)_T$$
$$\forall T \in T_h^n.$$  \hspace{1cm} (3.18b)

Proof. Construction [3.1] is well defined provided $(\gamma_{\alpha}, 1)_{\omega_a} = 0$ holds for all $a \in \mathcal{V}_h$, and this follows by taking $\hat{y}_h = \psi_a$ in (2.11b) (this is possible since hat functions are contained in the discrete space for the pressure). Construction [3.4] is well defined provided $(\hat{\bar{\alpha}}, \hat{\bar{z}})_{\omega_a} = 0$ for all $\hat{\bar{z}} \in RM$ and all $a \in \mathcal{V}_h^{n,\text{int}}$, and this follows by taking $\hat{y}_h = \psi_a \hat{\bar{z}}$ in (2.11a) (recall that $k \geq 1$ in (2.10), so that this choice is legitimate) and using that

$$(\hat{\bar{\theta}}(\hat{\bar{z}}_h^n, p_h^n), \hat{\bar{\psi}}(\psi_a \hat{\bar{z}})) = (\hat{\bar{\psi}}(\hat{\bar{y}}_h^n, p_h^n), \nabla \psi_a \hat{\bar{z}})^T$$
$$= (\hat{\bar{\psi}}(\hat{\bar{y}}_h^n, p_h^n), \hat{\bar{\psi}}(\psi_a \hat{\bar{z}})^T)$$
$$= (\hat{\bar{\psi}}(\hat{\bar{y}}_h^n, p_h^n), \hat{\bar{\psi}}(\psi_a \hat{\bar{z}})^T).$$

Finally, the properties on the divergence follow from Lemmas [3.5] and [3.2] and the partition of unity (3.16) which implies that $\sum_{a \in \mathcal{V}_h^n} \nabla \psi_a |_{T} = 0$. \hfill $\square$

Remark 3.11 (Other boundary conditions). If inhomogeneous Neumann boundary conditions $\hat{\phi}(p) \cdot n_{\Omega} = \Phi_N$ or $\hat{\phi}(y, p) n_{\Omega} = \Theta_N$ are imposed on $\partial \Omega_{N,P}$ and $\partial \Omega_{N,U}$, respectively, we modify the constructions using Remarks [3.3] and [3.6]. In particular, in Remark [3.3] $\Phi_{a,N}$ is the $L^2$-projection of $\psi_a \Phi_N$ onto $W_h^n \cap n_{\Omega}$, whereas in Remark [3.6] $\Theta_{a,N}$ is the $L^2$-projection of $\psi_a \Theta_N$ onto $\sum_{a \in \mathcal{V}_h^n} n_{\Omega}$.

4 A posteriori error analysis and space-time adaptivity

In this section, we derive an a posteriori error estimate at every time step $n$ based on the quasi-equilibrated flux reconstructions of Section [3.3] for Biot’s poro-elasticity problem. Using these estimators, we devise an adaptive algorithm including the adaptive choice of the mesh size and of the time step.

4.1 A posteriori error estimate

To derive the a posteriori error estimate, we consider the residual of the weak formulation (2.4). To combine the two equations in (2.4) into a single residual, the two equations must be written using the same physical units. Therefore, we introduce a reference time scale $t^*$ and a reference length scale $l^*$ which we will use as scaling parameters together with the Young
For any pair $(u, p)$, we define the norm $\|\cdot\|_X$ with 
\begin{align*}
\|u\|_X := \sup_{(q, q) \in X} \langle R(u, p), (q, q) \rangle_{X, X},
\end{align*}
and such that for a.e. $t \in (0, t_F)$, we can restate (2.4) as follows: find $(u, p) \in X$, verifying the initial condition $u(0) = u_0$, and such that for a.e. $t \in (0, t_F)$,
\begin{align*}
B((u, p), (\varphi, q)) (t) &= (f, \varphi)(t) + t^* (g, q)(t) \quad \forall (\varphi, q) \in X.
\end{align*}
For any pair $(u_{h_T}, p_{h_T}) \in Y$, we define the residual $R(u_{h_T}, p_{h_T}) \in X'$ of (4.2) as
\begin{align*}
\langle R(u_{h_T}, p_{h_T}), (\varphi, q) \rangle_{X', X} := \int_0^{t_F} B((u - u_{h_T}, p - p_{h_T}), (\varphi, q))(t) dt.
\end{align*}
Its dual norm is defined as
\begin{align*}
\|R(u_{h_T}, p_{h_T})\|_{X'} := \sup_{(\varphi, q) \in X, \|\varphi\|_X = 1} \langle R(u_{h_T}, p_{h_T}), (\varphi, q) \rangle_{X', X},
\end{align*}
with
\begin{align*}
\|\varphi\|_{X'}^2 := \int_0^{t_F} (E\|\xi\|_X^2) dt + (t^* \|\Sigma q\|)^2 dt.
\end{align*}
We first derive a local-in-time a posteriori error estimate. Let the time step $1 \leq n \leq N$ be fixed. Let us set
\begin{align*}
X_n := L^2(I_n; U) \times L^2(I_n; P) \quad \text{and} \quad Y_n := H^1(I_n; U) \times H^1(I_n; P),
\end{align*}
and define the norm $\|\cdot\|_{X_n}$ on $X_n$ in the same way as $\|\cdot\|_X$ on $X$. The local error measure for the time step $n$ is then defined as
\begin{align*}
e^n := \sup_{(\varphi, q) \in X_n, \|\varphi\|_{X_n} = 1} \int_{I_n} B((u - u_{h_T}, p - p_{h_T}), (\varphi, q))(t) dt
\end{align*}
with
\begin{align*}
e^n_U := \int_{I_n} \left( \Theta(u, p) - \Theta(u_{h_T}, p_{h_T}), \xi(\varphi) \right)(t) dt,
\end{align*}
\begin{align*}
e^n_p := t^* \int_{I_n} \left( \partial_t (\nabla \cdot u + c_0 p) - \partial_t (\nabla \cdot u_{h_T} + c_0 p_{h_T}), q \right)^n(t) - \left( \phi(p) - \phi(p_{h_T}), \Sigma q \right)(t) dt,
\end{align*}
where we recall that $I_n = (t_{n-1}, t_n)$ and that both $u_{h_T}$ and $p_{h_T}$ are continuous, piecewise affine functions in time.

For all $1 \leq n \leq N$, let $\hat{\phi}_h^n$ and $\hat{\theta}_h^n$ be the constant in time fields over $I_n$ defined by Construction 3.8. For all $T \in T^h_{n, a}$, we define the residual estimators $\eta^n_{R,T,U}$, $\eta^n_{R,T,P}$ by
\begin{align*}
\eta^n_{R,T,U} := & \frac{h_T}{\pi} \frac{\sqrt{2}}{\sin(\alpha_T/4)} E^{-1} \|f^n + \nabla \cdot \hat{\theta}_h^n\|_T,
\end{align*}
\begin{align*}
\eta^n_{R,T,P} := & \frac{h_T}{\pi} \frac{t^*}{t} \left\| g^n - \partial_t (\nabla \cdot u_{h_T} + c_0 p_{h_T}) - \hat{\phi}_h^n \right\|_T.
\end{align*}
where \( \alpha_T \) denotes the minimum angle of the triangle \( T \), and the flux estimators \( \eta^n_{F,T,U}(t) \), \( \eta^n_{F,T,P}(t) \), \( t \in I_n \), by

\[
\eta^n_{F,T,U}(t) := E^{-1} \| \theta^n_T - \phi(y_{h,T}) \|_T,
\]

\[
\eta^n_{F,T,P}(t) := \frac{t^*}{t} \| \phi^n_T - \phi(y_{h,T}) \|_T.
\]

**Theorem 4.1** (Local-in-time a posteriori error estimate). Let \((y,p) \in Y\) be the weak solution of (2.4) and let \((y_{h,T},p_{h,T}) \in Y\) be the discrete solution of (2.11). Let \( 1 \leq n \leq N \). Let \( e^n \) be defined by (4.3) with estimators defined by (4.5) and (4.6). Then the following holds:

\[
e^n \leq \left( \int_{I_n} \sum_{T \in T^n_n} \left( (\eta^n_{R,T,U} + \eta^n_{F,T,U}(t))^2 + (\eta^n_{R,T,P} + \eta^n_{F,T,P}(t))^2 \right) dt \right)^{1/2}.
\]

**Proof.** Let \((y,q) \in X_n\). Recalling (4.4a), we have

\[
e^n_U(y) = \int_{I_n} (\theta(y,p) - \phi(y_{h,T},p_{h,T}),\xi(y))(t) dt
\]

\[
= \int_{I_n} (f,\xi)(t) - (\phi(y_{h,T},p_{h,T}),\xi(y))(t) dt
\]

\[
= \int_{I_n} \left( \left( \phi^n_{T1}(t) + \sum_{T \in T^n_n} \frac{\xi_T}{\alpha_1},y_{h,T} \right) + \left( \phi^n_{T2}(t) - \phi(y_{h,T},p_{h,T}),\xi(y) \right) \right) dt,
\]

where we have used (2.4a) to pass to the second line and we have inserted \((\nabla \cdot \theta^n_T, y) + (\theta^n_T, \xi(y)) = 0\) inside the integral to conclude. For the first term we have, for a.e. \( t \in (0,t_E) \),

\[
|\Xi_1(t)| = \sum_{T \in T^n_n} \| \phi^n_T - \phi(y_{h,T},p_{h,T})(t) \|_T \| \xi(y)(t) \|_T \leq \sum_{T \in T^n_n} \eta^n_{R,T,U}(t) \| \xi(y)(t) \|_T,
\]

where we have used (3.18a) to insert \( \Pi_{K,T}y \) inside the integral and (2.9) to conclude. For the second term, using the Cauchy–Schwarz inequality readily yields

\[
|\Xi_2(t)| \leq \sum_{T \in T^n_n} \| \theta^n_T - \phi(y_{h,T},p_{h,T})(t) \|_T \| \xi(y)(t) \|_T = \sum_{T \in T^n_n} \eta^n_{F,T,U}(t) \| \xi(y)(t) \|_T.
\]

Inserting these results into (4.8) and applying the Cauchy-Schwarz inequality yields

\[
|e^U(y)| \leq \left( \int_{I_n} \sum_{T \in T^n_n}(\eta^n_{R,T,U} + \eta^n_{F,T,U}(t))^2 dt \right)^{1/2} \times \left( \int_{I_n} \| \xi(y)(t) \|^2 dt \right)^{1/2}.
\]

Proceeding in a similar way for \( e^P \) using (3.18b) and Poincaré’s inequality (2.6) in place of (3.18a) and (2.9), respectively, we obtain

\[
|e^P(q)| \leq \left( \int_{I_n} \sum_{T \in T^n_n}(\eta^n_{R,T,P} + \eta^n_{F,T,P}(t))^2 dt \right)^{1/2} \times \left( \int_{I_n} (l^* \| \nabla q(t) \|)^2 dt \right)^{1/2}.
\]
We define the global error as
\[ e_U(q) + e_P(q) \]
and we set
\[ \eta \]
errors
\[ (\ref{4.7}) \]
right-hand side of the bound in time. When this is not the case, an additional data time-oscillation term appears in the property flux reconstructions of Remarks 3.3 and 3.6. Then we set
\[ \eta_{\alpha \beta \gamma} = \frac{h_T}{\pi} \sin(\alpha_T/4) E^{-1} || f^n - \Pi V^{\alpha \beta \gamma}_n(T)|| T; \]
\[ \eta_{\alpha \beta \gamma} = \frac{h_T}{\pi} t^* || g^n - \partial_t^\alpha (\nabla \cdot y_{hr} + c_0 p_{hr}) - \Pi Q_{\alpha \beta \gamma}(T)(g^n - \partial_t^\alpha (\nabla \cdot y_{hr} + c_0 p_{hr}))|| T. \]

For the sake of convenience, we assumed the source terms \( f \) and \( g \) to be piecewise constant in time. When this is not the case, an additional data time-oscillation term appears in the right-hand side of the bound (4.7).

Remark 4.2 (Data oscillation). Lemmas 3.2 and 3.5 and the mixed finite element space property \( \nabla \cdot \sum_{h}^T(T) = \nabla \cdot W^T_n(T) = Q^T_n(T) \) for any \( T \in T^n_h \) imply
\[ \eta_{\alpha \beta \gamma} = \frac{h_T}{\pi} \sin(\alpha_T/4) E^{-1} || f^n - \Pi V^{\alpha \beta \gamma}_n(T)|| T; \]
\[ \eta_{\alpha \beta \gamma} = \frac{h_T}{\pi} t^* || g^n - \partial_t^\alpha (\nabla \cdot y_{hr} + c_0 p_{hr}) - \Pi Q_{\alpha \beta \gamma}(T)(g^n - \partial_t^\alpha (\nabla \cdot y_{hr} + c_0 p_{hr}))|| T. \]

For the sake of convenience, we assumed the source terms \( f \) and \( g \) to be piecewise constant in time. When this is not the case, an additional data time-oscillation term appears in the right-hand side of the bound (4.7).

Remark 4.3 (Other types of boundary conditions). If we consider inhomogeneous Neumann boundary conditions \( \theta_{\alpha \beta \gamma} = \theta_{\alpha \beta \gamma} \) on \( \partial \Omega_{\alpha \beta \gamma} \subseteq \partial \Omega \) and \( \phi_{\alpha \beta \gamma} = \phi_{\alpha \beta \gamma} \) on \( \partial \Omega_{\alpha \beta \gamma} \subseteq \partial \Omega \), two more error estimators appear in (4.7). The details of how they are obtained for the Cauchy-Schwarz inequality yields
\[ (\ref{4.7}) \]

where \( C_t \approx 0.77708 \), and (4.7) now reads
\[ e^n \leq \left( \int_{T_0} \sum_{T \in T^n_h} \{(\eta_{T,U} + \eta_{T,U}(t) + \eta_{\alpha \beta \gamma}^T)^2 + (\eta_{\alpha \beta \gamma}^T + \eta_{\alpha \beta \gamma}^T(t) + \eta_{\alpha \beta \gamma}^T)^2 \} dt \right)^{1/2}. \]

To define a global-in-time a posteriori error estimate, we additionally define the initial condition errors \( \eta_{\alpha \beta \gamma} \) and \( \eta_{\alpha \beta \gamma} \) by setting
(4.9a)
(4.9b)
\[ e_{\alpha \beta \gamma} \eta = \left( \sum_{T \in T^n_h} \eta_{\alpha \beta \gamma}^T + \eta_{\alpha \beta \gamma}^T \right)^{1/2}. \]

We define the global error as
\[ e := \| R(y_{hr}, p_{hr}) \| X^t + e_{\alpha \beta \gamma}. \]
Corollary 4.4 (Global-in-time a posteriori error estimate). The following holds:

\[ e \leq \left( \sum_{n=1}^{N} \int_{I_n} \sum_{T \in T^n} \left\{ \left( \eta_{R,T,U}^n + \eta_{T,U}^n(t) \right)^2 + \left( \eta_{R,T,P}^n + \eta_{T,P}^n(t) \right)^2 \right\} dt \right)^{\frac{1}{2}} + \eta_C. \]  

(4.12)

Proof. For each \( 1 \leq n \leq N \), let \( \xi_n \in X \) be the Riesz-representative of \( J_n : X_n \to \mathbb{R} \) with \( J_n((u,p) = \int_{I_n} B((u - u_{h,T}, p - p_{h,T}), (u,p)) \) dt. Then the function \( \xi \in X \) defined by \( \xi|_{I_n} := \xi_n \) will be the Riesz-representative of \( J : X \to \mathbb{R} \) with \( \langle v,q \rangle \mapsto \int_{I_n} B((u - u_{h,T}, p - p_{h,T}), (v,q)) \) dt, so that

\[ \| R(u_{h,T}, p_{h,T}) \|_{X^*}^2 = \| J \|_{X^*}^2 = \| \xi \|_{X^*}^2 = \sum_{n=1}^{N} \| \xi_n \|_{X_n}^2 = \sum_{n=1}^{N} \| J_n \|_{X_n^*}^2 = \sum_{n=1}^{N} (e^n)^2. \]  

(4.13)

Inserting this result into (4.11) and applying Theorem 4.1 concludes the proof. \( \square \)

4.2 Distinguishing the space and time error components

The goal of this section is to elaborate the error estimate (4.7) so as to distinguish the error components resulting from the spatial and the temporal discretization. This is essential for the development of Algorithm 4.6 below, where the space mesh and the time step are chosen adaptively. Therefore, we add and subtract the discrete fluxes in the flux estimators (4.6) and apply the triangle inequality. We obtain, for all \( T \in T^n \), the following local spatial and temporal discretization error estimators:

\[ \eta_{sp,T,U}^n := \eta_{R,T,U}^n + E^{-1} \| \phi_{h,T,U}^n - \phi(h^n_U, p_{h,T,U}) \|_T, \]  

(4.14a)

\[ \eta_{sp,T,P}^n := \eta_{R,T,P}^n + \frac{t^*}{h} \| \phi_{h,T,P}^n - \phi(p_{h,T,P}) \|_T, \]  

(4.14b)

\[ \eta_{km,T,U}^n(t) := E^{-1} \| \phi(h^n_U, p_{h,T,U}(t)) - \phi(h^n_U, p_{h,T,U}) \|_T, \]  

(4.14c)

\[ \eta_{km,T,P}^n(t) := \frac{t^*}{h} \| \phi(p_{h,T,P}(t)) - \phi(p_{h,T,P}) \|_T. \]  

(4.14d)

For each of these local estimators we can define a global version by setting

\[ \eta_{*,(U,P)}^n(t) := \left( 2 \int_{I_n} \sum_{T \in T^n} \left( \eta_{*,(U,P)}^n(t) \right)^2 dt \right)^{\frac{1}{2}}. \]  

(4.15)

Inserting them into (4.7) and applying the triangle inequality yields the following result.

Theorem 4.5 (A posteriori error estimate distinguishing the error components). Let \( 1 \leq n \leq N \). Let \((u,p)\) be the weak solution of (2.4) and let \((u_{h,T}, p_{h,T}) \in Y^n \) be the discrete solution of (2.11). Let \( \phi_{h,T,U}^n, \phi_{h,T,P}^n \) be the equilibrated fluxes of Construction 3.8. Then the following holds for the error \( e^n \) defined by (4.3) with estimators defined by (4.14) and (4.15):

\[ e^n \leq \eta_{sp,U}^n + \eta_{sp,P}^n + \eta_{km,U}^n + \eta_{km,P}^n. \]  

(4.16)
4.3 Adaptive algorithm

Based on the error estimate of Theorem 4.5, we propose an adaptive algorithm where the mesh size and time step are locally adapted. The idea is to compare the estimators for the two error sources with each other in order to concentrate the computational effort on reducing the dominant one. Thus, both the spatial mesh and the time step are adjusted until space and time discretization contribute nearly equally to the overall error. For this purpose, let \( \Gamma_{tm} > 1 > \gamma_{tm} > 0 \) be user-given weights and \( \text{crit}^n \), for all \( 0 \leq n \leq N \), a chosen threshold that the error on the time interval \( I_n \) should not exceed. For each of the considered error sources we define the corresponding estimator as \( \eta_* := \eta_{*,U} + \eta_{*,P} \), so that (4.16) becomes
\[
e^n \leq \eta_{sp}^n + \eta_{tm}^n
\]  

Algorithm 4.6 (Adaptive algorithm).

1. **Initialisation**
   (a) Choose an initial triangulation \( T_h^0 \), an initial time step \( \tau_0 \), and set \( t^0 := 0 \)
   (b) **Initial mesh adaptation loop**
      • Calculate \( \eta_{IC,U} \) and \( \eta_{IC,P} \)
      • Refine or coarsen the mesh \( T_h^0 \) such that the local initial condition error estimators \( \eta_{IC,T,*} \) are distributed equally
      **End of the loop** if \( \eta_{IC} \leq \text{crit}^0 \)

2. **Time loop**
   (a) Set \( n := n + 1, \ T_h^n := T_h^{n-1} \), and \( \tau_n := \tau_{n-1} \)
   (b) Calculate \( (u_h^n,p_h^n) \) and the estimators \( \eta_{sp}^n \) and \( \eta_{tm}^n \)
   (c) **Space refinement loop**
      i. **Space and time error balancing loop**
         A. if \( \gamma_{tm} \eta_{sp}^n > \eta_{tm}^n \): Set \( \tau_n := 2 \tau_n \)
         B. if \( \Gamma_{tm} \eta_{sp}^n < \eta_{tm}^n \): Set \( \tau_n := \frac{1}{2} \tau_n \)
         **End of the space-time error balancing loop** if
         \[
         \gamma_{tm} \eta_{sp}^n \leq \eta_{tm}^n \leq \Gamma_{tm} \eta_{sp}^n \quad \text{or} \quad \tau_n \leq \tau_{min}
         \]
      ii. Refine or coarsen the mesh \( T_h^n \) such that the local spatial error estimators \( \eta_{sp,T}^n \) are distributed equally
      **End of the space refinement loop** if
      \[
      \eta_{sp}^n + \eta_{tm}^n \leq \text{crit}^n
      \]  
      (4.18)
   **End of the time loop** if \( t^n \geq t_F \)
Owing to (4.11), (4.13), (4.17) and (4.18) the obtained discrete solution satisfies

\[ e \leq \left( \sum_{n=1}^{N} (\text{crit}^n)^2 \right)^{1/2} + \text{crit}^0. \]  

(4.19)

In order to keep computational costs in the algorithm low, the initial mesh and time step should be chosen in a way that they match the criteria crit\(^0\) and crit\(^1\). This can be achieved by performing only one time step before running the whole computation, and by modifying the initial discretization if they do not.

5 Numerical results

In this section we illustrate numerically our theoretical results on four test cases. For all tests we use the Taylor–Hood finite elements (2.10) with \( k = 1 \) and Construction 3.8 with \( l = 0 \) and \( m = 1 \). In the first two test cases, analytical solutions are known; the first one is a purely elastic, stationary problem and the second one a Biot’s poro-elasticity problem. We analyze the convergence rates of the error estimators and compare them to those of an energy-type norm of the analytical error. The third test is the quarter five-spot problem, where we compare the results of the adaptive algorithm to a “standard” solution with fixed mesh and time steps. In the fourth test, the excavation of two parallel tunnels is simulated. It shows an industrial application of the error estimators used for remeshing and again compares the performance of Algorithm 4.6 to a standard resolution.

5.1 Purely mechanical analytical test

For this stationary, purely mechanical test we consider the mode I loading of a cracked plate, corresponding to pure tension at the top and the bottom applied at the infinity. Following [42], an analytical solution around the crack tip is given by

\[ u(r, \theta) = \frac{1 + \nu}{E \sqrt{2\pi}} \sqrt{r} \left( \frac{-\cos(\frac{\theta}{2})(3 - 4\nu - \cos(\theta))}{\sin(\frac{\theta}{2})(3 - 4\nu - \cos(\theta))} \right), \]  

(5.1)

leading to a singularity of the stress tensor at the crack tip. For our test, we restrain ourselves to the domain \( \Omega = (-\frac{1}{2}, \frac{1}{2}) \times (-\frac{1}{2}, \frac{1}{2}) \) with a straight crack from \((-\frac{1}{2}, 0)\) (cf. Figure 6), and impose the analytical solution (5.1) as Dirichlet boundary condition on \( \partial\Omega \) and the crack faces to obtain the discrete solution \( u_h \). The Young modulus and the Poisson ratio are set to \( E = 1 \) and \( \nu = 0 \), leading to the Lamé parameters \( \mu = 0.5 \) and \( \lambda = 0 \). Since in this purely mechanical

![Figure 6: Loading of a cracked plate](image)
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test case there is no need for nondimensionalization, we omit the scaling factor $E^{-1}$ in the error estimators. Figure 7 compares the distribution of the error estimators and the analytical error measured in the energy norm $\| u - u_h \|_{en} = a(u - u_h, u - u_h)^{1/2}$. Besides detecting the dominating error at the crack tip due to the singularity of $\sigma(u)$, the error estimators reflect the distribution of the analytical error in the whole domain, as can be seen in the lower panel for the finer mesh.

5.2 Porous-elastic analytical test

Let $\Omega = (0, 1) \times (0, 1)$. Following [7,18], we consider the analytical solution of Biot’s consolidation problem (1.1)

$$ u(t, x, y) = \cos(-\pi t) \begin{pmatrix} \cos(\pi x) \sin(\pi y) \\ \sin(\pi x) \cos(\pi y) \end{pmatrix}, \quad p(t, x, y) = \sin(-\pi t) \sin(\pi x) \sin(\pi y), $$

with $\kappa = 1$, $c_0 = 0$, and the Lamé coefficients $\mu = \lambda = 0.4$, yielding a Young modulus $E = 1$ and a Poisson ratio $\nu = 0.25$. The resulting source terms are given by

$$ f(t, x, y) = (2.4\pi^2 \cos(-\pi t) + \pi \sin(-\pi t)) \begin{pmatrix} \cos(\pi x) \sin(\pi y) \\ \sin(\pi x) \cos(\pi y) \end{pmatrix}, $$

and $g = 0$.

To evaluate convergence rates under space or time uniform refinement, we measure the analytical error in the energy norm

$$ \| (v, q) \|^2_{en} = \int_0^{t_F} B((v, q), (t^* \partial_t v, q))dt = \frac{1}{2} t^* (a(v, \nabla v)(t_F) - a(v, \nabla v)(t_0)) + t^* \int_0^{t_F} d(q, q)dt, \quad (5.2) $$
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Table 1: Error estimators and analytical errors under space refinement with $t_F = 0.5$, $\tau = 5e-5$

<table>
<thead>
<tr>
<th>$h^{-1}$</th>
<th>$\eta_{sp,U}$</th>
<th>$\eta_{sp,P}$</th>
<th>$|u - \bar{u}_{h\tau}|_U$</th>
<th>$|p - \bar{p}_{h\tau}|_P$</th>
<th>$e_{en}$</th>
<th>$I_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.45e-2</td>
<td>1.58</td>
<td>3.44e-2</td>
<td>4.67e-1</td>
<td>5.12e-1</td>
<td>3.15</td>
</tr>
<tr>
<td>8</td>
<td>8.13e-3</td>
<td>2.09</td>
<td>7.62e-1</td>
<td>8.11e-3</td>
<td>2.33e-1</td>
<td>2.46e-1</td>
</tr>
<tr>
<td>16</td>
<td>1.96e-3</td>
<td>2.05</td>
<td>3.76e-1</td>
<td>2.00e-3</td>
<td>1.10e-1</td>
<td>1.21e-1</td>
</tr>
<tr>
<td>32</td>
<td>4.85e-4</td>
<td>2.01</td>
<td>1.87e-1</td>
<td>9.03e-4</td>
<td>5.46e-2</td>
<td>6.03e-2</td>
</tr>
</tbody>
</table>

Table 2: Error estimators and analytical errors under time refinement with $t_F = 0.5$, $h = 1/128$

<table>
<thead>
<tr>
<th>$\tau^{-1}$</th>
<th>$\eta_{tm,U}$</th>
<th>$\eta_{tm,P}$</th>
<th>$|u - \bar{u}_{h\tau}|_U$</th>
<th>$|p - \bar{p}_{h\tau}|_P$</th>
<th>$e_{en}$</th>
<th>$I_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4.73e-1</td>
<td>2.54e-1</td>
<td>1.96e-1</td>
<td>2.09e-1</td>
<td>2.32e-1</td>
<td>3.34</td>
</tr>
<tr>
<td>8</td>
<td>2.40e-1</td>
<td>0.78</td>
<td>1.40e-1</td>
<td>9.88e-2</td>
<td>1.14e-1</td>
<td>1.27e-1</td>
</tr>
<tr>
<td>16</td>
<td>1.20e-1</td>
<td>1.00</td>
<td>7.31e-2</td>
<td>4.94e-2</td>
<td>6.03e-2</td>
<td>6.94e-2</td>
</tr>
<tr>
<td>32</td>
<td>6.00e-2</td>
<td>1.00</td>
<td>3.74e-2</td>
<td>2.47e-2</td>
<td>3.17e-2</td>
<td>3.85e-2</td>
</tr>
</tbody>
</table>

and the mechanical and hydraulic parts separately in the following norms:

$$
\|v\|_U^2 = \int_0^{t_F} a(v,v) dt \quad \text{and} \quad \|q\|_P^2 = \int_0^{t_F} d(q,q) dt.
$$

where in this dimensionless test, the nondimensionalization parameters $t^*$ and $l^*$ are both equal to one, and we also omit the factor $E$.

Tables 1 and 2 compare the convergence rates under space and time refinement of the corresponding error estimators to the analytical error in the norms defined by (5.2) and (5.3). The last column shows the effectivity index defined by

$$
I_{eff} := \frac{\eta_{sp,U} + \eta_{sp,P} + \eta_{tm,U} + \eta_{tm,P}}{\|\bar{u} - \bar{u}_{h\tau}, \bar{p} - \bar{p}_{h\tau}\|_{en}}.
$$

For both the spatial and the temporal refinement, we obtain the expected convergence rates of the Taylor–Hood finite element method (2.10) with $k = 1$, and a backward Euler scheme in time. The last value of the analytical mechanical error under space refinement is due to the error in time discretization which starts playing a role for the finest mesh. We observe that the orders of magnitude of the mechanical and hydraulic part are comparable in this test, and that the effectivity index is dominated by the hydraulic part under space refinement, and by the mechanical part under time refinement.

5.3 Quarter five-spot problem

In this standard configuration considered in petroleum engineering, the injection of water at the center of a square domain and the production at the four corners is simulated on a quarter of the domain. In our test, this quarter is a square of 100m side length, divided into two parts with different mobilities; a circle around the injection point of radius 50m with $\kappa = 8 \cdot 10^{-9} \text{m}^2 \text{Pa}^{-1} \text{s}^{-1}$, and $\kappa = 10^{-9} \text{m}^2 \text{Pa}^{-1} \text{s}^{-1}$ in the rest of the domain. The Young modulus and the Poisson ratio are given by $E = 10^{9} \text{Pa}$, $\nu = 0.3$, and we set $c_0 = 0$. The initial state is given by $\theta_0 = 0$, $\phi_0 = 0$ and $p_0 = 10^5 \text{Pa}$. During the computation time of 30 days, we set $p = p_0$ in the top right corner and $p = 4 \cdot 10^5 \text{Pa}$ in the bottom left corner, simulating the production and the injection respectively. The nondimensionalization parameters are $t^* = 140 \text{m}$ and $t^* = 1 \text{h}$. The problem is dominated by hydraulic processes.
We use Algorithm 4.6 to perform space-time adaptivity. We start with an initial mesh of 10,638 vertices and with an initial time step of $\tau_0 = 12h$. For the space-time error balancing, we set $\gamma_{tm} = 0.8$ and $\Gamma_{tm} = 1.3$ and fix the error limit for each time step to $\text{crit}^n = 0.005\tau_n$. We compare the performance of the adaptive algorithm to two static computations (i.e. with fixed meshes and time steps), one, called equivalent, where the discretization is chosen in a way to have approximately the same number of space-time unknowns as in the adaptive algorithm, and one where the discretization is very fine, so its solution can be taken as a reference solution. Table 3 compares the number of space-time unknowns and performed iterations (i.e. the number of time steps, counting repetitions in the adaptive algorithm), and the values of the error estimators of the three computations.

The left graphic in Figure 8 shows the discrete pressure along the diagonal going from the bottom left to the top right of the domain (as indicated in the right graphic) at three different times obtained by the static computations (solid and dotted lines) and the adaptive algorithm (dashed lines). The loosely dotted vertical line marks the edge between the two parts of $\Omega$ with different permeabilities. At each of these times, the discrete solution of the adaptive algorithm is closer to the reference solution than the equivalent computation using a fixed mesh and time step. At the last time step, all the results get closer as the solution converges in time to a constant state.
5.4 Excavation damage test

In the context of the conception of a radioactive waste repository site, the excavation of tunnels destined to contain waste packages is numerically simulated. The domain \( \Omega \) is a 80m \( \times \) 60m quadrilateral, vertical cutout of the rock, in which two galleries are dug time-delayed in the \( z \)-direction, first left, then right. Both excavations take 17.4 days (\( 1.5 \cdot 10^6 \)s) and the second one starts 11.6 days (\( 10^6 \)s) after the end of the first one. For both excavations we first calculate the initial total equilibrium of the hole-free geometry. Then the digging is simulated by linearly decreasing boundary conditions on the tunnel (convergence confinement method). These are of Neumann type for the mechanical part and of Dirichlet type for the hydraulic part and start with the total stress measured at the equilibrium state and the pressure \( p_0 = 4.7 \)MPa. Homogeneous Dirichlet boundary conditions for the \( y \)-component of the displacement and \( p = p_0 \) are imposed on the bottom of \( \Omega \) (except for the tunnel parts), while on the top, the left and the right sides of \( \Omega \), we set \( \theta n = \theta_{\text{ref}} n \) with \( (\theta_{\text{ref}, xx}, \theta_{\text{ref}, yy}, \theta_{\text{ref}, xy}) := (-11 \)MPa, -15.4MPa, 0) \) and \( p = p_0 \). These boundary conditions have to be taken into account for the stress reconstruction (cf. Remark 3.6) and the a posteriori error estimate (cf. Remark 4.3). The initial fluxes are given by \( \theta_0 = \theta_{\text{ref}} \) and \( \phi_0 = 0 \), while the initial pressure is \( p_0 \). The parameters describing the rock are the Young modulus \( E = 5800 \)MPa, the Poisson ratio \( \nu = 0.3 \), the specific storage coefficient \( c_0 = 0 \), and the hydraulic mobility \( \kappa = 10^{-13} \)m\(^2\)Pa\(^{-1}\)s\(^{-1}\). For the nondimensionalization of the problem, we used, along with \( E \), the parameters \( t^* = 1h \) and \( l^* = 100m \).
The performance of Algorithm 4.6 is tested on four different initial meshes with \( \text{crit}^n = 7 \cdot 10^{-3} \tau_n \) for the coarsest one and, with the mesh getting finer, \( \text{crit}^n = 4 \cdot 10^{-3} \tau_n \), \( \text{crit}^n = 2 \cdot 10^{-3} \tau_n \) and \( \text{crit}^n = 1 \cdot 10^{-3} \tau_n \). In all the calculations we fix \( \gamma_{tm} = 0.8 \), \( \Gamma_{tm} = 1.5 \) and \( \tau_0 = 3.9 \text{d} \). Figure 9 illustrates the evolution of the second coarsest mesh with \( \text{crit}^n = 4 \cdot 10^{-3} \tau_n \). During the first excavation, the refinement takes only place around the left tunnel, whereas the area around the right tunnel is only refined after the beginning of the second excavation. The calculations resulting from the adaptive algorithm are compared to calculations with fixed meshes and time steps. Each of these meshes is slightly finer around the tunnels than in the rest of \( \Omega \), and the time steps are chosen in a way that \( \eta_{sp} \approx \eta_{tm} \). Figure 10 compares the spatial discretization error estimators at the final time \( t_F \) of the static algorithm to those of the adaptive algorithm, which are much more evenly distributed over the domain. Furthermore, the left graphic in Figure 11 shows that in our test, the use of the adaptive algorithm reduces the number of space-time-unknowns for a similar value of the error estimator.

In the right graphic of Figure 11, we plot the evolution of the error estimators in the two computations circled in the left graphic. Each mark stands for an iteration and shows the error estimate \( e^n \) of the current time interval divided by \( \tau_n \). For the plain algorithm, an iteration is equal to a time step. The adaptive algorithm recalculates the solution at a time step whenever the error estimate lies over \( \text{crit}^n \) (illustrated by the dashed line) by refining \( \tau_n \) or the mesh (or both). Thus, only the square shaped points in the graphic contribute to the overall error estimate. In the consolidation phase between the two excavations (from \( t = 17.4 \text{ days} \) to \( t = 29 \text{ days} \)), the mesh is slightly coarsened and the time step considerably increased, since the dominating error source in this phase is the spatial discretization.

### 5.5 Conclusion

The analytical test cases show that the distribution and convergence rates of our error estimators reflect those of the analytical error. The efficiency of Algorithm 4.6 has been illustrated in industrial tests, where the number of space-time unknowns is considerably decreased for a comparable overall error estimate. We also observe that the price for computing the flux reconstructions can be substantially reduced by pre-processing, a task that is fully parallelizable.
As shown in the first test, the stress reconstruction and a posteriori estimate presented in this work are directly applicable to pure linear elasticity problems. The second test shows that the presented error estimate also delivers sharp bounds (as reflected by moderate effectivity indices) of more accessible error measures computed using energy-type norms. In the third and fourth tests, comparing the proportions of the estimators for the hydraulic and the mechanical parts reflects the physical properties of the problem: in the quarter five-spot test, the dominating estimators are those for the hydraulic part; for the excavation damage test, they are approximately of the same order of magnitude, with the mechanical estimator dominating in regions of stress concentration.
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