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Abstract

Immersed granular flows are present widely in different domains under different forms (at various scales) such as in nature (rivers, muds, atmosphere, blood...), and in many industrial applications (detergents, cosmetics, etc...). Studying such flows properly requires one to represent well the physics behind their dynamics: the fluid/solid interactions (FSI), the solid/solid interactions (SSI) and the coupling mechanisms at various scales.

In this work, a new coupling framework to simulate immersed granular flows has been developed. The FSI has been modeled using a direct-forcing immersed boundary method (DF-IBM) and implemented in the parallelized “PELICANS” C++ library. In this DF-IBM, all the mathematical equations, including the direct-forcing term, are discretized, both in space and time, and solved iteratively via a finite-volume and projection methods on Eulerian Grids. A sharp-edge interface, that can be smoothed, is used to represent the fluid/solid transition. The modeling of the multiple SSI at the grain’s scale is based on the Non-Smooth Contact Dynamics (NSCD) approach developed in the “LMGC90” open-source library. The coupling of the two softwares “PELICANS” and “LMGC90”, called Xper, provides an efficient framework to simulate and study dense immersed granular flows by taking into account, both advanced contact laws between grains, and hydrodynamic interactions.

We address in this paper the effects of imposing a fluid-ring numerically (or fluid-mesh-cells) around two settling solid disks on modifying their dynamics. The DF-IBM approach implemented in Xper is validated, on a 2D flow over a stationary rigid cylinder benchmark, and on the settling of a rigid buoyant sphere in an incompressible laminar fluid at different Reynolds numbers. The numerical results are in good agreement with experimental and numerical data from the literature.
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1. Introduction

Sands of a sea, rocks of a river, dust particles of an atmosphere, red cells of a blood, solid particles of cosmetic and detergent products are all some examples on rigid grains or particles of a high concentration immersed in a...
fluid. Whenever these immersed granular particles are subject to a flow in motion, interactions arise between the particles themselves, called Solid/Solid interactions (SSI) and also between the particles and the surrounding fluid, called Fluid/Solid Interactions (FSI). Studying such flows experimentally is extremely important to understand and characterize their rheology. However, in many situations, the experimental setups may be a difficult task and can be replaced or completed by numerical investigations.

Experimentally speaking, many scientists performed a lot of measurements over the years in an attempt to understand the rheology behind such flows. For example, some researchers [1] measured the settling velocity of a rigid sphere in a viscous fluid. Others conducted rheometry measurements for the flows of highly concentrated non-Brownian suspensions of hard spheres. N. Blaise [2] characterized the wavefront dynamics in a dam break problem for a hyperconcentrated suspension for a wide variety of particle concentrations. Recently, F. Blanc et al. [3] measured the fall velocity of a dense ball in an oscillatory cross-sheared concentrated suspension.

Numerically speaking, many methods have been developed successfully over the years to account for the presence of rigid bodies in a fluid as we will see in the coming section. These methods modeled immersed granular flows at different scales: microscopic, mesoscopic and macroscopic. However, the choice of a method is a major challenge and depends on many factors such as the computational time needed. The microscopic modeling approach is the most costly one with an extreme computational effort but the most complete one from a modeling point of view. In fact, there are many lacks in the mesoscopic and macroscopic approaches for predicting rheological behavior of the flow such as the highly concentrated suspensions where the microstructure plays a vital role. For these reasons, an objective for us is the numerical modeling on a microscopic scale in an attempt to constitute later macroscopic rheology laws. In this paper, for the first time to our knowledge, we show with numerical examples the effect of imposing/non-imposing a numerical fluid-ring (or fluid-mesh-cells) around a particle on the dynamics of two settling particles in a vertical channel. Most studies follow same or similar numerical strategies in modeling the contact laws between the particles, but without any numerical tests, illustration or validations on the effect for example of this imposing/non-imposing of a numerical fluid-ring around the particles on their dynamics. We show in our work that it has a great effect on the dynamics at the microscopic scale, which might thus regenerate larger kinematics modifications in the macroscopic behavior of an immersed granular flow.

The present paper is organized as follows. The numerical fluid–structure interactions modeling and the validation are presented in Section 2. Section 3 presents numerical coupling framework and its associated benchmark. The effects of the forcing/not-forcing of many methods have been developed around two settling disks in contact on the dynamics are investigated in Section 4.

2. The fluid–structure interactions modeling

2.1. The direct-forcing-immersed boundary method

In the present study, the Direct-Forcing Immersed Boundary Method (DF-IBM) is the numerical method used to account for the presence of rigid bodies immersed in a fluid (Fig. 1). The flow field is solved on an Eulerian grid discretization that does not need to conform to the solid boundaries. The solids are discretized on a Cartesian grid and their boundaries are represented by a set of Lagrangian points.

The original Immersed Boundary Method (IBM) goes back to the early works of Peskin [4–6] and many others who added their finger-prints like [7,8]. The history of the IBM is not the main task of this work and thus we leave it to many authors in literature who tackled it such as in [9]. Briefly speaking, the DF-IBM is defined by modeling the fluid with the classical Navier–Stokes equations and then by imposing a velocity penalization term and a velocity time integral in the momentum equation only at mesh points that may define a material point of an immersed object. The general idea is to penalize and force-directly a no-slip boundary condition (BC) on the object’s surface surrounded by the fluid. This methodology permits fast and efficient numerical approximations on Cartesian Eulerian Grids and may avoid body-fitted unstructured meshes and costly remeshing procedure.

The incompressible fluid dynamics, including an immersed rigid body (Fig. 1) of volume $\Omega_s$ and boundary $\partial\Omega_s$, are governed by the transient directly-forced Navier–Stokes equations (1)–(2):

$$
(1 - \eta)\rho_f \frac{\partial \mathbf{u}}{\partial t} + (1 - \eta)\rho_f \mathbf{u} \cdot \nabla \mathbf{u} - \nabla \cdot \mathbf{\sigma} - \mathbf{f}_{ext} = \rho_f \eta \frac{(\mathbf{u}_s - \mathbf{u})}{\Delta t} \tag{1}
$$
where $\sigma$ is the fluid stress tensor defined as:
\[
\sigma = -pI + \tau \quad \tau = \mu (\nabla u + (\nabla u)^T)
\]  
(3)
and $f_{ext}$ an external applied force field vector (such as the gravitational force), $u$ the fluid velocity vector, $u_s$ the immersed rigid body velocity, $\rho_f$ the fluid density, $p$ the pressure, $\mu$ the fluid dynamic viscosity, and $\eta$ is a sharp-edged coefficient defined as the following:
\[
\eta = 1 - \epsilon \quad \forall - \vec{X}(x, y, z) \in \Omega_s
\]  
(4)
\[
\eta = \epsilon \quad \forall - \vec{X}(x, y, z) \in \Omega_f
\]  
(5)
with $\epsilon$ a parameter such as $\epsilon \ll 1$.

The boundary conditions and the initial conditions are respectively: $u = u_{boundary}$ on the boundary of $\Omega_f$ and $u(t_0) = u_0$ inside $\Omega_f$ at the initial time $t = t_0$. Note that this formulation can be viewed as a penalization method.

In this work $\epsilon$ is taken equal to $10^{-12}$. However, the effect of the parameter $\epsilon$ on the accuracy of this method is minor as explained in literature by [8]. The authors have established rigorous estimates of the error induced by such penalization methods and showed numerically their efficiency. Note that if $\eta = 1$, the Eq. (1) reduces to $u = u_s$ which is a direct forcing of the fluid velocity field on and inside the immersed rigid boundary. Note that the shape of the function $\eta$ is not the issue of this work and the form of this coefficient is left for investigation in a further work.

The Navier–Stokes equations (1)–(2) are discretized temporally using an Explicit Euler Scheme and spatially via a Marker-And-Cell scheme [10] on staggered grids. The numerical system is solved iteratively by a Pressure Schur Complement method (PSC) inherited from the classical Discrete Projection Methods provided by Chorin [11] and Van Kan [12]. We will describe the method briefly, however a detailed description of the whole numerical technique can be found in [13].

A semi-discretization of Eqs. (1)–(2) in a semi-implicit manner with respect to time results in:

\[
(1 - \eta^n)\rho_f \frac{\partial u^{n+1}}{\partial t} + (1 - \eta^n)\rho_f (u^n \cdot \nabla)u^{n+1} = (1 - \eta^n)(-\nabla p^n + \nabla \cdot \tau (u^n)) + f_{ext}^n + \rho_f \eta^n \frac{(u_s^{n+1} - u^{n+1})}{\Delta t_f}
\]  
(6)
\[
\nabla \cdot u^{n+1} = 0
\]  
(7)
where $\Delta t_f$ is the fluid time step, superscript $n$ the quantities at a time $t_n$, $n + 1$ the quantities at time $t_{n+1}$, $p^{n+1}$ the fluid pressure, $u^{n+1}$ the velocity approximations. Note that the fluid pressure and the velocity approximations have to be corrected later in order to satisfy the Eq. (7).

The term $\partial u^{n+1}/\partial t$ is an approximate of the temporal velocity derivative which depends on order scheme choice. The projection method is described in four fractional step scheme as follows:

1. Knowing, $\eta^n$, $p^n$ and $u^n$, find an intermediate fluid velocity field $\tilde{u}^{n+1}$ such that:

\[
(1 - \eta^n)\rho_f \frac{\tilde{u}^{n+1} - u^n}{\Delta t} + (1 - \eta^n)\rho_f (u^n \cdot \nabla)\tilde{u}^{n+1} = (1 - \eta^n)(-\nabla p^n + \nabla \cdot \tau (\tilde{u}^{n+1} - f_{ext}^n) + \rho_f \eta^n \frac{(u_s^{n+1} - \tilde{u}^{n+1})}{\Delta t_f}.
\]  
(8)
2. Find $\varphi$ such that:
\[ \Delta \varphi = \frac{\rho_f}{\Delta t_f} \nabla \cdot \ddot{u}^{n+1}. \] (9)

3. Correct the fluid velocity with the equation:
\[ u^{n+1} = \ddot{u}^{n+1} - \frac{\Delta t_f}{\rho_f} \nabla \varphi. \] (10)

4. Correct the fluid pressure such that:
\[ p^{n+1} = p^n + \varphi. \] (11)

2.2. The drag and lift forces acting on an immersed rigid body

The total fluid force, denoted $\mathbf{F}_{FSI}$, applied on the immersed boundary of a rigid body is defined as:
\[ \mathbf{F}_{FSI} = \int_{\partial \Omega_s} \sigma \cdot \mathbf{n} dA \] (12)
where $\mathbf{n}$ denotes the unit normal vector to the surface $\partial \Omega_s$.

Dividing Eq. (1) by $(1 - \eta)$ and with no external forces, we obtain:
\[ \rho_f \frac{\partial u}{\partial t} + [\rho_f \mathbf{u} \cdot \nabla \mathbf{u} - \nabla \cdot \sigma] = \frac{\rho_f}{\epsilon} \frac{(1 - \epsilon) \mathbf{u}s - \mathbf{u}}{\Delta t_f}. \] (13)

In the rigid body, the first and the second terms to the left of Eq. (13) become negligible, which leads to the following:
\[ \left[ \nabla \cdot \sigma = \rho_f \frac{(1 - \epsilon) \mathbf{u}s - \mathbf{u}}{\epsilon \Delta t_f} \right] \forall \mathbf{X}(x,y,z) \in \Omega_i. \] (14)

Integrating Eq. (14) over the domain of the body gives:
\[ \int_{\Omega_i} \nabla \cdot \sigma d\Omega = \int_{\Omega_i} \rho_f \frac{(1 - \epsilon) \mathbf{u}s - \mathbf{u}}{\epsilon \Delta t_f} d\Omega. \] (15)

Now, applying the Gauss–Ostrogradsky divergence theorem for the term to the left of Eq. (15) and using the definition of the force in Eq. (12) lead to the following:
\[ \int_{\Omega_i} \nabla \cdot \sigma d\Omega = \int_{\partial \Omega_i} \sigma \cdot \mathbf{n} d\Omega = \mathbf{F}_{FSI} = \int_{\Omega_i} \rho_f \frac{(1 - \epsilon) \mathbf{u}s - \mathbf{u}}{\epsilon \Delta t_f} d\Omega. \] (16)

Eq. (16) permits to compute numerically the total fluid force applied on an immersed rigid body of volume $\Omega_i$. This method is denoted here as a Penalization Term Integration Technique (PTIT). In fact, it is based on the definition of the coefficient $\eta$ as a function of $\epsilon$ in Eq. (5) and on previous works in literature on generalized Brinkman type Models (porous medium with variable permeability) [14,15]. Note that in this PTIT technique, we do not impose any empirical formulations like the ones that can be used for example for writing the drag coefficient as function of Reynolds number. Some authors in the literature [16] implied empirical formulations for the drag coefficient to handle immersed particulate flows at various flow regimes. However, this limits the solver to handle only some predefined shapes for the immersed bodies (i.e. spheres, squares, cylinders) because the drag coefficient laws for such simple shapes had been well constituted in the literature for general flows at different Reynolds numbers.

The drag and lift forces are defined, respectively, as the following (Fig. 2):
\[ F_D = (-\mathbf{F}_{FSI}, 0, 0); \quad F_L = (0, -(\mathbf{F}_{FSI}), 0). \] (17)
The drag \( C_D \) and lift \( C_L \) coefficients of the forces acting on a cylinder of diameter \( D \) are defined as:

\[
C_D = \frac{F_D}{\frac{1}{2} \rho_f \bar{u}^2 D}; \quad C_L = \frac{F_L}{\frac{1}{2} \rho_f \bar{u}^2 D}
\]  

(18)

where \( \bar{u} \) is the characteristic velocity arising from the definition of Reynolds number \( Re \) at the scale of a cylinder:

\[
Re = \frac{\rho_f \bar{u} D}{\mu}.
\]

(19)

The \textbf{DF-IBM} (Eqs. (1)–(2)) and the drag and lift computations are implemented inside the parallelized \textsc{Pelicans} code as a new solver [17].

2.3. Validation on a stationary immersed rigid body

In what follows, the numerical framework and its implementation are validated on the transient incompressible 2D flow over a stationary cylinder for two Reynolds numbers, 20 and 100. The numerical results obtained are compared to the Test case 2D-1 (\( Re = 20 \) at \( \bar{u} = 0.2 \) m/s) and Test case 2D-2 (\( Re = 100 \) at \( \bar{u} = 1 \) m/s) in the benchmark results provided by [18].

\( \text{Fig. 3} \) shows the geometry being used with respective dimensions: \( (C_x, C_y) = (0.2 \text{ m}; D = 0.1; H = 0.41 \text{ m} \) and \( L = 2.2 \text{ m} \). The same boundary conditions (BC) in [18] were imposed: a homogeneous Dirichlet condition on the walls, a Dirichlet velocity field on the inlet (with a parabolic profile) and a Neumann BC on the outlet.

2.3.1. 2D flow over a stationary cylinder at \( Re = 20 \)

\( \text{Table 1} \) shows the parameters for \( Re = 20 \).

\begin{table} [H]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Uniform mesh & \( D/\Delta_x \) & \( \Delta t_f \) & \( \mu \) & \( \rho_f \) \\
\hline
\( \Delta_x = \Delta_y = 0.01 \) & 10 & 0.01 s & 0.001 Pa s & 1 kg/m\(^3\) \\
\hline
\end{tabular}
\caption{2D flow over a stationary cylinder: parameters at \( Re = 20 \).}
\end{table}

\( \text{Fig. 4(a)}–(d) \) shows the velocity field, the pressure field and their contours at \( Re = 20 \). After 10 s, the flow is already in a steady state. The \( \text{Fig. 4(e)}–(f) \) shows the drag and lift coefficients computed along the 10 s. The \( \text{Table 2} \) presents the comparison between the reference values provided by [18] and the results.

The obtained values at \( D/\Delta_x = 10 \) for the pressure-difference \( \Delta p = (p(C_x - D_x, C_y) - p(C_x + D_x, C_y)) \) and drag coefficient are in good agreement with the benchmark values provided by [18]. However, a slight difference in
Fig. 4. 2D flow over a stationary cylinder at $Re = 20$ and $D/\Delta x = 10$.

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Reference values [18]</th>
<th>Present solver ($D/\Delta x = 10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_D$</td>
<td>[5.57:5.59]</td>
<td>5.3273</td>
</tr>
<tr>
<td>$C_L$</td>
<td>[0.0104:0.0110]</td>
<td>0.02017</td>
</tr>
<tr>
<td>$\Delta p$</td>
<td>[0.1172:0.1176]</td>
<td>0.10570</td>
</tr>
</tbody>
</table>

the drag is observed and an over estimated value is obtained for the lift coefficient. This may be due to the different schemes (spatial or temporal), different methods being used in different solvers and to the sensitivity of the numerical results on the diameter-to-space-step (DSS) ratio $D/\Delta x$ as it is shown in the next section.
2.3.2. Effect of the diameter-to-space-step (DSS) ratio $D/\Delta x$

The sensitivity of the pressure-difference, drag and lift coefficients computations to six different values of the DSS ratio $D/\Delta x = [5 : 30]$ is studied. We emphasize that, whenever the $D/\Delta x$ is increased, the time step $\Delta t_f$ is reduced and fixed in the solver to ensure a numerical stability with a 0.2 Courant–Friedrichs–Lewy (CFL) coefficient fulfilling the condition: $\text{CFL} < 1$. We recall that the mesh is always uniform with $\Delta y = \Delta x$. The Figs. 5 and 6 shows clearly the effect of the DSS ratio on the numerical results and the convergence is achieved at 20. The values in Table 3, as expected, show that our computed pressure-difference, drag and lift coefficients values approach the reference benchmark ones [18] as the DSS ratio increases.

2.3.3. 2D flow over a stationary cylinder at $Re = 100$

Fig. 7(a)–(d) shows the velocity field, the pressure field and their contours at $Re = 100$. We can see that the symmetry in the flow is broken and vortices are generated behind the wake region of the immersed cylinder which is an expected phenomenon for flows at moderate to high Reynolds numbers. The Fig. 7(e)–(f) shows the drag and lift coefficient versus time at $Re = 100$. Oscillations are observed due to the vortex generations behind the wake of cylinder. For the benchmark, the maximum values for both drag and lift coefficients are requested. The values are shown in Table 4. By increasing the DSS ratio, our results become close to the benchmark results obtained by [18].
Table 3
Values for pressure-difference, drag and lift coefficients at \( Re = 20 \) and \( t = 10 \) s.

<table>
<thead>
<tr>
<th>Present solver ( D/\Delta x )</th>
<th>( C_D )</th>
<th>( C_L )</th>
<th>( \Delta p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.3398</td>
<td>0.2267</td>
<td>0.1017</td>
</tr>
<tr>
<td>10</td>
<td>5.3273</td>
<td>0.2017</td>
<td>0.10570</td>
</tr>
<tr>
<td>15</td>
<td>5.3439</td>
<td>0.1611</td>
<td>0.10864</td>
</tr>
<tr>
<td>20</td>
<td>5.4456</td>
<td>0.0142</td>
<td>0.1140</td>
</tr>
<tr>
<td>25</td>
<td>5.4460</td>
<td>0.0164</td>
<td>0.1141</td>
</tr>
<tr>
<td>30</td>
<td>5.4752</td>
<td>0.0140</td>
<td>0.1156</td>
</tr>
</tbody>
</table>

Reference values \[18\] 
[5.57:5.59]  [0.0104:0.0110]  [0.1172:0.1176]

Range variation \[18\] 
[5.50:5.81]  [0.0104:0.0329]  [0.1054:0.1230]

Table 4
Values for pressure-difference, drag and lift coefficients at \( Re = 100 \) and \( t = 50 \) s.

<table>
<thead>
<tr>
<th>Present solver ( D/\Delta x )</th>
<th>( C_D )</th>
<th>( C_L )</th>
<th>( \Delta p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.97</td>
<td>0.574</td>
<td>2.0959</td>
</tr>
<tr>
<td>10</td>
<td>2.788</td>
<td>0.441</td>
<td>2.2158</td>
</tr>
<tr>
<td>15</td>
<td>2.911</td>
<td>0.316</td>
<td>2.3128</td>
</tr>
<tr>
<td>20</td>
<td>2.980</td>
<td>0.715</td>
<td>2.3438</td>
</tr>
<tr>
<td>25</td>
<td>2.976</td>
<td>0.720</td>
<td>2.3537</td>
</tr>
<tr>
<td>30</td>
<td>3.076</td>
<td>0.920</td>
<td>2.3710</td>
</tr>
</tbody>
</table>

Reference values \[18\] 
[3.22:3.24]  [0.99:1.010]  [2.46:2.50]

Range variation \[18\] 
[3.08:4.12]  [0.72:1.61]  [2.13:3.14]

3. Immersed rigid body dynamics

3.1. The numerical framework

There are several numerical approaches in the literature to account for friction or contact mechanics modeling between the particles. For detailed analyses of such contact mechanics modeling involving friction laws, we mention the early works of \[19,20\], and \[21\]. However, our developed FSI solver implemented inside the PELICANS software is coupled to the contact mechanics SSI solver called LMGC90 \[22\]. The SSI solver LMGC90 relies on the Non Smooth Contact Dynamics approach of \[21,23\] where it solves for rigid bodies motion (Newton’s second law) taking into account the multiple solid to solid interactions based on rigid friction laws. An advantage in this contact mechanics solver is that one can treat polydisperse cases, with total particle/particle contacts-solvings thanks to the NSCD
contact/friction laws and the powerful numerical algorithms already implemented in thisLMGC90package. We should mention that theLMGC90[22]software has been developed over the last 25 years and was very well validated numerically and experimentally on many dry granular media dynamics applications.

As we mentioned above, the particles polydispersity inLMGC90is advantageous for further future developments. In fact, in many previous studies (if not most), for describing the contact laws between the particles, many authors assume that the particles are spherical restricted and remain spherical even after impacts [24,25], which limits further possibilities of applying the method to a wide variety of applications.

The dynamical system in our work of immersed bodies in a fluid is given by the following:

\[
F_T = m_b \frac{\partial u_b}{\partial t} \\
F_T = F_{FSI} + F_C + m_b g
\]

\[
T_T = I_b \frac{\partial \omega_b}{\partial t} \\
T_T = T_{FSI} + T_C
\]
where $F_T$ and $T_T$ are the total forces and torques respectively acting on an immersed body, $m_b$ the mass, $\mathbf{u}_t = \frac{\partial \mathbf{s}_t}{\partial t}$ and $\omega_b$ the linear and angular velocities respectively, $\mathbf{g}$ the gravitational acceleration, $\mathbf{I}_b$ the immersed body inertia matrix, $\mathbf{F}_C$ and $\mathbf{T}_C$ the SSI forces and torques respectively, $\mathbf{F}_{FSI}$ the FSI force (Eq. (16)), and $\mathbf{T}_{FSI} = \mathbf{r} \times \mathbf{F}_{FSI}$ the FSI torque with $\mathbf{r}$ being the local position relative to the immersed body centroid. The local velocity, on the Eulerian grid, in the immersed body (the right term of Eq. (1)) is defined by $\mathbf{u}_t = \mathbf{u}_b + \omega_b \times \mathbf{r}$.

The integration of the system (20) relies on a Leap-frog three-time-level scheme. Note that the solid time step is defined by $\Delta t_s = \beta \Delta t_f$ where $\beta \geq 1$ is a relaxation coefficient accounting for the weak coupling between the two FSI and SSI solvers and their convergence.

3.2. The numerical platform

Fig. 8 shows the numerical algorithm of the Xper platform. At a time $t$, upon knowing the different fields: the state $\eta$, the fluid velocity, the solid velocity and the pressure, the $\mathbf{F}_{FSI}$ force is computed in PELICANS. Then, the new fluid velocity, the pressure fields and the new $\mathbf{F}_{FSI}$ force are all computed for a next time step $t + \Delta t_f$. The sequence is repeated until the solid time $t + \Delta t_s$ is reached. Now, the latest $\mathbf{F}_{FSI}$ is passed to the LMGC90 solver to solve the dynamics of the immersed solid by computing a new solid velocity including the effects of any contacts with other immersed solids. The latest solid velocity is then passed again to the solver PELICANS.

One of the great advantages in Xper platform is the parallelism. This decreases effectively the computation time needed to conduct a simulation, especially when treating later thousands of immersed bodies in a fluid.

3.3. Validation on the 3D settling of a sphere

In what follows, the coupling and the associated software, Xper, are validated on the 3D simulations of a rigid sphere. The results are compared to the experiments of Ten Cate et al. [1].

The domain is rectangular with $L_x = L_y = 10$ cm and $L_z = 16$ cm and the diameter of the rigid sphere is $D = 1.5$ cm. The density of the sphere is $\rho_s = 1120 \text{ kg/m}^3$. For the fluid, four Reynolds number $Re = 1.5, 4.1, 11.6$ and 32.3 are considered. The associated parameters are presented in Table 5. The time step respects the CFL criteria: $\Delta t_f = 4 \times 10^{-5}$ s.

The sphere is launched at the coordinates of $(0.5L_x, 0.5L_y, 0.75L_z)$. A value of 20 for $\beta$ and a 0.5 friction coefficient are used.

The mesh is cartesian and uniform $\Delta x = \Delta y = \Delta z = 0.091$ cm (about 2.13 millions of cubic cells).

The results for the 3D settling velocity at different Reynolds values are shown in Fig. 9. We observe clearly that Xper captures well the experimental settling velocity magnitudes of the experiment of Ten Cate et al. [1] between
Table 5  
3D settling of a sphere: fluid parameters.

<table>
<thead>
<tr>
<th>Reynolds</th>
<th>$\rho_f$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>970</td>
<td>0.373</td>
</tr>
<tr>
<td>4.1</td>
<td>965</td>
<td>0.212</td>
</tr>
<tr>
<td>11.6</td>
<td>962</td>
<td>0.113</td>
</tr>
<tr>
<td>32.3</td>
<td>960</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Fig. 9. Sphere settling velocity versus time.

$t = 0$ s and $t = 4.5$ s. These results validate the coupling and the developed Xper platform. Indeed, our results are also in very good agreement with the simulations of Wachs [26] who used a different numerical method (a DEM-DLM/FD method).

However, a difference is observed between the numerical and experimental results near the lower wall. This might be explained either by experimental artifacts when using the Particles Image Velocimetry (PIV) technique near the walls, and/or might be due to the lack of numerical precision in capturing well lower velocity magnitudes near the wall due to very small scale lubrication forces. A fact is that in our work, no lubrication force is modeled when the sphere approaches the bottom wall. However, a detailed study about the effects of lubrication forces can be found in the recent works of Izard et al. [27]. The latter authors introduced the lubrication force modeling into the discrete element method, which is not captured usually by the fluid solver at a very small scale. This effect of lubrication forces near the wall will be addressed in a precise study in the future using our developed solvers in Xper platform where a very fine mesh near the lower wall will be mandatory.

4. Application: effect of the fluid ring on the settling of two cylinders initially aligned vertically

In the coming sections, we mean by the term “fluid-ring” any fluid mesh cells that are imposed numerically around mesh cells representing a solid region. When it comes to SSI, most numerical methods in the literature impose a numerical fluid ring around the immersed solids to avoid numerical convergence difficulties. However, this fluid ring cannot represent the real cases. In that manner, the developed platform Xper is used here to compute contacts dynamics problem of two immersed rigid cylinders in an attempt to clarify this important issue and to emphasize the effect of imposing a very small numerical fluid ring on changing the dynamics between solids after contacts.

The application deals with a 2D setting of two cylinders initially aligned vertically.

The domain is rectangular with $L = 0.32$ cm and $H = 3.2$ cm. The cylinders are of $D = 2R = 0.08$ cm with a density $\rho_s = 1200$ kg/m$^3$. The parameters of the fluid are $\mu = 0.004313$ Pa s and $\rho_f = 1000$ kg/m$^3$.

A uniform mesh is used with $(\Delta x = \Delta y = D/20)$ and the time step $\Delta t_f = 10^{-5}$ s insures a $CFL \ll 1$. A value of 20 for $\beta$ and 0.5 friction coefficient is used.
Fig. 10. Rigid cylinder with an imposed numerical fluid ring of $\Delta R$.

Fig. 11. 2D settling of two cylinders initially aligned vertically and off-centerline at $t = 0$ s, $t = 0.5$ s, $t = 1$ s, $t = 2.5$ s, $t = 4$ s, $t = 5$ s and $t = 6.5$ s.

**Fig. 10** shows a rigid cylinder with a fluid ring of $\Delta R$ thickness. Two cases are tested to study the effect of friction on the contacts dynamics between the two cylinders: $\Delta R = 0.1R$ where friction is absent and $\Delta R = 0$ where friction is present.

In each case, we investigate two initial alignment off-centerline and on-centerline.

4.1. Off-centerline

The two cylinders are initially aligned vertically off-centerline at the following centers: (0.25L, 0.96H) and (0.25L, 0.96H-2D).

**Fig. 11** shows snapshots of the particle motion at different time. The principal interactions between neighboring particles are described as the well-known phenomenon of drafting ($t = 0$ s), kissing ($t = 0.5$ s) and tumbling ($t > 2.5$ s). First, the trailing particle approaches the leading one (“drafting”). After this, the two particles get into contact at approximately $t = 0.5$ s (“kissing”). At this time, the gap between the particles is equal to zero without fluid ring or is equal to $\Delta R$ with fluid ring. Following the kissing regime, the particles turn to the horizontal position and fall (“tumbling”) at $t > 2.5$ s (for more details, see [28]).

**Fig. 12** presents the $x$ and $y$ positions of the two cylinders that were initially aligned vertically off-centerline. The dynamics behaviors obtained by imposing a fluid ring and without fluid ring are small and similar.
The two cylinders are now initially aligned vertically on-centerline at the following centers: (0.5L, 0.96H) and (0.5L, 0.96H-2D).

Fig. 13 shows snapshots of the particle motion at different time. In this case, only the drafting mechanism is involved. The behaviors are different since the first particle appears to touch the down wall. With friction, i.e. without fluid ring, the particles are pushed away from the down wall. With fluid ring, the particles are sucked all the way to the down wall.

Fig. 14 presents the x and y positions of the two cylinders that were initially aligned vertically on-centerline. We observe a greater effect on the dynamics behavior by imposing a fluid ring, compared to the cases when the two cylinders were initially aligned vertically off-centerline.

The interaction of the particles settling in tandem can be fundamentally altered due to the presence of the fluid ring. The Figs. 12 and 14 emphasize an important new finding. This finding implies that imposing at all even a very small fluid ring, the obtained dynamics cannot correspond well to the “real” phenomena.
A Direct-Forcing Immersed Boundary Method (DF-IBM) is used and implemented in the parallelized numerical framework named PELICANS. This was to take into account for the presence of stationary and moving rigid bodies that are immersed in a fluid (Fluid–Structure Interactions). The numerical implementation is validated by simulating the transient 2D flow around a stationary cylinder at two different Reynold’s numbers (20 and 100). Good results are obtained in computing the drag and lift coefficients, and the pressure difference using a PTIT (Penalization Term Integration Technique) inside the immersed body. These results have been characterized by studying the effect of the diameter-to-space-step ratio (DSS) on numerical precision. We found that a DSS of 20 was fair to obtain results that are close to the benchmark data provided by Turek and Schäfer [18] for the 2D flow over a stationary cylinder.

For multiple contacts (Solid–Solid Interactions) between immersed rigid bodies, the PELICANS framework was coupled to the Contact-Mechanics framework named LMGC90 and the resulting package is named Xper. The 3D settling of a sphere has been simulated at different Reynolds numbers (between 1.5 and 32.2) using Xper to test the validity of the numerical package as a whole. Satisfactory results are obtained for the settling velocity values compared to the experimental and numerical data found in the literature [26,1]. This indicates the primary validity of Xper in simulating immersed granular flows in 3D.

Finally, the effect on the contacts dynamics is addressed by imposing numerical fluid cells around two identical settling cylindrical particles in a stationary fluid as it is usually done by many authors in literature. We found that, imposing this numerical fluid ring (of thickness of the order of a one mesh space) around the particle (as done usually by most authors using different numerical methods to avoid numerical difficulties) to neglect friction alters the particles trajectories. This is a new finding that implies that imposing at all even a very small fluid ring, the obtained dynamics cannot correspond well to the “real” phenomena because the friction due to direct solid-to-solid contacts is present. Moreover, a Coulomb’s friction coefficient of 0.5 has shown to have a great effect on the particles dynamics after contact.

This can be crucial in defining the macroscopic behavior when more than two particles may enter in contact during an immersed granular flow based on a certain microstructure orientation.

Further work is required to study the effect of introducing a level-set method, i.e. a smooth edge for the Fluid–Solid Interface, on the numerical results of the DF-IBM and on the computation time performance. Further work is also required to study the effect of a range of Coulomb’s friction coefficient values on the particles dynamics.

Numerical simulations involving immersed granular flows, i.e. thousands of particles, will be conducted in the near future using Xper in an attempt to constitute macroscopic rheology laws taking into account the physics at the microscopic scale.
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