Recent developments on the stability of systems with aperiodic sampling: An overview
Laurentiu Hetel, Christophe Fiter, Hassan Omran, Alexandre Seuret, Emilia Fridman, Jean-Pierre Richard, Silviu Iulian Niculescu

To cite this version:

HAL Id: hal-01363448
https://hal.archives-ouvertes.fr/hal-01363448
Submitted on 12 Sep 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Recent developments on the stability of systems with aperiodic sampling: an overview

Laurentiu Hetel, Christophe Fiter, Hassan Omran, Alexandre Seuret, Emilia Fridman, Jean-Pierre Richard, and Silviu Iulian Niculescu

Abstract

This article presents basic concepts and recent research directions about the stability of sampled-data systems with aperiodic sampling. We focus mainly on the stability problem for systems with arbitrary time-varying sampling intervals which has been addressed in several areas of research in Control Theory. Systems with aperiodic sampling can be seen as time-delay systems, hybrid systems, Input/Output interconnections, discrete-time systems with time-varying parameters, etc. The goal of the article is to provide a structural overview of the progress made on the stability analysis problem. Without being exhaustive, which would be neither possible nor useful, we try to bring together results from diverse communities and present them in a unified manner. For each of the existing approaches, the basic concepts, fundamental results, converse stability theorems (when available), and relations with the other approaches are discussed in detail. Results concerning extensions of Lyapunov and frequency domain methods for systems with aperiodic sampling are recalled, as they allow to derive constructive stability conditions. Furthermore, numerical criteria are presented while indicating the sources of conservatism, the problems that remain open and the possible directions of improvement. At last, some emerging research directions, such as the design of stabilizing sampling sequences, are briefly discussed.
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1 Introduction

The last decade has witnessed an enormous interest in the study of networked and embedded control systems [276,116,107,38]. This interest is mainly due to the ubiquitous presence of embedded controllers in relevant application domains and the growing demand in industry on systematic methods to model, analyse and design systems where sensor and control data are transmitted over a digital communication channel. The study of systems with aperiodic sampling emerged as a modelling abstraction which allows to understand the behaviour of Networked Control Systems (NCS) with sampling jitters, packet drop-outs or fluctuations due to the interaction between control algorithms and real-time scheduling protocols [276,7,11]. With the emergence of event-based and self-triggered control techniques [13,10,259,103], the study of aperiodic sampled-data...
systems constitutes nowadays a very popular research topic in control. In this survey, we focus on questions arising in the control of systems with arbitrary time-varying sampling intervals. Important practical questions such as the choice of the sampling frequency, the evaluation of necessary computational and energetic resources or the robust control synthesis are mainly related to stability issues. These issues often lead to the problem of estimating the Maximum Sampling Interval (MSI) for which the stability of a closed-loop sampled-data system is ensured.

The study of aperiodic sampled-data systems has been addressed in several areas of research in Control Theory. Systems with aperiodic sampling can be seen as particular time-delay systems. Sampled-and-hold in control and sensor signals can be modelled using hybrid systems with impulsive dynamics. Aperiodic sampled-data systems have also been studied in the discrete-time domain. In particular, Linear Time Invariant (LTI) sampled-data systems with aperiodic sampling have been analysed using discrete-time Linear Parameter Varying (LPV) models. The effect of sampling can be modelled using operators and the stability problem can be addressed in the framework of Input/Output interconnections as typically done in modern Robust Control. While significant advances on this subject have been presented in the literature, problems related to both the fundamentals of such systems and the derivation of constructive methods for stability analysis remain open, even for the case of linear system. The objective of the article is to present in a unified and structured manner a collection of significant results on this topic.

The core of the article is dedicated to the analysis of systems with arbitrary varying sampling intervals. We will only consider the deterministic aspects of the problem. The case when sampling intervals are random variables given by a probability distribution will not be discussed here. After presenting some generalities and motivations concerning sampled-data systems with aperiodic sampling (in Section 2), some basic qualitative results are recalled in Section 3. Section 4 presents the main stability analysis approaches. At last, in Section 5, we briefly discuss some emerging research problems, such as the design of stabilizing sampling sequences. We indicate the main challenges, the relations with the arbitrary sampling problem and some perspectives on which the current approaches and tools for aperiodic sampled-data systems may be useful in the future.

**Notations:** Throughout the paper, \( \mathbb{R}_+ \) denotes the set \( \{ \lambda \in \mathbb{R}, \lambda \geq 0 \} \), \( \| x \| \) represents any norm of the vector \( x \) and \( \| x \|_p, p \in \mathbb{N} \), the \( p \) norm of a vector \( x \). For a matrix \( M \), \( M^T \) denotes the transpose of \( M \) and \( M^* \), its conjugate transpose. For square symmetric matrices \( M, N \), \( M \geq N \) (resp. \( M > N \)) means that \( M - N \) is a positive (resp. definite positive) matrix. \( *, \) in a symmetric matrix represents elements that may be induced by symmetry. \( \| M \|_p, p \in \mathbb{N} \) denotes the induced \( p \)-norm of a matrix \( M \), \( \bar{\sigma}(M) \) denotes the maximum singular value of \( M \), \( \mathcal{C}^0(X,Y) \), for two metric spaces \( X \) and \( Y \), is the set of continuous functions from \( X \) to \( Y \). \( \mathcal{L}^p_\infty(a,b), p \in \mathbb{N} \) denotes the space of functions \( \phi : [a,b] \to \mathbb{R}^n \) with norm \( \| \phi \|_{\mathcal{L}_p} = \left( \int_a^b \| \phi(s) \|^p ds \right)^{\frac{1}{p}} \), and \( \mathcal{L}_\infty^p[0,\infty) \) is the space of functions \( \phi : [0,\infty) \to \mathbb{R}^n \) which are square integrable on finite intervals.

## 2 Generality

### 2.1 System configuration

In this paper we study the properties of sampled-data systems consisting of a plant, a digital controller, and appropriate interface elements. A general configuration of such a sampled-data system is illustrated by the block diagram of Figure 1. In this configuration, \( y(t) \) is a continuous-time signal representing the plant output (the plant variables that can be measured). This signal is represented as a function of time \( t, y : \mathbb{R}_+ \to \mathbb{R}^p \).

The digital controller is usually implemented as an algorithm on an embedded computer. It operates with a sampled version of the plant output signal, \( \{ y_k \}_{k \in \mathbb{N}} \), obtained upon the request of a sampling trigger signal at discrete sampling instants \( t_k \) and using an analog-to-digital converter (the sampler block, \( S \), in Figure 1). This trigger may represent a simple clock, as in the classical periodic sampling paradigm, or a more complex scheduling protocol which may take into account the sensor signal, a memory of its last sampled values, etc. The sampling instants are described by a monotone increasing sequence of positive real numbers \( \sigma = \{ t_k \}_{k \in \mathbb{N}} \) where

\[
t_0 = 0, \quad t_{k+1} - t_k > 0, \quad \lim_{k \to \infty} t_k = \infty.
\]

The difference between two consecutive sampling times \( h_k = t_{k+1} - t_k \) is called the \( k^{th} \) sampling interval. Assuming that the effect of quantizers may be neglected, the sampled version of the plant output is the sequence \( \{ y_k \}_{k \in \mathbb{N}} \) where \( y_k = y(t_k) \).

In a sampled-data control loop, the digital controller produces a sequence of control values \( \{ u_k \}_{k \in \mathbb{N}} \) using the

![Fig. 1. Classical sampled-data system configuration](image)
sampled version of the plant output signal \( \{y_k\}_{k \in \mathbb{N}} \). This sequence is converted into a continuous-time signal \( u(t) \), where \( u : \mathbb{R}_+ \rightarrow \mathbb{R}^m \) (corresponding to the plant input) via a digital-to-analog interface. We consider that the digital-to-analog interface is a zero-order hold (the hold block, \( H \), in Figure 1). Furthermore, we assume that there is no delay between the sampling instant \( t_k \) and the moment the control \( u_k \) (obtained based on the \( k^{th} \) plant output sample, \( y_k \)) is effectively implemented at the plant input. Then the input signal \( u(t) \) is a piecewise constant signal \( u(t) = u(t_k) = u_k, \forall t \in [t_k, t_{k+1}) \).

In this survey, we will consider that the plant is modelled by a finite dimensional ordinary differential equation of the form

\[
\begin{align*}
\dot{x} &= F(t, x, u), \\
y &= H(t, x, u),
\end{align*}
\]  
(2)

where \( x \in \mathbb{R}^n \) represents the plant state-variable. Here \( F : \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) with \( F(t, 0, 0) = 0, \forall t \geq 0, \) and \( H : \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^p. \) It is assumed that for each constant control and each initial condition \( (t_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}^n \) the function \( F \) describing the plant model (2) is such that a unique solution exists for an interval \([t_0, t_0 + \varepsilon)\) with \( \varepsilon \) large enough with respect to the maximum sampling interval. The discrete-time controller is considered to be described by an ordinary difference equation of the form

\[
\begin{align*}
x_{k+1} &= F_d^c(k, x_k, y_k), \\
u_k &= H_d^c(k, x_k, y_k),
\end{align*}
\]  
(3)

where \( x_k \in \mathbb{R}^{n_c} \) is the controller state. Here, \( F_d^c : \mathbb{N} \times \mathbb{R}^{n_c} \times \mathbb{R}^p \rightarrow \mathbb{R}^n \) and \( H_d^c : \mathbb{N} \times \mathbb{R}^{n_c} \times \mathbb{R}^p \rightarrow \mathbb{R}^m. \) We will use the denomination \textit{sampled-data system} for the interconnection between the continuous-time plant (2) with the discrete-time controller (3) via the relations

\[
y_k = g(t_k), \quad u(t) = u_k, \quad \forall t \in [t_k, t_{k+1}), \quad \forall k \in \mathbb{N},
\]  
(4)

under a sequence of sampling instants \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) satisfying (1).

The different concepts and results will be mostly illustrated on Linear Time Invariant (LTI) models

\[
\dot{x} = Ax + Bu,
\]  
(5)

under a static linear state feedback,

\[
u_k = Kx_k, \quad k \in \mathbb{N},
\]  
(6)

with \( x_k = x(t_k) \). However, when possible, we will present extensions to more general nonlinear systems.

### 2.2 Classical design methods

There are various approaches for the design of a sampled-data controller (3) (see the classical textbooks [16,39] and the tutorial papers [183,182,192,142]).

**Emulation.** The simplest approach consists in designing first a continuous-time controller using classical methods [136,123,140,229]. Next, a discrete-time controller of the form (3) is obtained by integrating the controller solutions over the interval \([t_k, t_{k+1})\). This approach is usually called \textit{emulation}. Generally, it is difficult to compute in a formal manner the exact discrete-time model and approximations must be used [183,142]. In the LTI case (5) with state feedback (6), the emulation simply means that the gain \( K \) is set such that the matrix \( A + BK \) is Hurwitz and that the plant is driven by the control \( u(t) = Kx(t_k), \forall t \in [t_k, t_{k+1}), \quad k \in \mathbb{N}. \) While the intuition seems to indicate that for sufficiently small sampling intervals the obtained sampled-data control gives an approximation of the continuous-time control problem, no guarantee can be given when the sampling interval increases, even for constant sampling intervals. In order to compensate for the effect of controller discretisation, \textit{re-design methods} may be used [95,189].

**Discrete-time design.** In this framework, a discrete-time model of the plant (2) is derived by integration. The obtained model represents the evolution of the plant state \( x(t_k) = x_k \) at sampling times \(^1\). Then, a discrete-time controller (3) is designed using the obtained discrete-time model. In the simplest LTI case (5), (6), the evolution of the state between two consecutive sampling instants \( t_k \) and \( t_{k+1} \) is given by

\[
x(t) = \Lambda(t - t_k)x(t_k), \quad \forall t \in [t_k, t_{k+1}], \quad k \in \mathbb{N},
\]  
(7)

with a matrix function \( \Lambda \) defined on \( \mathbb{R}^n \) as

\[
\Lambda(\theta) = A_\theta + B_\theta K = e^{A\theta} + \int_0^\theta e^{A\theta}dsBK.
\]  
(8)

Evaluating the closed-loop system’s evolution at \( t = t_{k+1} \) and using the notation \( h_k \) leads to the linear difference equation

\[
x_{k+1} = \Lambda(h_k)x_k, \quad \forall k \in \mathbb{N}
\]  
(9)

representing the closed-loop system at sampling instants. When the sampling interval is constant, \(^1\) Note that generally approximations of the system model must be used since the discretized plant model is difficult to compute formally [181,261]. Even for the case of LTI systems with constant sampling intervals, the numerical computation of the matrix exponential (or its integral) is subject to approximations [179].
For nonlinear systems with constant sampling intervals, an overview of control design methodologies and related issues can be found in [183,182,192,142]. Note that the discrete-time models such as (9) do not take into consideration the inter-sampling behaviour of the system. Relations between the performances of the discrete-time model and the performances of the sampled-data loop, can be deduced using the methodology proposed in [196].

**Sampled-data design.** Infinite dimensional discrete-time models which take into account the inter-sampling system behaviour using signal lifting [19,20,251,257,269] have been proposed in the literature for the case of linear systems. Specific design methodologies, which are able to take in consideration continuous-time system performances, inter-sample ripples and robustness specifications, can be found in the textbook [39] for the case of linear time invariant systems with periodic sampling.

### 2.3 Complex phenomena in aperiodic sampling

While in the last fifty years an intensive research has been dedicated to the analysis and design of sampled-data systems under periodic sampling, the study of systems with time-varying sampling intervals is quite underdeveloped compared to the periodic counterpart. The following examples illustrate the rich complexity of phenomena that may occur under aperiodic sampling.

**Example 1** [274] Consider an LTI sampled-data system of the form (5),(6) where

\[
A = \begin{bmatrix} 1 & 3 \\ 2 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0.6 \end{bmatrix}, \quad K = -\begin{bmatrix} 1 & 6 \end{bmatrix}.
\]

For this example, system’s (9) transition matrix \(\Lambda(T)\) is a Schur matrix for any constant sampling interval in \(T \in \{T_1, T_2\}\), with \(T_1 = 0.18\), and \(T_2 = 0.54\). Then, in the case of periodic sampling, the sampled-data system is stable for constant sampling intervals taking values in \(T\). An illustration of the system’s evolution for constant sampling intervals \(T_1, T_2\), is given in Figure 2. Clearly, when the sampling interval \(h_k\) is arbitrarily varying in \(T\), the Schur property of \(\Lambda(T)\), \(T \in T\), represents a necessary condition for stability of the sampled-data system (1),(5),(6). However, it is not a sufficient one. For example, the sampled-data system with a sequence of periodically time-varying sampling intervals \(\{h_k\}_{k \in \mathbb{N}} = \{T_1, T_2\}\) is unstable, as it can be seen in Figure 3. This is due to the fact that the Schur property of matrices is not preserved under matrix product (i.e. the product of two Schur matrices is not necessarily Schur). Indeed, the discrete-time system representation over the two sampling instants can be written as

\[
x_{k+2} = \Lambda(T_2)\Lambda(T_1)x_k, \quad \forall k \in 2\mathbb{N},
\]

and the transition matrix \(\Lambda(T_2)\Lambda(T_1)\) over two sampling intervals \(T_1\) and \(T_2\), is not Schur. This example shows the importance of taking into consideration the evolution of the sampling interval \(h_k\) when analysing the stability of sampled-data systems since variations of the sampling interval \(h_k\) may induce instability.

**Example 2** [96] Consider now an LTI system with

\[
A = \begin{bmatrix} 0 & 1 \\ -2 & 0.1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad K = \begin{bmatrix} 1 & 0 \end{bmatrix}
\]

Assume that the sampling interval \(h_k\) is restricted to the set \(T = \{T_1, T_2\}\) with \(T_1 = 2.126\) and \(T_2 = 3.950\). The system is unstable for both constant sampling intervals \(T_1\) and \(T_2\) since for these values system’s (9) transition matrix \(\Lambda(T)\), \(T \in T\) is not a Schur matrix. However, the product of transition matrices \(\Lambda(T_1)\Lambda(T_2)\) has the Schur property. Therefore, the sampled-data system is stable under a periodic evolution of the sampling interval \(\{h_k\}_{k \in \mathbb{N}} = \{T_1, T_2, T_1, T_2, \ldots\}\). An example of system evolution with this particular sampling sequence is
provided in Figure 4. In this example the sampling \( h_k \) can act on the sampled-data system as a second control parameter which ensures the system's stability while the possible constant sampling configurations are not able to guarantee this property.

Fig. 4. Periodic sampling sequence with a stable behaviour.

2.4 Problem set-ups

The core of the survey is dedicated to the robust analysis of sampled-data systems with sampling sequences of the form (1) where the sampling interval \( h_k = t_{k+1} - t_k \) takes arbitrary values in some set \( T = [h, H] \subset \mathbb{R}_+ \). This first problem set-up may correspond, for example, to the sampling triggering mechanism from Figure 1 with a clock submitted to jitter [268], or with some scheduling protocol which is too complex to be modelled explicitly [276,107]. Basically, for the case of LTI models (5) with linear state feedback (6) under a sampling sequence (1) we will address the robust stability of the closed-loop system (12) given below

\[
\begin{aligned}
\dot{x}(t) &= Ax(t) + BKx(t_k), \quad \forall t \in [t_k, t_{k+1}), \quad \forall k \in \mathbb{N}, \\
t_{k+1} &= t_k + h_k, \quad \forall k \in \mathbb{N}, \\
t_0 &= 0, \quad x(t_0) = x_0 \in \mathbb{R}^n
\end{aligned}
\]

(12)
as if \( h_k \) is a time-varying "perturbation" taking values in a bounded set \( T \).

In Section 5 we briefly indicate some basic ideas concerning a recently emerging research topic where the sampling interval \( h_k \) plays the role of a control parameter that may be changed according to the plant state or output. This problem set-up corresponds to the design of a scheduling mechanism. For the case of system (12), \( h_k \) is considered as an additional input which, by an appropriate open/closed-loop choice, can ensure the system stability.

3 Qualitative properties of sampled-data systems

In this section we recall some aspects concerning the qualitative behaviour of sampled-data systems with time-varying sampling intervals. First, we discuss the existence of a sufficiently small sampling interval that preserves asymptotic stability when discretizing a continuous-time stabilizing controller. Next, we present qualitative stability results which can be deduced for nonlinear sampled-data systems using linearization.

3.1 Small sampling interval approximations

The choice of sampling intervals is a critical issue in the emulation approach. Intuitively, choosing a sufficiently large sampling frequency should preserve the stability under a sampled-data implementation. This conjecture has been confirmed in [254,105,106] for systems with periodic sampling. For the case of aperiodic sampling, various classes of systems have been treated in the literature [118,34,210]. The case of LTI systems (5) with linear state feedback (6) has been addressed long ago in [118].

Theorem 1 [118] Consider that system \( \dot{x} = (A + BK)x \) is exponentially stable. Then there exists a scalar \( \overline{h} > 0 \) such that the closed-loop system (12) is Exponentially Stable for any sequence \( \sigma = \{t_k\} \in \mathbb{N} \) of the form (1) satisfying \( h_k = t_{k+1} - t_k < \overline{h}, \forall k \in \mathbb{N} \).

The proof is based on the existence of a quadratic Lyapunov function for the continuous-time closed-loop system \( \dot{x} = (A + BK)x \). An extension to a more general class of (input affine) nonlinear systems is given below.

Theorem 2 [118] Let \( x = 0 \) be a globally exponentially stable equilibrium point of system \( \dot{x} = f(x) + g(x)u \) with \( u = K(x) \), where \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \), \( g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m} \), \( K : \mathbb{R}^n \rightarrow \mathbb{R}^m \), and let \( V : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) be a radially unbounded \( \mathcal{C}^1 \) function such that \( V(0) = 0 \), \( V(x) > 0 \) for all \( x \neq 0 \). Assume that the following conditions are satisfied:

- the functions \( f(.) \) and \( K(.) \) are globally Lipschitz;
- there exists \( G > 0 \) such that \( \|g(x)\| \leq G \) for all \( x \in \mathbb{R}^n \);
- there exist \( c_1, c_2 > 0 \) such that for any \( x \in \mathbb{R}^n \)

\[
\frac{\partial V}{\partial x} (f(x) + g(x)K(x)) \leq -c_1 \|x\|^2, \quad \|\frac{\partial V}{\partial x}\| \leq c_2 \|x\|
\]

- given a closed set \( B_1 \) and a bounded open set \( B_2 \) with \( B_1 \subset B_2 \subset \mathbb{R}^n \) there exists a scalar \( \overline{h} > 0 \) such that, if the initial condition \( \eta(0) \in B_1 \), then the trajectory \( \eta(t) \) of \( \dot{\eta} = f(\eta) \) satisfies \( \eta(t) \in B_2 \), for all \( t \leq \overline{h} \).

Then there exists a scalar \( \overline{h} > 0 \) such that \( x = 0 \) is a Globally Exponentially Stable Equilibrium point of the system

\[
\dot{x}(t) = f(x(t)) + g(x(t))K(x(t_k)),
\]

(13) \( t \in [t_k, t_{k+1}), k \in \mathbb{N} \), for any sequence of sampling instants \( \sigma = \{t_k\} \in \mathbb{N} \) of the form (1) satisfying \( h_k = t_{k+1} - t_k < \overline{h}, \forall k \in \mathbb{N} \).
In [118] it was further shown that if the continuous-time control system \( \dot{x} = f(x) + g(x)K(x) \) is asymptotically stable (instead of exponentially stable), then only practical stability is guaranteed for the sampled-data system (13). A more general case, dealing with the emulation of dynamical controllers based on Euler discretization was provided in [34,118]. An alternative to Theorem 2 can be found in [210] and concerns the same issue but the drift \( f(x) \) is not required to satisfy any Lipschitz property. However, the continuous-time loop should ensure the exponential decay of a quadratic Lyapunov function along its solutions. Furthermore, the result only states the practical stability of the sampled-data control loop. Another extension to a more general class of Networked Control Systems can be found in [194]. There it is shown that if a continuous-time controller is designed such that it yields input-to-state stability with respect to external disturbances, then the same controller will achieve a semi-global practical input-to-state stability property when implemented in a sampled-data control loop via an exact emulation. Qualitative results for the existence of both a sufficiently small sampling interval and a stabilizing sampled-data controller can be found in [133].

### 3.2 Linear approximations

The study of sampled-data systems with linear models and controllers is often easier to address than the nonlinear case. For some classes of nonlinear sampled-data systems, local stability can be deduced from the properties of a linearized model around the equilibrium [115,119].

Consider the following nonlinear system

\[
\begin{aligned}
\dot{x} &= F(x,u), \\
y &= H(x),
\end{aligned}
\]

the discrete-time controller

\[
\begin{aligned}
x_{k+1}^c &= F_d^c(x_k^c,y_k), \\
u_k &= H_d(x_k^c,y_k)
\end{aligned}
\]

and the interconnection \( y_k = g(t_k), u(t) = u_k, \forall t \in [t_k,t_{k+1}], \forall k \in \mathbb{N} \), for sampling sequences \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) as defined in (1). The closed-loop system can be represented by the set of equations

\[
\begin{aligned}
\dot{x}(t) &= f(x(t),x_k,x_k^c), t \in [t_k,t_{k+1}], \\
x_{k+1}^c &= g(x_k,x_k^c), k \in \mathbb{N},
\end{aligned}
\]

where \( f(x,x_k,x^c) = F(x,H_d^c(x_k,H(x_k))) \), \( g(x_k,x_k^c) = F_d^c(x_k^c,H(x_k)) \) and \( x_k = x(t_k) \). For \( f(v,v,w) \) and \( g(v,w) \) let \( A = \frac{\partial f}{\partial x} \bigg|_0, A_0 = \frac{\partial f}{\partial x} \bigg|_0, B = \frac{\partial f}{\partial u} \bigg|_0 \),

\[
C = \frac{\partial g}{\partial x} \bigg|_0, D = \frac{\partial g}{\partial x} \bigg|_0.
\]

To system (16) the following linear model is associated

\[
\begin{aligned}
\dot{x}(t) &= Ax(t) + A_0x_k + Bx_k^c, t \in [t_k,t_{k+1}], \\
x_{k+1}^c &= Cx_k^c + Dx_k, k \in \mathbb{N}.
\end{aligned}
\]

Integrating the system over a sampling interval and letting \( z_k^T = [x_k^T \ x_k^c^T] \) leads to the following time-varying discrete-time system

\[
z_{k+1} = \Omega(h_k)z_k, \ \forall k \in \mathbb{N},
\]

with

\[
\Omega(h_k) = \begin{bmatrix} e^{Ah_k} + \int_0^{h_k} e^{As}dsA_0 & \int_0^{h_k} e^{As}dsB \\ 0 & C \end{bmatrix}.
\]

The following theorem establishes conditions for the stability of the nonlinear system (16) under arbitrary variations of the sampling interval.

**Theorem 3** [119] Assume that, for every possible sequence \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) defined in (1), one has \( h_k = t_{k+1} - t_k \leq \bar{T}, \) and for any \( k \in \mathbb{N}, \|\Omega(h_k)\|_2 < q < 1 \), where \( \bar{T} \) and \( q \) are constant scalars. Then the equilibrium point \( x^T x^c^T = 0 \) of system (16) is Exponentially Stable.

The nature of the result is in the spirit of the Lyapounov’s first method [136], as it permits to guarantee the stability of the equilibrium of the nonlinear system, by studying the stability of its linearization at the origin. In the same way, it remains qualitative and it does not provide any estimate of the domain of attraction. However, the result does not require the sampling intervals to be small.

The following theorem uses the linear model (18) in order to provide conditions for the stability of the nonlinear sampled-data system (16) with a fixed sequence of sampling instants.

**Theorem 4** [119] Let \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) be a sequence defined in (1) with \( \sup_{k \in \mathbb{N}} \{|t_{k+1} - t_k| = \bar{T} \leq \bar{T} \), where \( \bar{T} \) is a given constant. Assume that either

\[
(i) \lim_{k \to \infty} \sup_{k \in \mathbb{N}} \|\Omega(h_k)\|_2 < 1, \text{ or}
\]

\[
(ii) \lim_{k \to \infty} \sup_{k \in \mathbb{N}} \max \{|eig(\Omega(h_k))| < 1 \text{ and every subsequence of } \{\Omega(h_k)\}_{k \in \mathbb{N}} \text{ converges to a Schur matrix and the solutions } P_k \text{ of } \Omega(h_k)P_k\Omega(h_k) - P_k = -I \text{ satisfy } \lim_{k \to \infty} \|P_{k+1} - P_k\|_2 < 1, \text{ or}
\]

\[
(iii) \Omega(h_k) \text{ converges to a Schur matrix.}
\]
Then the equilibrium point \(x^T x^{cT} = 0\) of system (16) with the sampling sequence \(\sigma\) is Exponentially Stable.

Note that, in the conditions of Theorem 4, the matrix \(\Omega(h_k)\) is not required to be Schur for all the values of \(k \in \mathbb{N}\). One may find particular sequences of sampling instants \(\sigma = \{t_k\}_{k \in \mathbb{N}}\) satisfying the conditions i) or iii) in Theorem 4 for which the eigenvalues of \(\Omega(h_k)\) are outside the unit disk for some values of \(k\). The result is interesting when the sampling interval \(h_k\) can be considered as a control parameter, for scheduling the sampling instants in an appropriate manner. The theorem may be used to determine scheduling mechanisms with sampling intervals larger than in a periodic sampling configuration.

4 Stability analysis under arbitrary time-varying sampling

The previous results are qualitative and prove some nice properties of sampled-data systems. However, they do not provide any method for estimating the set of sampling intervals for which the stability properties are still guaranteed. In the following, we review some results which provide such an estimation for sampled-data systems with sampling intervals that are arbitrary varying. More formally, over the section, we present results that address the following problem:

- **Problem A** (Arbitrary sampling problem): Consider the sampled-data system (1),(2),(3),(4) and a bounded subset \(\mathcal{T} \subset \mathbb{R}_+\). Determine if the sampled-data system is stable (in some sense) for any arbitrary time-varying sampling interval \(h_k = t_{k+1} - t_k\) with values in \(\mathcal{T}\).

Often the set \(\mathcal{T}\) is considered of the form \(\mathcal{T} = (0, \overline{h}]\) where \(\overline{h}\) is some positive scalar. The largest value of \(\overline{h}\) for which the stability of the closed loop system is ensured is called Maximum Sampling Interval (MSI).

Several perspectives for addressing Problem A exist. First, we present results that are based on a *time-delay modelling* of the sampled-data system (1),(2),(3),(4). Next, we show how the problem can be addressed from the point of view of *hybrid systems*. We continue with approaches that use the explicit system integration in-between successive sampling instants, such as the ones classically used in the *discrete-time* framework. Last, results addressing Problem A from the *robust control* theory point of view are presented.

4.1 Time-delay approach

To the best of our knowledge, this technique was initiated in [172,15], and further developed in [66,254,158] and in several other works. For the case of an LTI system with sampled-data state feedback (12), we may re-write

\[
\begin{align*}
    u(t) &= Kx(t_k) = Kx(t - \tau(t)), \\
    \tau(t) &= t - t_k, \quad \forall t \in [t_k, t_{k+1}],
\end{align*}
\]

where the delay \(\tau\) is piecewise-linear, satisfying \(\tau(t) = 1\) for \(t \neq t_k\), and \(\tau(t_k) = 0\). This delay indicates the time that has passed since the last sampling instant. An illustration of a typical delay evolution is given in Figure 5. The LTI system with sampled-data (12) is then re-modeled as an LTI system with a time-varying delay

\[
\dot{x}(t) = Ax(t) + BKx(t - \tau(t)), \quad \forall t \geq 0.
\]

This permits to adapt the tools for the analysis of systems with fast varying delays [76,97,225,198]. This model is equivalent to the original sampled-data system when considering that the sampling induced delay has a known derivative \(\dot{\tau}(t) = 1\), for all \(t \in [t_k, t_{k+1}], k \in \mathbb{N}\).

4.1.1 Theoretical foundation

For system (21) it is natural to consider, as a state variable, the functional \(x_t(\theta) = x(t + \theta), \quad \forall \theta \in [-h, 0]\), and, as state space, the set \(\mathcal{C}^0([-h, 0], \mathbb{R}^n)\) of continuous functions mapping the interval \([-h, 0]\) into \(\mathbb{R}^n\) [68,197,199]. The most popular generalization of the direct Lyapunov method for time-delay system has been proposed by Krasovskii [139]. It uses the existence of *functionals* \(V(t, x_t)\) depending on the state vector \(x_t\). In the sampled-data case [72,67,150] functionals \(V(t, x_t, \hat{x}_t)\) depending both on \(x_t\) and \(\hat{x}_t\) (see [137], p.337) are useful.

Denote by \(W([-h, 0])\) the Banach space of absolutely continuous functions \(\phi : [-h, 0] \rightarrow \mathbb{R}^n\) with \(\dot{\phi} \in L^2([-h, 0], \mathbb{R}^n)\) (the space of square integrable functions) with the norm

\[
\|\phi\|_W = \max_{s \in [-h, 0]} \|\phi(s)\| + \left[\int_{-h}^{0} \|\dot{\phi}(s)\|^2 \, ds\right]^{\frac{1}{2}}.
\]
Theorem 5 (Lyapunov-Krasovskii Theorem) [137] Consider \( f : \mathbb{R}_+ \times C^0([-\bar{h}, 0]) \to \mathbb{R}^n \) continuous in both arguments and locally Lipschitz in the second argument. Assume that \( f(t, x) = 0 \) for all \( t \in \mathbb{R}_+ \) and that \( f \) maps \( \mathbb{R} \times \) (bounded sets in \( C^0([-\bar{h}, 0]) \)) into bounded sets of \( \mathbb{R}^n \). Suppose that \( \alpha, v, w : \mathbb{R}_+ \to \mathbb{R}_+ \) are continuous nondecreasing functions, \( \alpha(s), \beta(s) \) and \( \gamma(s) \) are positive for \( s > 0 \), \( \lim_{s \to \infty} \alpha(s) = \infty \) and \( \alpha(0) = \beta(0) = 0 \). The trivial solution of

\[
\dot{x}(t) = f(t, x_t)
\]

is Globally Uniformly Asymptotically Stable if there exists a continuous functional \( V : \mathbb{R} \times W[-\bar{h}, 0] \times \mathcal{L}_2^1([-\bar{h}, 0]) \to \mathbb{R}_+ \), which is positive-definite, i.e.

\[
\alpha(\|\phi(0)\|) \leq V(t, \phi, \dot{\phi}) \leq \beta(\|\phi\|_W).
\]

for all \( \phi \in W[-\bar{h}, 0], t \in \mathbb{R}_+ \), and such that its derivative along the system's solutions is non-positive

\[
\dot{V}(t, x_t, \dot{x}_t) \leq -\gamma(\|x_t(0)\|).
\] (22)

The functional \( V \) satisfying the conditions of Theorem 5 is called a Lyapunov-Krasovskii Functional (LKF). In the general case of sampled-data nonlinear systems, the underlying delay system \( \dot{x} = f(t, x_t) \) used in Theorem 5 from [137] is described by a function \( f \) which is piecewise continuous with respect to \( t \). However, the proof of the result in [137] can be adapted to cover this case. For the case of sampled-data systems, in [72] the Lyapunov-Krasovskii Theorem was extended to linear systems with a discontinuous sawtooth delay by use of the Barbâlát lemma [21]. Another extension to linear sampled-data systems has been provided in [67], where the LKF is allowed to have discontinuities at sampling times.

4.1.2 Tools and basic steps

The derivation of stability conditions using LKFs usually involves quite elaborate developments. To give an idea of the procedure involved in this approach and to provide a glimpse of its technical flavour, we present first the derivation of LMI stability conditions for the case of LTI systems (12) with the associated time delay model (21). Based on elementary considerations, we expose the main difficulties and the most relevant tools. The basic steps for deriving constructive stability conditions are illustrated as follows.

Step 1. Propose a candidate Lyapunov-Krasovskii functional \( V \). The LKF that is necessary and sufficient for the stability of LTI systems with delay has a rather complex form, even for the case of constant delays [138,71]. In order to provide constructive stability conditions, simplified forms are used, such as

\[
V(x_t, \dot{x}_t) = x^T(t)Px(t) + \tilde{h} \int_{t-h}^t \dot{x}(s)R\dot{x}(s)dsd\theta
\] (23)

with \( P, R > 0 \), which was considered in [75].

Step 2. Compute the derivative of \( V \). For the functional (23) this leads to

\[
\dot{V}(x_t, \dot{x}_t) = 2\dot{x}^T(t)Px(t) + \tilde{h}^2 \dot{x}^T(t)R\dot{x}(t)
\]

\[
-\tilde{h} \int_{t-h}^t \dot{x}^T(s)R\dot{x}(s)ds.
\] (24)

The difficulty now comes from the last integral term, \( J(\dot{x}_t, h) = -\int_{t-h}^t \dot{x}^T(s)R\dot{x}(s)ds \), which is an impendiment to the analysis of the sign of (24). Such terms are common in the derivative of LKFs and they need to be taken into account in an appropriated manner.

Step 3. Over-approximate the integral terms. This procedure is applied in order to replace the integral terms by more simple expressions. Unavoidably, using such over-approximations introduces some conservatism in the analysis. A relevant tool is Jensen’s inequality, which is recalled here.

Lemma 6 (Jensen’s inequality) [96] Given \( R > 0, \theta \geq 0 \), and a differentiable function \( x : [t - \theta, t] \to \mathbb{R}^n \), the following inequality holds:

\[
J(\dot{x}_t, \theta) = -\int_{t-\theta}^t \dot{x}(s)R\dot{x}(s)ds \leq
\]

\[
\frac{1}{\theta}(x(t) - x(t - \theta))^T R (x(t) - x(t - \theta)).
\] (25)

For the case presented in (24), splitting the integral in two terms and applying Jensen’s inequality leads to

\[
\frac{d}{dt}V(x_t, \dot{x}_t) \leq 2\dot{x}^T(t)Px(t) + \tilde{h}^2 \dot{x}^T(t)R\dot{x}(t)
\]

\[
-\zeta(t)^T\mathcal{R}(\tau(t))\zeta(t)
\] (26)

where \( \zeta(t) = \begin{bmatrix} x(t) - x(t - \tau(t)) \\ x(t - \tau(t)) - x(t - \tilde{h}) \end{bmatrix} \), and

\[
\mathcal{R}(\tau(t)) = \begin{bmatrix} \frac{h}{\tau(t)}R & 0 \\ 0 & \frac{h}{\tilde{h} - \tau(t)}R \end{bmatrix}
\]

is a matrix depending on the delay value. At this step, sufficient conditions of stability are provided by the negativity of the right-hand side of the inequality (26). However, the obtained conditions need to be checked for all
the values of \( \tau(t) \in (0, \bar{h}) \), due to the dependence on \( \tau(t) \) of the matrix \( \bar{R}(\tau) \).

Step 4. Over-approximate the delay dependent terms. The last step consists in over-approximating the elements that depend on \( \tau(t) \) by simpler expressions which are constant or depend only on the upper bound \( \bar{h} \). For example, in [72], stability conditions are obtained by noting that \( \frac{\bar{h}}{\tau(t)} \geq 1 \) and \( \frac{h}{\bar{h} - \tau(t)} \geq 0 \), which implies that

\[
\bar{R}(\tau(t)) \succeq \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \quad (27)
\]

holds for all delay \( \tau \) in the interval \([0, \bar{h}]\). Of course, this over-approximation still introduces some conservatism in the analysis. However, for the case of LTI systems (12), over-approximating the terms in (26) leads to

\[
\frac{d}{dt} V(x_t, \dot{x}_t) \leq \begin{bmatrix} x(t) \\ x(t - \tau(t)) \end{bmatrix}^T \Psi(P, R) \begin{bmatrix} x(t) \\ x(t - \tau(t)) \end{bmatrix}
\]

with

\[
\Psi(P, R) = \begin{bmatrix} PA + A^T P (BK) \\ (BK)^T P 0 \end{bmatrix} + \bar{h}^2 \begin{bmatrix} A^T \\ (BK)^T \end{bmatrix} R \begin{bmatrix} I \\ -I \end{bmatrix} R \begin{bmatrix} I & -I \end{bmatrix}, \quad (28)
\]

from which LMI stability conditions can be derived [75,72] simply by checking the negative definiteness of \( \Psi(P, R) \).

**Theorem 7** (adapted from [75,72]) Assume that there exists \( P > 0 \) and \( R > 0 \), such that the following linear matrix inequality \( \Psi(P, R) \prec 0 \) holds with \( \Psi(P, R) \) as defined in (28). Then, the sampled-data system (12) is Asymptotically Stable for all sampling sequences \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) with \( h_k = t_{k+1} - t_k \leq \bar{h} \).

Theorem 7 is a simplified reformulation of the result in [72], where a more general case of polytopic systems is considered using a descriptor model [75,74].

4.1.3 Directions of improvement

The main sources of conservatism in this approach are due to the choice of the LKF (Step 1) and the over-approximation of its derivative (Steps 3 and 4).

Step 1. The conservatism related to Step 1 can be reduced by adding new integral components to the LKF. For example the triple integral term

\[
V(\dot{x}_t) = \bar{h}^2 \int_{-\bar{h}}^{0} \int_{0}^{t} \int_{t-\tau}^{t+\tau} \dddot{x}(s) R\dddot{x}(s) ds d\theta \quad (29)
\]

is introduced by [246] for systems with fast varying delay might also be useful in the sampled-data case. For other forms of LKF see also [68,211,240,9,236]. We point in particular to the results in [67,154,187,232], which have been specifically developed for the analysis of sampled-data systems. There, the proposed LKFs allow for taking into account the particular sawtooth evolution of the sampling induced delay (\( \tau(t) = 1, \forall t \in [t_k, t_{k+1}) \)) while in the classical fast varying delay approach the delay derivative is assumed to be unknown and arbitrary varying. For example, it has been shown in [67] that the standard time-independent term \( \int_{-\bar{h}}^{0} \int_{t-\tau}^{t+\tau} \dddot{x}(s) R\dddot{x}(s) ds d\theta \) used in [72] can be advantageously replaced by the term \( \int_{t_k}^{t_{k+1}} \dddot{x}(s) R\dddot{x}(s) ds \), which provides derivative-dependent stability conditions. It leads to an LKF of the form [67]:

\[
V(t, x(t), \dot{x}_t) = x^T(t)Px(t) + (h_k - \tau(t)) \int_{t-\tau(t)}^{t} \dddot{x}(s) R\dddot{x}(s) ds \quad (29)
\]

which improves (23), as the information \( \tau = 1 \) can be explicitly taken into account when evaluating its derivative in Step 2. See also [230] for an alternative LMI formulation.

Step 3. Concerning the conservatism related to the over-approximation of integral terms (Step 3), the accuracy of Jensen’s inequality has been addressed in [94,26,233]. Alternatively to the use of Jensen’s inequality, the integral terms may also be over-approximated using extensions of Wirtinger’s inequality [154,233,234,98]. Further refinements were developed in [145], where the authors considered a discretized version of this inequality, in [273], where additional free-weighted matrices are introduced or in [214] using auxiliary functions. Other improvements have been presented in [234,235] based on Bessel’s inequality and Legendre polynomials. Finally, following the description given in Step 1, the application of the Wirtinger-based inequality to the case of triple integral-type of LKFs was considered in [212].

Step 4. The reduction of the conservatism induced by the over-approximations of delay dependent terms (Step 4) has been considered by several authors over the last few years [100,213,239]. To the best of our knowledge, for the moment, the most accurate over-approximation of delay dependent terms is provided in [213]. This result encompasses several of the existing approximation techniques proposed in the literature [72,100] and allows for an LMI formulation.

4.1.4 A more recent result

Clearly, considering more complex LKFs and more advanced over-approximation techniques increases the
complexity of the proposed LMI stability criteria (in terms of readability). In the sequel, we present the simple stability conditions from [67], which take into account some of the presented conservatism reduction techniques and provide a fair compromise between accuracy and complexity.

**Theorem 8** [67] Let there exist $P > 0$, $R > 0$, $P_2$ and $P_3$ such that the LMI

$$\begin{bmatrix}
\Phi_s & P - P_2^T + (A + BK)^T P_3 \\
& -P_3 - P_3^T + \tau R \\
\end{bmatrix} < 0,
$$

$$\begin{bmatrix}
\Phi_s & P^T (A + BK) + (A + BK)^T P_2 \\
& -P_3 - P_3^T + \tau R \\
\end{bmatrix} < 0,
$$

with $\Phi_s = P_2^T (A + BK) + (A + BK)^T P_2$, are feasible. Then system (12) is Exponentially Stable for all sampling rates $\tau(t)$ which are longer than any constant delay that preserves stability, provided that $\tau(t) = 1$.

The result takes into account information about the saw-tooth shape of the delay, which is the specificity of the time-delay model (21) when representing exactly the sampled-data system (12). It can ensure the stability for time-varying delays $\tau(t)$ which are longer than any constant delay that preserves stability, provided that $\tau(t) = 1$.

The research on LKFs for sampled-data systems is still a wide-open domain. Currently, an important effort is dedicated to finding better LKFs and better over-approximations of the derivatives. Note that providing approximations of the derivatives. Note that providing improvements (in terms of conservatism reduction) at one step usually requires changes at all the others steps. For this reason, the derivation of constructive stability conditions may be quite an elaborate analytical process and it is not always very intuitive. However, a notable advantage of this methodology is the fact that for linear systems the approach can be easily extended to control design [72,248,150] and to the case of systems with parameter uncertainties [67,232,208,88,216], delays [249,164,87,165,231,48] and scheduling protocols [152,153,151]. See also [113,112] for the use of LKFs in the case of systems with switching control and [70,69] for the control of semilinear 1-D heat equations.

### 4.1.5 An extension to nonlinear systems

Concerning nonlinear systems, [163] has extended the ideas in [72] for the case of control affine non-autonomous systems. Consider the nonlinear system:

$$\dot{x}(t) = f(t, x(t)) + g(t, x(t))u(t),
$$

with the state $x(t) \in \mathbb{R}^n$ and the input $u(t) \in \mathbb{R}^m$, and with functions $f, g$ that are locally Lipschitz with respect to $x$ and piecewise continuous in $t$. Assume that a $C^1$ controller $u(t) = K(t, x)$ is designed in order to make the system (32) Globally Uniformly Asymptotically Stable. Moreover, assume that there exist a $C^1$ positive definite and radially unbounded function $V$, and a continuous positive definite function $W$ such that:

$$\left[ -\frac{\partial V}{\partial t}(t, x) + \frac{\partial V}{\partial x}(f(t, x) + g(t, x)K(t, x)) \right] \geq W(x),
$$

for all $t \geq t_0$ and $x \in \mathbb{R}^n$. Also, consider $K(t, 0) = 0$ for all $t \in \mathbb{R}$. Hence, $V$ is a strict Lyapunov function for $\dot{x} = f(t, x) + g(t, x)K(t, x)$, and one can fix class $\mathcal{K}_\infty$ functions $\alpha_1$ and $\alpha_2$ such that $\alpha_1(\|x\|_2) \leq V(t, x) \leq \alpha_2(\|x\|_2)$, for all $t \geq t_0$ and $x \in \mathbb{R}^n$. Define the function

$$\rho(t, x) = \frac{\partial K}{\partial t}(t, x) + \frac{\partial K}{\partial x}(f(t, x) + g(t, x)K(t, x)).
$$

**Theorem 9** (adapted from [163]) Suppose that there exist constants $c_1, c_2, c_3$ and $c_4$ such that:

$$\left\| \frac{\partial K}{\partial x}(t, x)g(t, x) \right\|_2^2 \leq c_1, \left\| \frac{\partial V}{\partial x}(t, x)g(t, x) \right\|_2^2 \leq c_2,
$$

$$\left\| \rho(t, x) \right\|_2^2 \leq c_3W(x),
$$

$$\left\| \frac{\partial V}{\partial x}(t, x)g(t, x)K(t, x) \right\|_2 \leq c_4(V(t, x) + 1),
$$

hold for all $t \geq t_0$ and $x \in \mathbb{R}^n$. Consider the system (32) in closed-loop with: $u(t) = K(t_k, x(t_k))$, $t \in [t_k, t_{k+1})$, $\sigma = \{t_k\}_{k \in \mathbb{N}}$ as defined in (1) and $h_k = t_{k+1} - t_k \in [\frac{\Omega}{2}, \Omega]$, $\forall k \in \mathbb{N}$. Then, the closed-loop system is Globally Uniformly Asymptotically Stable if $\bar{\tau} \leq (4c_1 + 8c_2c_3)^{-1/2}$.

The stability is proven by means of a Lyapunov functional of the form

$$U(t, x_t) = V(t, x(t)) + \frac{\epsilon}{h} \int_0^h \int_{t+\theta}^{t+\theta + h} \left\| \Psi(s, x_s) \right\|_2^2 ds d\theta,$$

where $\Psi(t, x_t) = \frac{\partial K}{\partial t}(t, x_t)(0) + \frac{\partial K}{\partial x}(t, x_t)(0)\dot{x}_t(0)$ and $\epsilon > 0$. This functional is reminiscent of the form (29) used in [72] to study LTI systems. However, differently from the LTI case, it is far more complex to determine how conservative the result is.

### 4.1.6 Further reading

Aside from the Lyapunov-Krasovskii method, the stability of sampled-data systems can also be analysed using the method proposed by Razumikhin [224]. Connections between Razumikhin’s method and the ISS nonlinear small gain theorem [243] have been established in [253]. This relation has been used in [254] in order to show the preservation of ISS properties under sufficiently fast sampling for nonlinear systems with
an emulated sampled-data controller. Razumikhin’s method has been used in [61] for the case of LTI sampled-data systems. In [132], the Razumikhin method is explored for nonlinear sampled-data systems on the basis of vector Lyapunov-Razumikhin functions. For more general extensions to the control design problem see [134], concerning the case of nonlinear feed-forward systems and [135], for nonlinear sampled-data system with input delays. At last, we would like to mention the Input/Output approach for the analysis of time-delay systems [78,96,130], which makes use of classical robust control tools [278,168]. The application of the Input/Output approach for the case of sampled-data systems has been discussed in [174,154]. The approach was further developed by [81,204,203,207,206,40] without passing through the time-delay system model. It will be presented in more detail in Section 4.4.

4.2 Hybrid system approach

Due to the existence of both continuous and discrete dynamics, it is quite natural to model sampled-data systems as hybrid dynamical systems [91,92,99]. The first mentions to sampled-data systems as hybrid dynamical systems date back to the middle of the ‘80s [184]. Later on, in the ‘90s, the use of hybrid models has been developed for linear sampled-data systems with uniform and multi-rate sampling as an interesting approach for the $H_{\infty}$ and $H_2$ control problems [126,247,256]. The approach has also been developed for nonlinear sampled-data systems in [115,270]. For systems with aperiodic sampling, impulsive models had been introduced starting with [256,56,170]. Recently, more general impulsive models have been proposed in the context of Networked Control Systems by [193,195]. A solid theoretic foundation has been established for hybrid systems in the framework proposed by [91,92] and it proves to be very useful in the analysis of sampled-data systems.

In this section we will present some basic hybrid models encountered in the analysis of sampled-data systems. The extensions of the Lyapunov stability theory for hybrid systems will be introduced together with constructive numerical and analytic stability analysis criteria.

4.2.1 Impulsive models for sampled-data systems

Consider the case of LTI sampled-data systems with linear state feedback, as in system (12). Let $\hat{x}$ denote a piecewise constant signal representing the most recent state measurement of the plant available at the controller, $\hat{x}(t) = x(t_k)$, for all $t \in [t_k, t_{k+1}), k \in \mathbb{N}$. Using the augmented system state $\chi(t) = [\hat{x}^T(t), \hat{x}^T(t)]^T \in \mathbb{R}^{n_x}$ with $n_x = 2n$, the dynamics of the LTI sampled-data system (12) can be written under the form

$$
\begin{align*}
\chi(t) &= F \chi(t), & t \neq t_k, k \in \mathbb{N}, \\
\chi(t_k) &= J \chi(t_k^+), & k \in \mathbb{N},
\end{align*}
$$

with

$$
\chi(t^-) = \lim_{\theta \to t^-} \chi(\theta), \quad F = \begin{bmatrix} A & BK \\ 0 & 0 \end{bmatrix}, \quad J = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}.
$$

Similar models can be determined by considering an augmented signal $\hat{x}$ containing the most recent control value implemented at the plant $\hat{u}(t) = u(t_k)$. The sampling error $e(t) = x(t) - \hat{x}(t)$, the actuation error $e_u(t) = u(t) - \hat{u}(t)$, etc. Models of the form (35),(36) fit into the framework of impulsive dynamical systems (173,99,143,17) (sometimes also called discontinuous dynamical systems or simply jump systems). More general nonlinear sampled-data systems lead to impulsive systems of the form [187,193]

$$
\begin{align*}
\dot{\chi}(t) &= F_k(t, \chi(t)), & t \neq t_k, k \in \mathbb{N}, \\
\chi(t_k) &= J_k(t_k, \chi(t_k^+)), & k \in \mathbb{N},
\end{align*}
$$

where the augmented state may also include the controller state and some of its sampled components (state, output, etc.). Generally, for an impulsive system, (37a) is called the system’s flow dynamics while (37b) is the jump dynamics.

4.2.2 Lyapunov methods for impulsive systems

The stability of equilibria for the impulsive systems of the form (37) can be ensured by the existence of candidate Lyapunov functions that depend both on the system state and on time, and evolve in a discontinuous manner at impulse instants [17,99,187].

**Theorem 10** [187] Consider system (37) and denote $\tau(t) = t - t_k$, $\forall t \in [t_k, t_{k+1})$. Assume that $F_k$ and $J_k$ are locally Lipschitz functions from $\mathbb{R}_+ \times \mathbb{R}^{n_x}$ to $\mathbb{R}^{n_x}$ such that $F_k(t,0) = 0, J_k(t,0) = 0$, for all $t \geq 0$. Let there exist positive scalars $c_1, c_2, c_3, c_4$ and a Lyapunov function $V : \mathbb{R}^{n_x} \times \mathbb{R} \to \mathbb{R}$, such that

$$
c_1 \| \chi \|^b \leq V(\chi, \tau) \leq c_2 \| \chi \|^b,
$$

for all $\chi \in \mathbb{R}^{n_x}, \tau \in [0, T]$. Suppose that for any impulse sequence $\sigma = \{t_k\}_{k \in \mathbb{N}}$ such that $t_k \leq t_{k+1} - t_k \leq \bar{T}$, $k \in \mathbb{N}$, the corresponding solution $\chi(\cdot)$ to (37) satisfies:

$$
dV(V(\chi(t), \tau(t))) dt \leq -c_3 V(\chi(t), \tau(t)), \quad \forall t \neq t_k, \forall k \in \mathbb{N},
$$

and $V(\chi(t_k),0) \leq \lim_{\tau \to -t_k^-} V(\chi(t), \tau(t)) \forall k \in \mathbb{N}$. Then, the equilibrium point $\chi = 0$ of system (37) is Globally Uniformly Exponentially Stable over the class of sampling impulse instants, i.e. there exist $c, \lambda > 0$ such that for any sequence $\sigma = \{t_k\}_{k \in \mathbb{N}}$ that satisfies $t_k \leq t_{k+1} - t_k \leq \bar{T}, k \in \mathbb{N},$

$$
\| \chi(t) \| \leq c \| \chi(t_0) \| e^{-\lambda(t-t_0)}, \quad \forall t \geq t_0.
$$
The previous stability theorem requires in (38) the candidate Lyapunov function to be positive at all times. For the case of system (37) with globally Lipschitz $F_k$, $k \in \mathbb{N}$, the condition can be relaxed by requiring the Lyapunov function to be positive only at impulse times [187], i.e. $c_1 \| \chi(t_k) \|^b \leq V(\chi(t_k), 0) \leq c_2 \| \chi(t_k) \|^b$, $\forall k \in \mathbb{N}$, instead of (38).

In the case of impulsive systems (35), with linear flow and jump dynamics, candidate Lyapunov functions of the form $V(\chi, \tau) = \chi^T P(\tau) \chi$, with $P : [0, [\bar{h}, \bar{h}], [\bar{h}, \bar{h}])$, a differentiable matrix function, have been used [257, 247, 27, 187]. Sufficient stability conditions can be obtained from Theorem 10 in terms of existence of a quadratic Lyapunov function $P : [0, [\bar{h}, \bar{h}]]$, of (38).

Furthermore, when one of the above holds, the equilibrium $\chi = 0$ of system (35) is Globally Uniformly Exponentially Stable, if and only if there exists a positive definite function $V_d : \mathbb{R}^n \rightarrow \mathbb{R}^+_0$ strictly convex,

$$V_d(\chi) = \chi^T P(\chi) \chi,$$

homogeneous (of the second order), $P_{|\chi|} : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $P_{|\chi|} = P_{|\chi|} - P_{|\chi|} > 0$, $\forall \chi \neq 0$, $a \in \mathbb{R}$, $a \neq 0$, $V(0) = 0$, such that $V_d(\chi(t_k)) > V_d(\chi(t_{k+1}))$, for all $\chi(t_k) \neq 0$, $k \in \mathbb{N}$.

The result has been obtained using a linear difference inclusion $\chi(t_{k+1}) \in F(\chi(t_k))$ with $F(\chi) = \{Je^{F\theta} \chi, \theta \in [\underline{h}, \bar{h}] \}$ representing the exact system integration between two impulse instants together with converse Lyapunov theorems for linear difference inclusions [178, 114]. More general results, concerning the impulsive systems with nonlinear dynamics, can be found in [270, 169]. Particularizing the result of Theorem 11 to the case of quadratic Lyapunov candidate functions $V_d(\chi) = \chi^T L_\chi$, sufficient stability conditions are obtained by checking the existence of a positive definite matrix $L > 0$ such that

$$(Je^{F\theta})^T L (Je^{F\theta}) - L < 0, \forall \theta \in [\underline{h}, \bar{h}], \tag{40}$$

which is also a parametric LMI, similar to (39). Less conservative conditions can be obtained using composite quadratic Lyapunov functions of the form $V_d(\chi) = \max_{i \in \{1, \ldots, M\}} \chi^T P_i \chi$, where $P_i, i = 1, \ldots, M$, form a finite set of symmetric positive definite matrices [111].

A relation between the existence of a continuous-time Lyapunov function, $V(\chi, \tau) = \chi^T P(\chi)$, and the existence of a quadratic Lyapunov function, $V_d(\chi(t_k)) = \chi^T(t_k) L (t_k)$, decreasing at impulse times, is provided in the following theorem.

**Theorem 12** [27] The following statements are equivalent:

(a) There exists $L > 0$ such that

$$(e^{F\theta})^T L (e^{F\theta}) - L < 0, \forall \theta \in [\underline{h}, \bar{h}]. \tag{41}$$

(b) There exists a differentiable matrix function $P : [0, [\bar{h}, \bar{h}]] \rightarrow \mathbb{R}^{n \times n}$, $P(\tau) = P^T(\tau)$, $P(0) = 0$ and a positive scalar $\epsilon$ such that

$$F^T P(\theta_1) + P(\theta_1) F + \frac{\partial P}{\partial \tau} (\theta_1) \preceq 0, \forall \theta_1 \in [0, \bar{h}]. \tag{42a}$$

$$J^T P(0) J - P(\theta_2) + \epsilon I \preceq 0, \forall \theta_2 \in [\underline{h}, \bar{h}]. \tag{42b}$$

Moreover, when one of the above holds, the equilibrium $\chi = 0$ of the impulsive system (35) is Asymptotically Stable for any of the possible impulse sequences $\{t_k\}_{k \in \mathbb{N}}$ satisfying $t_{k+1} - t_k \in [\underline{h}, \bar{h}]$ for all $k \in \mathbb{N}$.

Condition (b) in the previous theorem is a sufficient condition for the existence of a candidate Lyapunov function $V(\chi, \tau) = \chi^T P(\chi)$ such that

$$\frac{d V}{d t}(\chi(t), \tau(t)) \leq 0, \forall t \neq t_k, \forall k \in \mathbb{N}, \tag{43}$$

and

$$V(\chi(t_k), 0) \leq \lim_{t \rightarrow t_k^-} V(\chi(t), \tau(t)), \forall k \in \mathbb{N}, \tag{44}$$

which is slightly different from the conditions (39) obtained based on Theorem 10. For the case described in Theorem 12, (b), $V(\chi, \tau)$ may be constant between impulse instants provided that it decays at impulse times. According to the previous theorem, the existence of such a candidate Lyapunov function is equivalent to the existence of a quadratic Lyapunov function $V_d(\chi) = \chi^T L \chi$. 


which is strictly decreasing at impulse times. Note that from Theorem 11, the latter is only a sufficient condition for stability. The main point is that the existence of a function of the form \( V(\chi, \tau) = \chi^T P(\tau) \chi \) satisfying (43),(44) is not a necessary condition for the stability of the impulsive system (35). Other forms of Lyapunov functions need to be considered to improve the existing conditions.

4.2.3 Numerically tractable stability criteria

In practice, the difficulty of checking the existence of candidate Lyapunov functions using LMI formulations such as (39) or (41) comes from the fact that the set of LMIs are parametrized by elements in \([0, \bar{h}]\) or \([\bar{h}, \bar{H}]\), which leads to an infinite number of LMIs. As follows we will discuss the derivation of a finite number of LMIs from (39). Numerical tools [111,31,30] for the resolution of LMIs similar to (41), involving uncertain matrix exponential terms, are discussed in Section 4.3 in the context of the discrete-time approach.

Concerning the parametric set of LMIs (39), a finite number of LMI conditions can be derived by considering particular forms for the matrix function \( P(\tau) \). For example, consider a matrix \( P(\tau) \) linear with respect to \( \tau \)

\[
P(\tau) = P_1 + (P_2 - P_1) \frac{\tau}{\bar{h}},
\]

for some positive definite matrices \( P_1, P_2 \), as in [120,4]. There, such a Lyapunov matrix has been used for sampled-data systems with multi-rate sampling and switched linear systems. For a candidate Lyapunov function \( V(\chi, \tau) = \chi^T P(\tau) \chi \), with \( P(\tau) \) as defined in (45), a finite set of LMIs that are sufficient for stability can be obtained from (39) using simple convexity arguments:

\[
F^T P_1 + P_1 F + c_3 P_1 + \frac{P_2 - P_1}{\bar{h}} \prec 0, \\
F^T P_2 + P_2 F + c_3 P_2 + \frac{P_2 - P_1}{\bar{h}} \prec 0, \\
J^T P_1 J \prec P_2, \\
J^T P_1 J \prec P_1 + (P_2 - P_1) \frac{\bar{h}}{\bar{h}}.
\]

For the particular case of LTI sampled-data systems represented by (35),(36), Lyapunov functions of the form \( V(\chi, \tau) = \chi^T P(\tau) \chi \) are proposed in the literature by summing various terms such as:

\[
V_1(\chi, \tau) = z^T P_0 z, \\
V_2(\chi, \tau) = (x - \hat{x})^T Q (x - \hat{x}) (\bar{h} - \tau), \\
V_3(\chi, \tau) = (x - \hat{x})^T R (x - \hat{x}) e^{-\lambda \tau}, \\
V_4(\chi, \tau) = e^{-\lambda \tau} \chi^T \left( e^{\tau \bar{h}} S e^{\tau \bar{h}} \right) \chi, \\
V_5(\chi, \tau) = \chi^T \left( \int_{-\tau}^{0} (s + \bar{H}) (F e^F) s U (F e^F) ds \right) \chi,
\]

where \( \bar{U} := \begin{bmatrix} U & 0 \\ 0 & 0 \end{bmatrix} \), \( \lambda > 0 \) and \( P_0, Q, R, S, U \) are symmetric positive definite matrices. Using such particular forms of Lyapunov functions, LMI stability conditions have been derived in the literature [120,187,195,205,92,65]. We point in particular to the term (51) used in [187] which provided a significant improvement in what concerns the conservativeness reduction. This term is inspired by Lyapunov-Krasovskii functionals from the input-delay approach, like the one in [72]. Note that the term (51) can also be written as \( \int_{-\tau}^{0} (s + \bar{H} - t) \hat{z}^T (s) U \hat{z}(s) ds \). It has been motivated by the term \( \int_{-\tau}^{0} \int_{-\tau}^{0} \hat{z}^T (s) U \hat{z}(s) ds d\theta \) used in the time-delay approach (see [72]). Vice versa, the hybrid system approach has also inspired the use of discontinuous Lyapunov functionals in the time-delay approach (see for example the functional (29)). Note that the term \( (h_k - \tau) \int_{-\tau}^{0} \hat{z}^T (s) \hat{R} \hat{z}(s) ds \) in the functional (29) can be re-written as \( (h_k - \tau) \chi^T \left( \int_{-\tau}^{0} (F e^F) s \hat{R} (F e^F) ds \right) \chi, \)

with

\[
\hat{R} = \begin{bmatrix} R & 0 \\ 0 & 0 \end{bmatrix}
\]

and \( R > 0 \). Then, for the impulsive system (35), (36), the functional (29) can be interpreted as a Lyapunov function of the form \( V(\chi, \tau, h_k) = \chi^T P(\tau, h_k) \chi \). Similarly to the time delay approach, the LMI formulations can be adapted to cope with uncertainties in the system matrices.

Last, note that alternatively to the LMI formulation, numerical stability criteria based on polynomial matrix functions \( P(\tau) \) and Sum-of-Squares programming [222] have been proposed in [27].

4.2.4 More general hybrid models

A large variety of hybrid dynamical systems, including sampled-data and impulsive models, can be reformulated in the unifying theoretical framework proposed by Goebel, Sanfelice and Teel [91,92]. Several fundamental properties have been investigated in this framework, providing a solid theory for hybrid dynamical systems. The main advantage of this generic hybrid formulation [91,92] is that the associated theoretic properties can be directly transferred to sampled-data systems with aperiodic sampling. The general formulation proposed in [91,92] considers models of the form

\[
\dot{z} = F(z), \quad z \in C, \quad (52a) \\
\dot{z}^+ = J(z), \quad z \in D, \quad (52b)
\]

with state \( z \in \mathbb{R}^n_z \). The system state evolves according to an ordinary differential equation (52a) when the state is in some subset \( C \) of \( \mathbb{R}^n_z \) and according to a first order
recurrence equation (52b) when the state is in the subset $D$ of $\mathbb{R}^n$. $z^+$ denotes the next value of state given as a function of the current state $z$ via the map $J_z(\cdot)$. $C$ is called the flow set and $D$ is called the jump set. Here, we assume that $F_z$ and $J_z$ are continuous functions from $C$ to $\mathbb{R}^n$, and $D$ to $\mathbb{R}^n$, respectively. $C$ and $D$ are assumed to be closed sets in $\mathbb{R}^n$.

Note that in the impulsive system formulation of sampled-data systems, the system jumps are time-triggered. However, the dynamics of the triggering mechanism is in some sense hidden. In the framework proposed by [35,46,195,91,92], the mechanism triggering the system jumps is modelled explicitly by augmenting the system state with the clock variable $\tau(t) = t - t_k$, $\forall t \in [t_k, t_{k+1})$, $\forall k \in \mathbb{N}$. Consider the LTI sampled-data systems (12) with the notations $\hat{x}(t) = x(t_k)$, $\tau(t) = t - t_k$ for all $t \in [t_k, t_{k+1})$, $k \in \mathbb{N}$. The system can be represented by the following hybrid model

\[
\begin{align*}
\dot{x} &= Ax + BK \hat{x} & \tau \in [0, \bar{\tau}], \\
\dot{\hat{x}} &= 0 & \tau = 1 \\
x^+ &= x & \tau \in [t_k, t_{k+1}) \\
\hat{x}^+ &= \hat{x} & \tau \in [t_k, t_{k+1}].
\end{align*}
\tag{53}
\]

Then, system (12) with $h_k \in [t_k, t_{k+1})$ (or equivalently (35),(36)) can be re-modelled in the form (52) with

\[
\begin{align*}
z^T &= [x^T \ x^T \ \tau], \\
C &= \{z \in \mathbb{R}^n : \tau \in [0, \bar{\tau}]\}, \\
D &= \{z \in \mathbb{R}^n : \tau \in [t_k, t_{k+1})\}, \\
F_z(z) &= \begin{bmatrix} Ax + BK \hat{x} \\ 0 \\ 1 \end{bmatrix}, \quad J_z(z) = \begin{bmatrix} x \\ x \\ 0 \end{bmatrix}.
\end{align*}
\tag{54}
\]

Solutions $\phi$ of the general hybrid system (52) are parametrized by both the continuous time $t$ and the discrete time $k$: $\phi(t, k)$ represents the state of the hybrid system after $t$ time units and $k$ jumps. Such solutions are defined on a hybrid time domain, which for the case of sampled-data systems is given as the union of the intervals $[t_k, t_{k+1}) \times \{k\}$. A solution $\phi(\cdot, \cdot)$ is a function defined on a hybrid time domain such that $\phi(\cdot, k)$ is continuous on $[t_k, t_{k+1})$, continuously differentiable on $(t_k, t_{k+1})$ for each $k$ in the domain, and such that

\[
\dot{\phi}(t, k) = F_z(\phi(t, k)),
\]

if $\phi(t, k) \in C$, $t \in (t_k, t_{k+1})$, $k \in \mathbb{N}$, and

\[
\phi(t_{k+1}, k + 1) = J_z(\phi(t_{k+1}, k)),
\]

if $\phi(t_{k+1}, k) \in D$, $k \in \mathbb{N}$. For sampled-data systems as (53) such solutions may be roughly interpreted as a generalization of the state lifting approach proposed in [260] for systems with periodic sampling.

A particularity of the model (53) in the context of stability analysis is the fact that although the matrix $K$ is designed such that $x$ (and consequently $\hat{x}$) converges to zero, the clock variable $\tau$ does not converge. For each sampling interval $[t_k, t_{k+1})$, the timer $\tau$ visits successively the points of the interval $[0, \bar{\tau}]$ up to $h_k = t_{k+1} - t_k$. The main consequence is that the hybrid system (53) does not have an asymptotically stable equilibrium point. For such systems the stability of the compact set $A = \{0\} \times \{0\} \times [0, \bar{\tau}]$ is usually investigated instead. Studying this property allows to conclude on the convergence of $x$. One of the main results allowing to state the asymptotic stability of a set for hybrid systems is given below. This result is expressed in terms of the pre-asymptotic stability of a set $A$ (see [91] for a detailed definition). The prefix "pre" is used since the completeness of all system solutions is not required. Only complete solutions need to converge to $A$. The concept of pre-asymptotic stability used in the following theorem is equivalent to standard asymptotic stability of the set $A$ when all system solutions are complete, which is the case for sampled-data systems.

**Theorem 13** [91] Consider the hybrid system (52) and the compact set $A \subset \mathbb{R}^{m}$ such that $J_z(A \cap D) \subset A$. If there exists a candidate Lyapunov function $V$ such that

\[
\frac{\partial V}{\partial z} F_z(z) < 0 \text{ for all } z \in C \setminus A, \tag{55a}
\]

\[
V(J_z(z)) - V(z) < 0 \text{ for all } z \in D \setminus A, \tag{55b}
\]

then the set $A$ is pre-asymptotically stable.

Various relaxations of the above result are provided in Chapter 3 in [92]. A converse Lyapunov theorem is given below.

**Theorem 14** [91] For the hybrid system (52), if the compact set $A$ is globally pre-asymptotically stable, then there exist a $C^\infty$ function $V : \mathbb{R}^n \to \mathbb{R}_+$ and $\alpha_1, \alpha_2 \in K_{\infty}$ such that $\alpha_1(|z|_A) \leq V(z) \leq \alpha_2(|z|_A)$, $\forall z \in \mathbb{R}^n$, where $|z|_A$ denotes the distance from the set $A$, and

\[
\frac{\partial V}{\partial z} F_z(z) \leq -V(z), \quad \forall z \in C, \tag{56a}
\]

\[
V(J_z(z)) \leq V(z)/2, \quad \forall z \in D. \tag{56b}
\]
Note that with respect to the case of sampled-data systems such as (53) (or equivalently (35), (36)) where solutions are complete, the previous theorem shows that asymptotic stability implies the existence of a $C^\infty$ Lyapunov function of the form $V(x) = \bar{V}(\chi, \tau)$, to be related with the sufficient conditions for stability in Theorem 10.

4.2.5 An estimation of the MSI for nonlinear systems

For nonlinear sampled-data systems the stability properties have been studied in the more general context of Networked Control Systems with scheduling protocols [193,35]. This approach has been particularized to the sampled-data case in [195]. Consider the plant:

\[
\begin{cases}
  \dot{x} = F(x,u), \\
  y = H(x,u),
\end{cases}
\]  

(57)

where $x$ is the plant state, $u$ is the control input, $y$ is the measured output. Suppose that asymptotic stability is guaranteed by the continuous-time output feedback:

\[
\begin{cases}
  \dot{x}^c = F^c(x^c, y), \\
  u = H^c(x^c, y),
\end{cases}
\]  

(58)

where $x^c$ is the controller state. Under an exact sampled-data implementation of the controller and a perfect knowledge of the sampling sequence $\sigma = \{t_k\}_{k \in \mathbb{N}}$, the sampled-data implementation of the closed-loop system can be written in the following impulsive form:

\[
\begin{cases}
  \dot{x} = F(x, \bar{u}), & t \in [t_k, t_{k+1}), \\
  y = H(x), & t \in \mathbb{R}_+, \\
  \dot{x}^c = F^c(x^c, \bar{y}), & t \in [t_k, t_{k+1}), \\
  u = H^c(x^c), & t \in \mathbb{R}_+, \\
  \dot{\bar{y}} = 0, & t \in [t_k, t_{k+1}), \\
  \bar{u} = 0, & t \in [t_k, t_{k+1}), \\
  \bar{y}(t_k) = y(t_k), \\
  \bar{u}(t_k) = u(t_k),
\end{cases}
\]  

(59)

where $\bar{u}$ represents the control being implemented at the plant and $\bar{y}$ the most recent plant output measurements that are available at the controller. In order to express the system in the general framework of [92], consider the augmented state vector $\eta(t) \in \mathbb{R}^{n+}$ and the sampling-induced error $e(t) \in \mathbb{R}^n$:

\[
\eta(t) := \begin{bmatrix} x(t) \\ x^c(t) \end{bmatrix}, \quad e(t) := \begin{bmatrix} e^y(t) \\ e^u(t) \end{bmatrix} := \begin{bmatrix} \bar{y}(t) - y(t) \\ \bar{u}(t) - u(t) \end{bmatrix}.
\]

The dynamics in (59) with $b_k \in [h, h]$ can be modelled by the following hybrid system:

\[
\begin{cases}
  \dot{\eta} = f(\eta, e), \\
  \dot{e} = g(\eta, e), \\
  \tau = 1
\end{cases}
\]  

(60)

with $\eta \in \mathbb{R}^{n+}$, $e \in \mathbb{R}^n$, $\tau \in \mathbb{R}_+$. The functions $f$ and $g$ are obtained by direct calculations from the sampled-data system (59) (see [195]):

\[
f(\eta, e) = \begin{bmatrix} F(x, H^c(x^c) + e^u) \\ F^c(x^c, H(x) + e^y) \end{bmatrix},
\]

\[
g(\eta, e) = \begin{bmatrix} -\frac{\partial H}{\partial x} F(x, H^c(x^c) + e^u) \\ -\frac{\partial H}{\partial x^c} F^c(x^c, H(x) + e^y) \end{bmatrix}.
\]

It should be noted that $\dot{\eta} = f(\eta, 0)$ is the closed loop system without the sampled-data implementation. The following theorem provides a quantitative method to estimate the MSI, using model (60).

**Theorem 15** [195] Assume that $f$ and $g$ in (60) are continuous. Suppose there exist $\tilde{\Delta}_\eta, \Delta_c > 0$, a locally Lipschitz function $W : \mathbb{R}^n \to \mathbb{R}_+$, a locally Lipschitz, positive definite, radially unbounded function $V : \mathbb{R}^n \to \mathbb{R}_+$, a continuous function $\Theta : \mathbb{R}^n \to \mathbb{R}_+$, real numbers $L > 0$, $\gamma > 0$, functions $\underline{W}, \overline{W} \in \mathcal{K}^{\infty}$ and a continuous, positive definite function $g$ such that, for all $e \in \mathbb{R}^n$:

\[
\underline{W}(\|e\|) \leq W(e) \leq \overline{W}(\|e\|),
\]

and for almost all $\|\eta\| \leq \tilde{\Delta}_\eta$ and $\|e\| \leq \Delta_c$:

\[
\frac{\partial W}{\partial c} g(\eta, e) \leq LW(e) + \Theta(\eta),
\]

\[
\frac{\partial V}{\partial \eta} f(\eta, e) \leq -g(\|\eta\|) - g(W(e)) - \Theta^2(\eta) + \gamma^2 W^2(e).
\]

Finally, consider that $0 < \underline{L} \leq \overline{L} < T(\gamma, L)$, with

\[
T(\gamma, L) := \begin{cases}
  \frac{1}{\gamma} \arctan(r), & \gamma > L, \\
  \frac{1}{L} \arctan(\frac{1}{\gamma}), & \gamma < L,
\end{cases}
\]

and $r = \sqrt{\frac{\gamma^2}{\overline{L}^2} - 1}$. Then, for all sampling intervals less than $\overline{L}$ the set $A = \{ (\eta, e, \tau) : \eta = 0, e = 0, \tau \in [0, \overline{L}] \}$ is Uniformly Asymptotically Stable for system (60).
Theorem 15 provides an explicit formulation of the MSI for nonlinear sampled-data systems. It is applicable for both constant and variable sampling intervals. For a constructive application to the case of bilinear systems see [205]. A numerical formulation using Sum-of-Squares [222] has also been provided in [22].

4.2.6 Further reading

In the impulsive system framework, control design conditions have been proposed in [27]. For observer design conditions we point to the works in [5,49,3,186,220,59]. Some extensions of the hybrid systems approach for sampled-data systems with delay can be found in [73,188] and [22]. When constructing a hybrid model for linear sampled-data system it is also possible to consider as state variable a decreasing counter \( \theta(t) = h_k - \tau(t) \) with \( \theta = -1 \). Aside from the methodology presented here, the stability of impulsive systems can also be analysed using discrete-time approaches [111] based on convex embedding methods and looped Lyapunov functionals [31,30]. These methods are presented for the particular case of sampled-data systems in Section 4.3.

4.3 Discrete-time approach and convex-embeddings

In this subsection we present several approaches which use either the system integration over the sampling interval or convex embeddings of the transition matrix between sampling times in order to derive stability conditions. We will start with extensions of the discrete-time approach for the case of linear sampled-data systems with aperiodic sampling, next a technique based on Delta operators will be given, followed by a continuous-time approach and a discrete-time approach based on functionals, similar to the ones used in the time-delay approach. At last, an extension of the discrete-time approach to nonlinear systems with aperiodic sampling will be presented.

4.3.1 Theoretical results for LTI systems using the discrete-time approach

Let us consider the LTI system with sampled linear static state feedback (12) where \( h_k = t_{k+1} - t_k \) takes values in the set \( T = [h, H] \). Recall the notations \( x_k = x(t_k) \),

\[
\Lambda(\theta) = e^{A\theta} + \int_0^\theta e^{A_s}dsBK,
\]

for \( \theta \in \mathbb{R} \). One can verify that the closed-loop system (12) satisfies

\[
x_{k+1} = \Lambda(h_k)x_k
\]

with \( h_k \in T = [h, H] \). Model (62) belongs to the class of discrete-time Linear Parameter Varying (LPV) systems [227,127,178]. It captures the behaviour of system (12) at sampling times, without consideration of the intersample behavior. However, in [81], the following proposition has shown that for LTI sampled-data system, the asymptotic stability in continuous-time and in discrete-time are equivalent.

**Proposition 16** [81] Consider the sampled-data system (12) with \( h_k = t_{k+1} - t_k \in [h, H] \). For a given \( x(t_0) \), the following conditions are equivalent:

1. \( \lim_{t \to \infty} x(t) = 0 \)
2. \( \lim_{k \to \infty} x(t_k) = 0 \).

Various methods are available for studying the stability of discrete-time LPV systems. Stability criteria have been proposed by analysing the joint spectral radius [24,1] or by checking the existence of quasi-convex, parameter dependent [45], path-dependent [144], non-monotonic [167,141,2] and composite quadratic [121] Lyapunov functions.

The following theorem from [114] addresses specifically the case of model (62).

**Theorem 17** [114] Consider the continuous-time system (12) and the discrete-time model (62) with \( T = [h, H] \). The following statements are equivalent:

1) The equilibrium point \( x = 0 \) of (62) is Globally Uniformly Exponentially Stable.

2) There exist a \( P > 0 \) and \( N > 0 \) such that

\[
\left( \prod_{i=1}^N \Lambda(\theta_i) \right)^T P \left( \prod_{i=1}^N \Lambda(\theta_i) \right) \leq P < 0,
\]

for any \( N \)- length sequence \( (\theta_i)_{i=1}^N \) with values in \( T \), i.e. the function \( V(x) = x^TPx \) satisfies \( V(x_{k+N}) < V(x_k) \) for all \( x_k \neq 0, k \in \mathbb{N} \).

3) There exists a positive definite function \( V : \mathbb{R}^n \to \mathbb{R}^+ \) strictly convex, homogeneous (of the second order), \( V(x) = x^TP[x]x \), with \( P[1] : \mathbb{R}^n \to \mathbb{R}^{n \times n} \), \( P[x] = P^T[x] = P_x \), \( \forall x \neq 0, a \in \mathbb{R}, a \neq 0 \) such that:

\[
V(x) = \max_{\theta \in T} V(\Lambda(\theta)x) > 0, \forall x \neq 0.
\]

Condition 2) in Theorem 17 corresponds to the existence of a non-monotonic Lyapunov function \( \tilde{V}(x) = x^TPx \), [167,141,2] which is decreasing every \( N \) samples. If the system is stable, then necessarily there exists a finite \( N \) and a matrix \( P \) such that (63) holds. However, checking the existence of a matrix \( P \) satisfying (63) for a given \( N \) represents a set of LMIs which are sufficient only for stability. Condition 3) corresponds to the existence of
a quasi-quadratic Lyapunov function \cite{178,121} \( V(x) = x^T P x \). Theorem 17 shows the equivalence between quasi-quadratic Lyapunov functions and non-monotonic Lyapunov functions and provides necessary and sufficient conditions for the exponential stability of system (62). A simple stability criterion which is sufficient for stability can be obtained using classical quadratic Lyapunov functions, which are decreasing at each sample.

**Theorem 18** \cite{275} The origin of system (62) is **Globally Uniformly Exponentially Stable** for all sampling sequences \( \sigma = \{t_k\}_{k \in \mathbb{N}} \) with \( h_k = t_k+1 - t_k \in [h, \overline{h}] \), \( k \in \mathbb{N} \), if there exists \( P > 0 \) such that

\[
\Lambda^T(\theta) P \Lambda(\theta) - P < 0, \quad \forall \theta \in T = [\underline{h}, \overline{h}].
\]

The LMI (65) is a particular case of condition 2) in Theorem 17 with \( N = 1 \). In a similar way, it is also a particular case of condition 3) with \( P(x) = P \), for all \( x \in \mathbb{R}^n \). The condition ensures that the candidate Lyapunov function \( V(x) = x^T P x \) satisfies the relation

\[
\Delta V(k) = V(x_{k+1}) - V(x_k) < 0, \quad \forall x_k \neq 0.
\]

Finally, let us note that, similarly to conditions (39) or (41) used for the hybrid system approach, the stability conditions (63) and (65) represent sets of LMIs that are parametrized by \( \theta \in T = [\underline{h}, \overline{h}] \). They are not computationally tractable problems by themselves. Approximate solutions, based on evaluation of the condition for a finite set of values of \( \theta \) have been presented in \cite{275,228,241}. A finite set of sufficient tractable numerical conditions can be obtained using normed-bounded and/or polytopic convex embeddings of the transition matrix \( \Lambda(\cdot) \).

### 4.3.2 Tractable criteria

In what follows, we try to give an idea about the manner to solve parametric LMIs involving matrix exponentials such as the one in (65). First, we present briefly the approach proposed by Fujioka in \cite{79}. Consider a nominal sampling interval \( T_0 \in [\underline{h}, \overline{h}] \). For a scalar \( \delta \), the transition matrix \( \Lambda(\cdot) \) satisfies the relation

\[
\Lambda(T_0 + \delta) = \Lambda(T_0) + \Delta(\delta) \Psi(T_0),
\]

where \( \Delta(\delta) := \int_0^\delta e^{A s} d s, \quad \Psi(T_0) = \Lambda \Lambda(T_0) + BK \). Using classical properties of the matrix exponential \cite{155}, the induced Euclidean norm of \( \Delta(\delta) \) can be over-bounded

\[
\| \Delta(\delta) \|_2 \leq \int_0^\delta e^{\mu(A)s} d s,
\]

where \( \mu(A) \) is the maximum eigenvalue of \( A + A^T \). System (62) can be expressed as a nominal discrete-time LTI system with a norm-bounded uncertainty

\[
x_{k+1} = \Lambda(T_0) x_k + \Delta(\delta_k) \Psi(T_0) x_k
\]

where \( \delta_k = h_k - T_0 \), for which classical \( H_\infty \) criteria \cite{86} can be used. A simplified version of the main result in \cite{79} is given as follows.

**Theorem 19** \cite{79} Let \( T_0 > 0 \) be given. If there exist \( X > 0 \) and \( \gamma > 0 \) satisfying

\[
\mathcal{M}(T_0, X, \gamma) := \begin{bmatrix} \Lambda(T_0) & I \\ \Psi(T_0) & 0 \end{bmatrix} \begin{bmatrix} X & 0 \\ 0 & I \end{bmatrix}^T \begin{bmatrix} \Lambda(T_0) & I \\ \Psi(T_0) & 0 \end{bmatrix} - \begin{bmatrix} X & 0 \\ 0 & \gamma^2 I \end{bmatrix} < 0,
\]

then (65) is satisfied with \( P = X^{-1} \) for all \( \theta \in T(T_0, \gamma) := [\underline{\Lambda}(T_0, \gamma), \overline{\Lambda}(T_0, \gamma)] \cap (0, \infty) \), with

\[
\underline{\Lambda}(T_0, \gamma) = \begin{cases} T_0 - \gamma^{-1}, & \text{if } \mu(-A) = 0, \\ -\infty, & \text{if } \mu(-A) \leq -\gamma, \end{cases}
\]

\[
\overline{\Lambda}(T_0, \gamma) = \begin{cases} T_0 + \gamma^{-1}, & \text{if } \mu(A) = 0, \\ \infty, & \text{if } \mu(A) \leq -\gamma, \end{cases}
\]

Condition (70) is sufficient for the asymptotic stability of system (62) under time-varying sampling intervals \( h_k \in [\underline{h}, \overline{h}] \) with \( \underline{h} \) and \( \overline{h} \) given in (71) and (72), respectively. Other norm-bounded approximations of the transition matrix \( \Lambda(\cdot) \) exist in the literature \cite{18, 225, 128, 241}. For example, stability conditions have been provided using the Schur decomposition in \cite{245} while \cite{277} uses the Jordan normal form. In \cite{85} the transition matrix \( \Lambda(T_0 + \delta) \) is decomposed as

\[
\Lambda(T_0 + \delta) = \Lambda(T_0) + \delta L(T_0) + \Delta_2(\delta) AL(T_0)
\]

with \( L(T_0) = e^{A T_0} (A + BK) \), \( \Delta_2(\delta) := \int_0^\delta e^{A s} d s \), and stability conditions are provided by computing the induced Euclidean norm of \( \Delta_2(\delta) \). See also \cite{129} where stability conditions have been derived using Integral Quadratic Constraints (IQC), by studying the positive realness of \( \Delta(\delta) \). More general Lyapunov functions have been used in \cite{84}.

Alternatively to the use of norm bounded approximations, tractable numerical conditions can also be obtained using polytopic embeddings of the transition matrix \( \Lambda(\cdot) \) in system (62). The set

\[
W_{[\underline{h}, \overline{h}]} := \{ \Lambda(\theta), \quad \theta \in [\underline{h}, \overline{h}] \}
\]
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is embedded in a larger convex polytope with a finite number of vertices \( \Lambda_i, i \in I := \{1, \ldots, N_v\} \),
\[
\mathcal{W} := \left\{ \sum_{i=1}^{N_v} \alpha_i \Lambda_i \mid \alpha_i \geq 0, i \in I, \sum_{i=1}^{N_v} \alpha_i = 1 \right\},
\]  
\tag{73}

in such a way that \( \mathcal{W}_{[A,B]} \subseteq \mathcal{W} \). Using a polytopic embedding, system (62) can be expressed as a
\[
x_{k+1} = \sum_{i=1}^{N_v} \alpha_i(h_k) \Lambda_i x_k,
\]  
\tag{74}

where \( \sum_{i=1}^{N_v} \alpha_i(h_k) = 1, \alpha_i(h_k) \geq 0, i \in I \). This is a classical discrete-time system with polytopic uncertainty [45]. Here \( \alpha(h_k) = [\alpha_1(h_k) \alpha_2(h_k) \ldots \alpha_{N_v}(h_k)]^T \) represent the barycentric coordinates of \( \Lambda(h_k) \) in the polytope \( \mathcal{W} \). The properties of the over-approximating polytopic set \( \mathcal{W} \) make it possible to derive a finite number of sufficient stability conditions from (63), by writing simple LMIs over the polytope vertices:
\[
P > 0, \ A_i^T P A_i - P < 0, \forall i \in I.
\]  
\tag{75}

The same procedure can also be applied for the condition (63) - see [114] for details. However, for the case of conditions (63), the numerical complexity is increasing in an exponential manner with respect to the chosen parameter \( N \). One of the advantages of the polytopic embedding is the fact that it allows the use of parameter dependent Lyapunov functions [45,108,43] \( \dot{V}(x, \alpha) = x^T P(\alpha)x, P(\alpha) = \sum_{i=1}^{N_v} \alpha_i P_i \), which lead to refined stability conditions under a reasonable numerical complexity:
\[
\exists P_i = P_i^T > 0, \ A_i^T P_j A_i - P_i < 0, \forall (i,j) \in I \times I.
\]  
\tag{76}

With respect to Theorem 17, the set of conditions (76) represents also a sufficient criterion for the existence of a quasi-quadratic Lyapunov function [111], \( V(x) = x^T P(x)x = \max_{\alpha \in \{1, \ldots, N_v\}} x^T P_i x \).

The main difficulty in constructing the polytope \( \mathcal{W} \) is the exponential dependence of the transition matrix \( \Lambda(\theta) = e^{A\theta} + \int_0^\theta e^{A\tau} dBK d\tau \) in the parameter \( \theta \) over the interval \([\theta_1, \theta_2]\). Several approaches exist for the computation of a convex polytope embedding an uncertain matrix exponential. See for example [201,200,42,43,157] for techniques based on the real Jordan form, [90] for a construction that uses the Cayley-Hamilton theorem and [41] for an approach studying interval matrices. One may remark that the transition matrix \( \Lambda(\cdot) \) can be re-expressed as
\[
\Lambda(\theta) = I + \Delta(\theta) (A + BK)
\]  
\tag{77}

which involves only one uncertain matrix term \( \Delta(\theta) = \int_0^\theta e^{A\tau} ds \). Then the stability problem can be addressed by constructing a polytopic approximation of \( \Delta(\theta) \) for \( \theta \in [\theta_1, \theta_2] \). To give an idea about the manner such a convex polytope can be constructed, let us consider a simple case where the matrix \( A \) has \( n \) real eigenvalues \( \lambda_i \neq 0, i \in \{1, \ldots, n\} \) with multiplicity equal to one, i.e.
\[
A = T^{-1} \begin{bmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \lambda_n \\
\end{bmatrix} T
\]  
\tag{78}

for some invertible matrix \( T \in \mathbb{R}^{n \times n} \). Then the uncertain matrix \( \Delta(\theta) \) takes the form:
\[
\Delta(\theta) = T^{-1} \begin{bmatrix}
\rho_1(\theta) & 0 & 0 & \cdots & 0 \\
0 & \rho_2(\theta) & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \rho_n(\theta) \\
\end{bmatrix} T
\]  
\tag{79}

where \( \rho_i(\theta) = \frac{1}{\lambda_i} (e^{\lambda_i \theta} - 1) \), \( i = 1, \ldots, n \). By computing \( \rho_i^{\min} \) and \( \rho_i^{\max} \) the minimum and maximum values of \( \rho_i(\theta) \) over \([\theta_1, \theta_2]\), the uncertain matrix \( \Delta(\theta) \) is embedded in a convex polytope with \( N_v = 2^n \) vertices

\[
\Delta(\theta) \in \text{conv} \{D_1, D_2, \ldots, D_{N_v}\} := \text{conv} \{T^{-1} \text{diag}(\rho_1, \ldots, \rho_n) T : \rho_i \in [\rho_i^{\min}, \rho_i^{\max}], i = 1, \ldots, n\}.
\]

Using (77), the polytopic set (73) can be constructed with \( \Lambda_i = I + D_i (A + BK) \), \( i \in I \). A similar embedding procedure can be applied in the general case (when the eigenvalues of \( A \) have multiplicity different than one or when they are complex) - see [43].

As the numerical complexity of the obtained LMI conditions depends significantly on the number of vertices \( N_v \) of the polytopic approximation, one of the challenges is to provide accurate convex polytopes while reducing the number of vertices. For the Jordan decomposition procedure, the number of vertices \( N_v \) increases exponentially with the order of the system. A method for reducing the number of vertices has been provided in [201,157,156]. However, the method provides a larger polytopic embedding and may result in a conservative stability condition. Methods that are independent of the order of the systems have been proposed by combining polytopic embeddings with norm bounded approximations [108,109,53,52]. We present briefly an adaptation of the approach based on Taylor series approximation in [108,109], originally used for sampled-data systems with
input delay. Note that the transition matrix $A(h_k)$ with $h_k \in [\underline{h}, \overline{h}]$ can be rewritten as

$$A(h_k) = A(\underline{h}) + \Delta(\rho)\Psi(h)$$

where $\rho_k = h_k - \underline{h} \in [0, \overline{h} - \underline{h}]$, $\Delta(\rho) = \int_0^\rho e^{A_s}ds$ and $\Psi(h) = A^M(h) + BK$. Using a Taylor series approximation of the matrix exponential, $\Delta(\rho)$ can be expressed as

$$\Delta(\rho) = T_M(\rho) + R_M(\rho)$$

where $T_M(\rho) = \sum_{i=1}^M A_i(\rho)^{M-1}$ is the $M^{th}$ order Taylor series approximation and $R_M(\rho)$ is the remainder. The procedure proposed in [108,109] allows to embed $T_M(\rho)$ in a convex polytope with $N_v = M + 1$ vertices

$$T_M(\rho) \in \text{conv}\{U_i, i = 1, \ldots, M + 1\}, \forall \rho \in [0, \overline{h} - \underline{h}],$$

where $U_0 = 0, U_{i+1} = (\overline{h} - \underline{h})A_i^{-1} + U_i, i = 1, \ldots, M$. Furthermore, an upper bound on the induced Euclidean norm of $R_M(\rho)$ can be computed using the method proposed in [149]. To obtain an embedding with $\|R_M(\rho)\|_2 < \gamma_R$ for all $\rho \in [0, \overline{h} - \underline{h}]$ the approximation order $M$ must be chosen such that

$$\|A\|_2 (\overline{h} - \underline{h}) < M + 2, \quad \|A^M\|_2 (\overline{h} - \underline{h})^{M+1} \frac{M + 2}{(M + 1)!} \leq \gamma_R.$$

For this approach the number of vertices is linear in the order $M$ of the Taylor approximation. Stability criteria are obtained in a direct manner by combining LMI methods for polytopic systems with the ones for systems with norm-bounded uncertainty.

Note that for both norm-bounded and polytopic embeddings approaches, the accuracy of the approximation may be significantly increased by dividing $[\underline{h}, \overline{h}]$ into several subintervals and applying the embedding procedure locally [79,200,111,52]. For example, in the case of the norm-bounded embedding used in Theorem 19, the idea is to consider a grid of $r$ "nominal" sampling intervals $\{T_1 < T_2 < \cdots < T_r\}$ and to verify the existence of a symmetric positive definite matrix $X$ and of $r$ parameters $\gamma_i, i = 1, \ldots, r$, such that $M(T_i, X, \gamma_i) \prec 0$ for all $i = 1, \ldots, r$. When this condition is satisfied, system (62) is stable for any time-varying sampling interval $h_k \in \bigcup_{i=1}^r T(T_i, \gamma_i)$ where $T(T_i, \gamma_i) = [\underline{h}, \overline{h}] \cap T(T_i, \gamma_i)$ are defined using (71), (72). Furthermore, it has been shown in [79] that using this approach one can approximate the condition (65) as accurately as desired, in the sense that if the condition (65) holds for $h \in [\underline{h}, \overline{h}]$, then necessarily there exists a matrix $X = P^{-1}$, a sufficiently tight grid of parameters $T_i, i = 1, \ldots, r$ and positive scalars $\gamma_i, i = 1, \ldots, r$ such that $M(T_i, X, \gamma_i) \prec 0$ for all $i = 1, \ldots, r$, and $[\underline{h}, \overline{h}] \subset \bigcup_{i=1}^r T(T_i, \gamma_i)$. Such an asymptotic exactness property has also been discussed for other embedding approaches [52,200,241]. The main issue is that, using convex embeddings, the conservatism with respect to the quadratic stability condition (65) can be reduced to any degree at the cost of increased computational complexity. However, the analysis of the asymptotic exactness property does not take into account all numerical implementation aspects. Most of the methods are based on the computation of the matrix exponential for nominal sampling intervals, on the use of the eigenvalues/eigenvectors of the state matrix $A$ or of its characteristic polynomial, etc. Computing any of these elements introduces approximations [179] which might influence the numerical implementation of the embedding. The effect of these approximations on the accuracy of the stability analysis needs to be further analysed.

### 4.3.3 Analysis based on Delta-operators

One of the drawbacks of the discrete-time analysis as the one proposed in (65) is the fact that the matrix $A(\theta)$ is close to identity when $\theta$ is small. For small values of the lower bound of the sampling interval $h_k$ the inequality may be difficult to handle numerically. To avoid this numerical drawback, a condition which encompasses (65) has been proposed in [200].

**Theorem 20** System (12) is Exponentially Stable for any arbitrary sampling sequence with $t_{k+1} - t_k \in [\underline{h}, \overline{h}]$ if there exists $X > 0$ such that

$$\Omega(\theta)X + X\Omega^T(\theta) + \theta\Omega^T(\theta)X\Omega(\theta) < 0, \quad (80)$$

for all $\theta \in [\underline{h}, \overline{h}]$ where

$$\Omega(\theta) = \frac{1}{\theta}(\Lambda(\theta) - I) = \frac{1}{\theta} \int_0^\theta e^{A_s}ds (A + BK). \quad (81)$$

This condition is obtained from an extension of the Delta-operator approach [171]. System (12) with $h_k \in [\underline{h}, \overline{h}]$ satisfies the relation

$$\delta_k x = \Omega(h_k)x(t_k), \quad \forall k \in \mathbb{N}, \quad (82)$$

where $\delta_k x := \frac{x(t_{k+1}) - x(t_k)}{h_k}, \forall k \in \mathbb{N}$, and $\Omega(\cdot)$ as defined in (81). Note that when $h$ tends to zero, the matrix $\Omega(h)$ converges to $A + BK$. The model (82) provides a smooth transition from the continuous-time control loop $\dot{x} = (A + BK)x$ (obtained when the sampling interval tends to zero) and the discrete-time representation (62). Condition (80) implies that the candidate
Lyapunov function $V(x) = x^T X^{-1} x$ satisfies
\[ \delta_k V := \frac{V(x_{k+1}) - V(x_k)}{h_k} < 0 \]
for all $x_k \neq 0$, $h_k \in [h, H]$, $k \in \mathbb{N}$. When $\theta$ tends to zero, (80) converges to the classical stability conditions for the continuous-time control loop:
\[ (A + BK)X + X(A + BK)^T < 0. \]
Similarly to the discrete-time analysis in condition (65), the parametric conditions (80) can be replaced by a finite number of LMIs using a convex embedding of the matrix $\Omega(\theta)$. See [200], where a polytopic embedding procedure based on the Jordan normal form and the mean value theorem has been proposed. See also [29] for an approach using more general Lyapunov functions.

### 4.3.4 Continuous-time analysis using embeddings

In practice it is important to provide an estimate of the system's performance in between sampling instants. A continuous-time approach based on convexification arguments has been proposed in [114, 61] for LTI systems. The approach takes into account the relation $x(t) = \Lambda(t - t_k)x(t_k)$, $\forall t \in [t_k, t_{k+1})$, $k \in \mathbb{N}$, (85)
still referring to the definition of the transition matrix $\Lambda(t - t_k) = I + \int_0^{t-t_k} e^{A\tau} d(A + BK)$ of system (12).

The classical condition $\dot{V}(x(t)) < -\lambda V(x(t))$ ensuring the exponential decay of a candidate Lyapunov function $V(x) = x^T P x$ for some positive $\lambda$ can be expressed as the following parametric LMI
\[ \begin{bmatrix} \Lambda(\theta) & \Lambda(\theta) \end{bmatrix}^T \begin{bmatrix} A^T P + PA + \lambda P & PBK \\
K^T B^T P & 0 \end{bmatrix} \begin{bmatrix} \Lambda(\theta) \\
\Lambda(\theta) \end{bmatrix} < 0, \]
for all $\theta \in [0, \bar{h}]$. A finite number of LMIs can be obtained similarly to the discrete-time case, by embedding the matrix $\Lambda(\theta)$ in a convex polytope
\[ \mathcal{W} := \text{conv}\{\bar{\Lambda}_1, \bar{\Lambda}_2, \ldots, \bar{\Lambda}_N\}, \]
that is $\Lambda(\theta) \in \mathcal{W}$, $\forall \theta \in [0, \bar{h}]$. Sufficient stability conditions [114] are given by the existence of a matrix $P > 0$ and of matrices $G_1, G_2 \in \mathbb{R}^{n \times n}$ solution to
\[ \begin{bmatrix} A^T P + PA + \lambda P + G_1 & PBK - G_1 \Lambda_1 + G_2^T \\
K^T B^T P - \Lambda_1^T G_1 + G_2 & -G_2 \Lambda_1 - \Lambda_1^T G_2^T \end{bmatrix} < 0, \]
for all $i = 1, \ldots, N$. For a less conservative approach using the Lyapunov-Razumikhin method, see [61]. A robust analysis faced to perturbations has been proposed in [63].

### 4.3.5 Looped functionals

While convex embeddings allow for approximating the stability conditions (65) as accurately as desired, including parametric uncertainties in the analysis is quite difficult. Recently, a discrete-time approach based on the so-called looped-functional has been considered in [232] to deal with this issue. The key idea is to apply the functional framework, as in the time-delay approach, while preserving the accuracy of discrete-time stability conditions. The approach relies on an unusual formulation of sampled-data systems inspired from the lifting modelling [269]. For all $k \in \mathbb{N}$, consider a lifted state function $\chi_k(\cdot)$ satisfying
\[ \begin{cases} \chi_{k+1}(0) = \chi_k(h_k), \forall k \in \mathbb{N}, h_k \in [h, H], \\
\frac{d}{d\tau} \chi_k(\tau) = A \chi_k(\tau) + BK \chi_k(0), \forall \tau \in [0, h_k]. \end{cases} \]
The function $\chi_k(\tau)$, $\tau \in [0, h_k]$ represents the trajectory of the sampled-data system over the interval $[t_k, t_{k+1}]$. Define the set $\mathbb{K} = \bigcup_{h \in [h, H]} C^0([0, h], \mathbb{R}^n)$ so to represent such a class of functions. The following theorem establishes a relation between a discrete-time stability analysis (as in (66)) and an analysis using functionals (as in the time-delay approach).

**Theorem 21** [232] Consider system (12) and the lifted model (87). Let $V : \mathbb{R}^n \to \mathbb{R}_+$ be a differentiable function for which there exist positive scalars $\mu_1 < \mu_2$ such that for all $x \in \mathbb{R}^n$, $\mu_1 \|x\|^2 \leq V(x) \leq \mu_2 \|x\|^2$. The two following statements are equivalent.

(i) The increment of the candidate Lyapunov function $V(\cdot)$ is strictly negative at sampling instants, i.e.
\[ \Delta V(k) = V(\chi_k(h_k)) - V(\chi_k(0)) < 0, \]
for all $k \in \mathbb{N}$ and $h_k \in [h, H]$;

(ii) There exists a continuous and differentiable functional $V : [0, h] \times \mathbb{K} \to \mathbb{R}$ which satisfies for all $h \in [h, H]$, $z \in C^0([0, h], \mathbb{R}^n) \subset \mathbb{K}$
\[ V(h, z(\cdot)) = V(0, z(\cdot)), \]
and such that, for all $(k, h_k, \tau) \in \mathbb{N} \times [h, H] \times [0, h_k]$,
\[ \frac{d}{d\tau} V(\chi_k(\tau)) + V(\tau, h_k) < 0. \]
Moreover, if one of these two statements is satisfied, then the null solution of system (12) is Asymptotically Stable for any sampling sequence with $t_{k+1} - t_k \in [h, H]$.

The main difference compared with the Lyapunov-Krasovkii approach used in the time-delay framework remains in the design of the functional. The positive
the form for all such that with 

\[ x_{k+1} = x_k + h_k F(x_k, u_k). \]

Other approximations can be found in standard books [244] and tutorials [182,183]. The approach in [258] considers an approximate model

\[ x_{k+1} = F_h^*(x_k, u_k), \] (92)

obtained for some nominal sampling interval \( h^* \in [\underline{h}, \overline{h}] \). Model (92) is assumed to be one-step consistent [244] with the exact discrete-time plant, i.e. there exists \( \hat{\rho} \in K_\infty \) such that \( \|F_h^*(x, u) - F_h^*(x, u)\| \leq h^*\hat{\rho}(h^*) (\|x\| + \|u\|) \), for all \( x \in \mathbb{R}^n, u \in \mathbb{R}^m \). It is considered that the approximate model (92) has been used to design a controller

\[ u_k = K_h^*(x_k) \] (93)

parametrized by the nominal sampling interval \( h^* \), and that the closed-loop system (92),(93) is asymptotically stable. More formally, it is assumed that there exists a candidate Lyapunov function for the approximate closed-loop system (92),(93), i.e. a function \( V_h^*(x) \) and \( \alpha_1 > 0, i = 1, 2, 3 \) such that the involved conditions holds for some \( r > 1 : \alpha_1 \|x\|^r \leq V_h^*(x) \leq \alpha_2 \|x\|^r \) and

\[ \frac{V_h^*(F_h^*(x, K_h^*(x)))) - V_h^*(x)}{h} \leq -\alpha_3 \|x\|^r \] (94)

for all \( x \in \mathbb{R}^n \). Furthermore, the control law \( K_h^*(\cdot) \) is considered to be linearly bounded, i.e. there exists \( \beta_\alpha > 0 \) such that \( \|K_h^*(x)\| \leq \beta_\alpha \|x\| \) for all \( x \in \mathbb{R}^n \). The following theorem provides generic results for the robust stability of the exact closed-loop system

\[ x_{k+1} = F_h^*(x_k, K_h^*(x_k)), \] (95)

using the fact that the control law \( u_k = K_h^*(x_k) \) is a stabilizer for the approximate model (92).

**Theorem 22** [258] Consider system (95) with \( h_k \in [\underline{h}, \overline{h}] \) for all \( k \in \mathbb{N} \). Consider the following notation

\[ \beta_\alpha = \left( 2 + \beta_\alpha + (1 + \max(1, \beta_\alpha))(e^{\beta_\alpha \frac{\overline{h}}{\underline{h}}} - 1) + h^*\hat{\rho}(h^*) (1 + \beta_\alpha) \right) \]

(96)

Assume that the Lyapunov candidate function \( V_h^*(x) \) is locally Lipschitz and there exists \( \beta_\alpha > 0 \) such that

\[ \sup_{z \in \partial V_h^*(z)} \|z\| \leq \beta_\alpha \|x\|^r, \]
for all $x \in \mathbb{R}^n$, where $\partial V_{h^*}(x)$ denotes the generalized differential of Clarke. If there exists $\beta \in (0, 1)$ such that
\[
\beta \frac{\beta^2 - 1}{h^*} (h^* \tilde{\rho}(h^*) (1 + \beta u) + p_h(h^*, M_h)) \leq (1 - \beta) \alpha_3
\] (97)
is satisfied where
\[
p_h(h^*, M_h) = e^{\beta h^*} (1 + \beta u) (e^{\beta M_h} - 1)
\]
with $M_h = \max_{h \in [0, \bar{h}]/h - h^*}$, then there exist $c, \lambda > 0$ such that $\|x_k\| \leq c\|x_0\|e^{-\lambda h}$, In other words, system (95) is Globally Exponentially Stable, Uniformly for all $h_k \in [h, \bar{h}]$ and all $k \in \mathbb{N}$.

The above theorem is a natural extension of the result in [190,191] for sampled-data systems with constant sampling intervals. The main condition (97) involves two terms. The first term $\beta \frac{\beta^2 - 1}{h^*} \tilde{\rho}(h^*) (1 + \beta u)$ reflects the effect of approximatively discretizing the nominal system using a nominal sampling interval $h^*$; the second term, $e^{\beta h^*} p_h(h^*, M_h)$ reflects the effect of uncertainty in the sampling interval.

4.3.7 Further reading

Control design methodologies based on convex embeddings have been presented in [108,43,109,83,185]. See also [226] for an LPV design of controllers that are adapted in real-time to the value of the sampling interval and [110] for the case of systems with delay-scheduled controllers. Extensions of the discrete-time approach for networked control systems with scheduling protocols can be found in [53,146,52,147,36]. For model predictive control of networked control systems see also [201,89,157]. Lie algebraic criteria for the analysis of systems with time varying sampling have been proposed in [58]. A mixed continuous-discrete approach has also been proposed in [148]. The relation between clock dependent and looped Lyapunov functionals has been investigated in [28].

4.4 Input/Output stability approach

In this subsection we present several methods that study sampled-data systems from a robust control point of view. The main idea of the Input/Output stability approach is to consider the sampling error as a perturbation with respect to a nominal continuous-time control-loop. Classical robust control tools are used in order to assess the stability of the sampled-data systems [272,278,168,217]. Some of the presented methods are reminiscent from the Input/Output stability approach used for the analysis of time delay systems [122,124,197,96,130,77,131], and have been further developed independently of the time delay approach.

4.4.1 Basic idea

Note that the LTI sampled-data system (12) can be re-expressed in the form [174]
\[
\dot{x}(t) = \begin{pmatrix} A + BK \\ :=A_{cl} \end{pmatrix} x(t) + \begin{pmatrix} BK \end{pmatrix} (x(t_k) - x(t)), \quad \dot{e}(t) :=\begin{pmatrix} e(t) \end{pmatrix}
\]
(98)
where $A_{cl}$ corresponds to the state matrix of the nominal continuous-time control loop while $e(t)$ represents the error induced by sampling. An essential fact in this approach is that the sampling induced error $e(t) = x(t_k) - x(t)$ can be equivalently re-expressed as
\[
e(t) = - \int_{t_k}^{t} \dot{x}(\theta) d\theta, \quad \forall t \in [t_k, t_{k+1}).
\]
(99)

Considering $y(t) = \dot{x}(t)$ as an auxiliary output for system (98), the sampled-data system (12) can be re-expressed equivalently by the feedback interconnection of the operator $\Delta_{sh} : L^2_{\infty}[0, \infty) \to L^2_{\infty}[0, \infty)$, $\Delta_{sh} : y \to e$, defined by:
\[
e(t) = (\Delta_{sh} y)(t) = - \int_{t_k}^{t} y(\theta) d\theta, \quad \forall t \in [t_k, t_{k+1}),
\]
(100)
with the system
\[
\begin{cases}
\dot{x}(t) = A_{cl} x(t) + B_{cl} e(t), \quad x(0) = x_0 \in \mathbb{R}^n, \\
y(t) = C_{cl} x(t) + D_{cl} e(t) = \dot{x}(t)
\end{cases}
\]
(101)
where $C_{cl} = A_{cl} = A + BK$ and $D_{cl} = B_{cl} = BK$. Note that the nominal system (101) is LTI. It represents the dynamics of the continuous-time system with an additive input perturbation $e$. The operator $\Delta_{sh}$ captures both the effects of sampling and its variations. An alternative model can also be derived by considering the actuation error $e_{cl}(t) = K (x(t_k) - x(t))$ (see [81]). The stability of the sampled-data system (12) can then be studied by analysing the interconnection (100),(101).

4.4.2 Small gain conditions

To provide constructive stability conditions, the Small Gain Theorem [272,278,122,96] constitutes a simple and
powerful tool in the robust control framework. Let \( G : \mathcal{L}_2^2[0, \infty) \to \mathcal{L}_2^2[0, \infty) \) be the linear operator described by the transfer function

\[
\hat{G}(s) = s(sI - A_d)^{-1}B_d
\]

(102)

associated to system (101). The operator \( G \) captures the behaviour of (101) for null initial conditions. Considering the free response of system (101), \( f(t) = A_d e^{A_d^T x_0}, \forall t \geq 0 \), the interconnection (100),(101) can be re-expressed as

\[
\begin{cases}
y = Ge + f \\
e = \Delta_{sh} y
\end{cases}
\]

(103)

(see Figure 6). A direct consequence of the Small Gain Theorem is the fact that if

\[
\|G\|_{2,2} \|\Delta_{sh}\|_{2,2} < 1,
\]

(104)

then the interconnection (103) is \( \mathcal{L}_2 \) stable, i.e. there exist a positive scalar \( C \) such that

\[
\int_0^t \left( \|y(\theta)\|^2 + \|e(\theta)\|^2 \right) d\theta \leq C \int_0^t \|f(\theta)\|^2 d\theta
\]

(105)

for any \( t > 0 \). Here \( \|G\|_{2,2} \), \( \|\Delta_{sh}\|_{2,2} \) denote the induced \( \mathcal{L}_2 \) norms of \( G \) and \( \Delta_{sh} \), respectively. Inequality (104) is known as the small gain condition. Due to the linearity of \( G \), its induced \( \mathcal{L}_2 \) norm can be readily computed [278] using the \( \mathcal{H}_\infty \) norm of its transfer function:

\[
\|G\|_{2,2} = \|G\|_\infty := \sup_{\omega \in \mathbb{R}} \left( G(j\omega) \right).
\]

Furthermore, for the case of LTI sampled-data systems, \( \mathcal{L}_2 \) stability of the interconnection (103) implies asymptotic stability \(^5\) of the sampled-data control loop (12):

**Theorem 23** [81] Suppose that \( A_d \) is Hurwitz. System (12) is Uniformly Asymptotically Stable if the feedback interconnection (103) is \( \mathcal{L}_2 \) stable.

Therefore, providing tractable stability conditions for system (12) leads to providing an estimate for the induced \( \mathcal{L}_2 \) norm of the operator \( \Delta_{sh} \). An upper bound of this norm has been computed in [130] using a more general uncertain delay operator:

\[
\Delta_d : y(t) \to e(t) = (\Delta_d y)(t) := -\int_{t - \tau(t)}^t y(\theta) d\theta,
\]

(106)

where \( \tau(t) \in [0, \bar{\tau}] \). The operator \( \Delta_{sh} \) is a particular case of \( \Delta_d \) with \( \tau(t) = t - t_k, \forall t \geq 0, k \in \mathbb{N} \).

**Lemma 24** [130] The \( \mathcal{L}_2 \)-induced norm of the operator \( \Delta_d \) in (106) is bounded by \( \bar{\tau} \).

Using this property, and the fact that the operator \( \Delta_d \) satisfies \( M \Delta_d = \Delta_d M \) for all \( M \in \mathbb{R}^{n \times n} \), Mirkin [174] provided the following \( \mathcal{L}_2 \) stability conditions

\[
\exists M \in \mathbb{R}^{n \times n}, M > 0 \quad \text{such that} \quad \|MG(s)M^{-1}\|_\infty < \frac{1}{\bar{\tau}^2},
\]

(107)

which is a consequence of the Scaled Small Gain Theorem [242]. Interestingly, it is also shown that (107) is related to the condition in [72] which is obtained using the input-delay approach and the Lyapunov-Krasovskii functional (23). The same LMI can be used to check both conditions. Mirkin then showed that the bound on the \( \mathcal{L}_2 \) induced norm can be enhanced by exploiting the properties of \( \Delta_{sh} \).

**Lemma 25** [174] The \( \mathcal{L}_2 \)-induced norm of the operator \( \Delta_{sh} \) is bounded by \( \delta_0 = \frac{2}{\bar{\tau}} \bar{\tau} \), and thus

\[
\int_0^{+\infty} \|(\Delta_{sh} y)(\theta)\|^2 d\theta \leq \int_0^{+\infty} \delta_0^2 \|y(\theta)\|^2 d\theta,
\]

(108)

for all \( y \in \mathcal{L}_2^2[0, \infty) \).

This bound on the induced \( \mathcal{L}_2 \) norm of \( \Delta_{sh} \) is actually exact and it is attained when there exists an index \( k \in \mathbb{N} \) such that \( t_{k+1} - t_k = \bar{\tau} \). This leads to the following sufficient \( \mathcal{L}_2 \) stability condition, improving (107):

\[
\exists M \in \mathbb{R}^{n \times n}, M > 0 \quad \text{such that} \quad \|MG(s)M^{-1}\|_\infty < \frac{2}{\bar{\tau}},
\]

(109)

Note that the upper bound on induced \( \mathcal{L}_2 \) norm of \( \Delta_{sh} \) can also be related to the Wirtinger’s inequalities [154] used in the time delay approach. In practice, condition (109) is readily verifiable via standard LMI for the estimation of the \( \mathcal{H}_\infty \) norm of LTI systems [174,242,96].

\[
\begin{bmatrix}
XA_d + A_d^T X + \frac{2}{\bar{\tau}} X BK & A_d^T Y \\
\ast & -Y + \frac{2}{\bar{\tau}} K^T B^T Y
\end{bmatrix} < 0
\]

(110)

to be solved for \( X,Y > 0 \) (obtained with \( Y = M^2 \)).

Recently, an extension of the Input-Output stability approach has been proposed [40] for nonlinear systems

\[
\begin{cases}
\dot{x} = f(x) + g(x)u, \\
y = H(x),
\end{cases}
\]

(111)
with a sampled-data output feedback
\[ u(t) = K(y(t_k)), \forall t \in [t_k, t_{k+1}). \tag{112} \]

Here \( f(0) = 0 \) and all the functions are supposed to be continuously differentiable. The closed-loop system (111), (112) can be re-expressed as
\[ \dot{x}(t) = (f(x) + g(x)K(H(x))) - g(x)(K(y(t)) - K(y(t_k))), \tag{113} \]
where \( f_{cl}(x) \) represents the dynamics of a nominal closed-loop system and \( e_u \) the error of sampling at controller level. This model can be related with (60) used in the impulsive approach by \[193\]. The sampling error satisfies
\[ e_u(t) = \int_{t_k}^{t} z(\theta)d\theta, \forall t \in [t_k, t_{k+1}), \tag{114} \]
where \( z(t) = dK(y(t))/dt \). Stability conditions can be derived based on Input-to-State stability and small gain analysis.

**Theorem 26** \[40\] Consider system (111) under the control law (112). Assume that \( t_{k+1} - t_k \in [0, \bar{t}] \). Suppose that the following auxiliary system
\[ \begin{align*}
\dot{x}(t) &= f_{cl}(x(t)) - g(x(t))e_u(t) \\
z(t) &= \frac{dK(y(t))}{dt}, \tag{115}
\end{align*} \]
with input \( e_u \) and output \( z \) has the following Input-to-State and Input-to-Output Stability properties
\[ \begin{align*}
\|x(t)\| &\leq \max\{\beta_x(\|x(t_0)\|, t - t_0), \gamma_x(\|e_u(t_0)\|)\}, (116) \\
\|z(t)\| &\leq \max\{\beta(\|x(t_0)\|, t - t_0), \gamma(\|e_u(t_0)\|)\}, (117)
\end{align*} \]
\( \forall t \geq t_0 \geq 0 \), where \( \|e_u(t_0)\| = \max_{t_0 \leq t \leq t_0} \|e_u(t)\| \), \( \beta, \beta_x \)
is the class \( \mathcal{K}\mathcal{L} \) functions and \( \gamma, \gamma_x \) are class \( \mathcal{K} \) functions. If \( \gamma(s) < s/\bar{K} \) for all \( s > 0 \), then the equilibrium point \( x = 0 \) of the closed-loop system (111), (112) is Globally Asymptotically Stable for any initial condition in \( \mathbb{R}^n \).

**4.4.3 Integral Quadratic Constraints and extensions**

For the case of LTI sampled-data systems (12), the properties of the operator \( \Delta_{sh} \) in (100) can be further exploited in the framework of Integral Quadratic Constraints (IQC) \[168\]. Less conservative stability conditions can be obtained. While very general definitions of IQCs are available in the literature \[168\], we restrict ourselves here to IQCs defined by symmetric matrices II with real elements, that have been used for stability analysis of systems with aperiodic sampling. Roughly speaking, the bounded operator \( \Delta_{sh} \) in (100), with input \( y \) and output \( e \), is said to satisfy the IQC defined by the symmetric matrix II if
\[ \int_0^\infty \left[ \begin{array}{c} y(\theta) \\ e(\theta) \end{array} \right] ^T \Pi \left[ \begin{array}{c} y(\theta) \\ e(\theta) \end{array} \right] d\theta \geq 0 \tag{118} \]
for all \( y \in \mathbb{L}_2^2[0, \infty) \) and \( e = \Delta_{sh}y \). We present as follows a simplified version of the classical IQC Theorem \[168\] that can be used in order to derive stability conditions for the interconnection (103).

**Theorem 27** \[168\] Consider the interconnection (103) describing the LTI sampled-data system (12) and the bounded operator \( \Delta_{sh} \) in (100). Suppose that \( A_{cl} = A + BK \) is Hurwitz and assume that there exists a matrix
\[ \Pi = \begin{bmatrix} \Pi_{11} & \Pi_{12} \\ \Pi_{12}^T & \Pi_{22} \end{bmatrix} \tag{119} \]
with \( \Pi_{11}, \Pi_{12}, \Pi_{22} \in \mathbb{R}^{n \times n} \), \( \Pi_{11} \succeq 0, \Pi_{22} \preceq 0 \), such that the operator \( \Delta_{sh} \) satisfies the IQC defined by \( \Pi \); there exists \( \epsilon > 0 \) such that
\[ \left[ G(j\omega) \right]^T \Pi \left[ \hat{G}(j\omega) \right] \preceq -\epsilon I, \forall \omega \in \mathbb{R}. \tag{120} \]

Then the interconnection (103) is \( \mathbb{L}_2 \) stable.

Using Theorem 23, the conditions of Theorem 27 also imply uniform asymptotic stability of the sampled-data system (12). Condition (120) can be converted into a frequency independent finite dimensional LMI using the Kalman-Yakubovich-Popov Lemma \[223\]:

\[ \begin{bmatrix} A_{cl}^T P + PA_{cl} PB_{cl} \\ B_{cl}^T P \end{bmatrix} + \begin{bmatrix} C_{cl} D_{cl} & 0 \\ 0 & I \end{bmatrix} \Pi \begin{bmatrix} C_{cl} D_{cl} & 0 \\ 0 & I \end{bmatrix} < 0 \tag{121} \]

to be solved for \( P > 0 \).

As an example, a simple IQC can be obtained directly from Lemma 25. Note that inequality (108) implies that \( \Delta_{sh} \) satisfies the IQC defined by
\[ \Pi = \begin{bmatrix} \left( \frac{2\pi}{\bar{K}} \right)^2 I & 0 \\ 0 & -I \end{bmatrix}. \tag{122} \]

For this IQC, condition (120) yields to the standard small gain criteria
\[ \left( \frac{2\pi}{\bar{K}} \right)^2 \hat{G}(j\omega) \hat{G}(j\omega) \prec I, \forall \omega \in \mathbb{R}, \tag{123} \]
which corresponds to a simple condition on the $H_{\infty}$ norm of $G$: $\|G(s)\|_{\infty} < \frac{\delta_0}{\bar{\varepsilon}}$.

Fujioke [81] showed that the operator $\Delta_{sh}$ also satisfies the following passivity-like property.

**Lemma 28** [81] The operator $\Delta_{sh}$ defined in (100) satisfies

$$\int_0^{\infty} y^T(\theta)(\Delta_{sh}y)(\theta)d\theta \leq 0,$$

(124)

for all $y \in L_2^{\infty}[0, \infty]$.

It is important to note that if $\Delta_{sh}$ satisfies several IQC defined by matrices $\Pi_1, \Pi_2, \ldots, \Pi_r$, then a sufficient condition for stability that takes into account all the properties is given by the existence of positive scalars $\alpha_1, \alpha_2, \ldots, \alpha_r$ such that condition (120) holds with $\Pi = \alpha_1\Pi_1 + \alpha_2\Pi_2 + \ldots + \alpha_r\Pi_r$. The properties of $\Delta_{sh}$ in Lemma 25 and Lemma 28 can be generalized [81] using scaling matrices $0 \preceq Y \in \mathbb{R}^{n \times n}$, $0 \prec X \in \mathbb{R}^{n \times n}$ and grouped into the following IQC:

$$\int_0^{\infty} \begin{bmatrix} y^T & e^T \end{bmatrix} \begin{bmatrix} \delta_0^2 X - Y & 0 \\ -Y & -X \end{bmatrix} \begin{bmatrix} y \\ e \end{bmatrix} dt \geq 0$$

(125)

which holds for all $y \in L_2^{\infty}[0, \infty)$ and $e = \Delta_{sh}y$ with $\delta_0 = \frac{\bar{\varepsilon}}{\bar{\varepsilon}_y}$. Using the integral property (125) and Theorem 23, Fujioke [81] has proposed the following stability condition.

**Theorem 29** [81] The system (12) is **Globally Uniformly Asymptotically Stable for any sampling sequence with** $t_{k+1} - t_k \leq \bar{t}$ **if there exist** $0 \prec P \in \mathbb{R}^{n \times n}$, $0 \prec X \in \mathbb{R}^{n \times n}$, $0 \preceq Y \in \mathbb{R}^{n \times n}$ **satisfying**

$$\begin{bmatrix} A_{\theta\theta}^2 P + PA_{\theta\theta} + AP_{\theta} + P_{\theta}A_{\theta} \\ B_{\theta}^2 P \end{bmatrix} > 0$$

$$+ \begin{bmatrix} C_{\theta\theta} & D_{\theta} \\ 0 & I \end{bmatrix} \begin{bmatrix} \delta_0^2 X - Y \\ -Y - X \end{bmatrix} \begin{bmatrix} C_{\theta\theta} & D_{\theta} \\ 0 & I \end{bmatrix} \prec 0.$$

(126)

Taking into account more properties of the operator $\Delta_{sh}$ may lead to less conservative results. Nevertheless, since the analysis is of a frequency nature, the IQC approach is only applicable to LTI systems. However, one may note that input delays, several performance specifications and classical nonlinearities (sector bounded, saturations, etc.) can be characterized by elementary operators and IQCs [168]. A more complex system can be described by an interconnection of an LTI system and a single block diagonal operator representing the different perturbing elements. Once the IQCs for the different perturbing elements are available, stability of more complex systems is then a rather straightforward matter of defining a single aggregate IQC. This point enhances the applicability of the IQC approach.

In the nonlinear case, an extension [206,207,203] of the IQC approach is possible using methods inspired by the Dissipativity Theory [267,262]. Consider the following nonlinear affine system:

$$\dot{x}(t) = f(x(t)) + g(x(t))K(x(t)), \forall t \in [t_k, t_{k+1}), k \in \mathbb{N},$$

(127)

The functions $f : \mathbb{R}^n \to \mathbb{R}^n$ with $f(0) = 0$, and $g : \mathbb{R}^n \to \mathbb{R}^{n \times m}$ are considered to be sufficiently smooth and the controller $K : \mathbb{R}^n \to \mathbb{R}^m$ is a continuously differentiable function. Considering $f_\ell(x) = f(x) + g(x)K(x)$, $w(t) = K(x(t)) - K(x(t))$ and an auxiliary output $y = \frac{dK}{dx} \dot{x}$, system (127) can be represented by

$$\begin{cases}
\dot{y} = f_\ell(x) + g(x)w \\
y = \frac{dK}{dx} f_\ell(x) + g(x)w \\
w = \Delta_{sh}y.
\end{cases}$$

(128)

Here we consider that $\Delta_{sh} : L_2^{\infty}[0, \infty) \to L_2^{\infty}[0, \infty)$, with $\Delta_{sh}$ defined similarly to (100). The main idea in [206,207,203] is to re-interpret the properties of the operator $\Delta_{sh}$ in terms of "supply" functions $S(y, w)$ such that

$$\int_{t_k}^{t_{k+1}} S(y(\theta), w(\theta))d\theta \leq 0, \forall t \in [t_k, t_{k+1}).$$

(129)

The following result provides an extension of Theorem 29 to the nonlinear affine case.

**Theorem 30** [206] Consider the sampled-data system (127), and the equivalent representation (128), with $\Delta_{sh}$ as given in (100). Consider the quadratic form

$$S(y, w) = \begin{bmatrix} y \\ w \end{bmatrix}^T \begin{bmatrix} -\delta_0^2 X & Y \\ Y & X \end{bmatrix} \begin{bmatrix} y \\ w \end{bmatrix},$$

(130)

with $\delta_0 = \frac{\bar{\varepsilon}}{\bar{\varepsilon}_y}$, $0 \prec X \in \mathbb{R}^{m \times m}$, and $0 \preceq Y \in \mathbb{R}^{m \times m}$. Consider a neighbourhood $\mathcal{D} \subset \mathbb{R}^n$ of the equilibrium point $x = 0$, and suppose that there exist a differentiable positive definite function $V : \mathcal{D} \to \mathbb{R}^+$, a scalar $\alpha > 0$, and class $\mathcal{K}$ functions $\beta_1$ and $\beta_2$, such that

$$\beta_1(||x||) \leq V(x) \leq \beta_2(||x||), \forall x \in \mathcal{D},$$

(131)

and the following inequality is satisfied:

$$\frac{\partial V}{\partial x}(f_\ell(x) + g(x)w) + o(V(x)) \leq S(y, w)e^{-\alpha t},$$

(132)

for any $\theta \in [0, \bar{t})$, $x \in \mathcal{D}$, $w \in \mathbb{R}^m$. Then, the equilibrium $x = 0$ of system (127) is **Locally Uniformly Asymptotically Stable for any sampling sequence with** $t_{k+1} - t_k \leq \bar{t}$. 
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For particular classes of systems, such as LPV, bilinear or more general polynomial sampled-data systems, the conditions of Theorem 30 can be re-written as tractable numerical criteria (LMIs or Sum-Of-Squares decomposition) [206,207,203,202]. These conditions can be enhanced by giving more insight into the mathematical model of the sampling operator \( \Delta \). This would lead to new characterizations of supply functions used in the dissipativity-based approach. However, finding new properties for the operator \( \Delta \) or a better way to rewrite the sampled-data system as an interconnected system has been proven to be difficult, and research is still in progress.

### Further reading

Some of the elements presented in Section 4.3 concerning the use of norm-bounded approximations of the matrix exponential [79] can also be interpreted in the Input/Output approach as the application of the Small Gain Theorem to a discrete-time model. Other IQCs can be found in [80,82]. An approach based on IQCs for the discrete-time model has been proposed recently in [129]. For more general nonlinear networked systems, approaches considering sampling as a perturbation can be found in [263,193]. The boundedness properties of the sampling operator \( \Delta \) from Lemma 25 from [174] can be related with the Wirtinger’s inequalities used in the time delay approach [154,233,234]. Motivated by the approach presented in [67] in the input delay framework, the sampling effect has been recently described by a new operator in [128].

### Sampling as a control parameter - an emerging area

In this section we briefly present the main research directions and some problems concerning the case when the sampling interval \( h_k \) (or equivalently the sequence of sampling \( \sigma = \{ t_k \}_{k \in \mathbb{N}} \)) is considered to be a control parameter that can be modified in order to ensure desired properties in terms of stability and resource utilization. From the real-time control point of view, this formulation corresponds to designing a scheduling mechanism that triggers the sampling operator. The problem has attracted sporadically the attention of the control system’s community since the early ages of sampled-data control [125,55]. With the spring of event- and self-triggered control techniques [10,13,259] it has become a very popular topic [103,177].

Let us consider the nonlinear system (2) and the controller (3) with a given sampling sequence \( \sigma = \{ t_k \}_{k \in \mathbb{N}} \). Clearly, the asymptotic stability of system holds when the sampling sequence \( \sigma \) satisfies \( h_k = t_{k+1} - t_k \in (0,\bar{h}] \) for all \( k \in \mathbb{N} \), where \( \bar{h} \) represents the MSI for which the system is asymptotically stable under arbitrary sampling. A basic problem in designing a sampling sequence \( \sigma = \{ t_k \}_{k \in \mathbb{N}} \) is to ensure the stability of the system while optimizing some Performance Index associated to the frequency of sampling. Most of the time, sampling sequences are compared in simulation based on the mean sampling interval. Given \( \sigma \), one possible choice of Performance Index to be maximized could be

\[
\mathcal{J}(\sigma) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} (t_{k+1} - t_k).
\]

Note that the limit inferior of the sequence is needed since, given a nonlinear system (2),(3), it is not obvious that over an infinite time horizon the mean value interval converges. Generally, the goal is to find sequences that ensure stability and have the mean sampling interval larger then the maximum sampling interval admissible in the periodic and arbitrary varying case. Using the Performance Index (133), the following basic problem can be formulated:

- **Problem B (Optimal sampling sequence):** Consider the nonlinear system (2) and the controller (3). Design a sampling sequence \( \sigma \) maximizing the Performance Index \( \mathcal{J}(\sigma) \) in (133) while ensuring the stability of the closed-loop system (1),(2),(3),(4).

Of course, the problem makes sense only for systems where the control action is necessary. It is not meaningful for open-loop stable systems, where the sampling interval can be made arbitrarily large. Various alternative formalizations of Problem B can be imagined by considering other performance indexes or Cost Functions (e.g. \( \mathcal{J}_c(\sigma) = \sum_{k=0}^{\infty} e^{-(t_{k+1} - t_k)} \)) to be maximized or minimized (see for instance [117,160] for a finite horizon formulation). A stochastic formulation of the problem can be found in [44,180]. It is possible to formulate more complex problems in which one needs to find simultaneously the sampling sequence and system input, as in the minimum attention control formulation [33,54,162], or to optimise not only the sampling cost but also a more classical performance index (LQR, LQG, \( \mathcal{L}_2 \)-gain, etc.) [14,104,8,93].

While the research in the case of arbitrary sampling has reached an advanced phase of development, Problem B is largely open. Due to the complexity of Problem B, simplified versions are under study. For example, stability of sampled-data systems over periodic sequences of sampling has been investigated in [125,146,232]. The optimization of sampling sequences over a finite horizon has been considered since the early works in [117,160]. For both practical and theoretical reasons, the design of state-dependent (closed-loop) sampling sequences, in which the sampling is triggered according to the system state, represents a topic of interest. Basic ideas appeared in the ’60s in the context of adaptive sampling [55,47] and the topic is currently under study in the framework of event-/self-triggered control [10,13,259,12,103,177].
5.1 Event-Triggered (ET) Control

The basic idea of event-triggered control schemes [10,13,14,103,177] is to continuously monitor the system state and to trigger the sampling only when necessary, according to the desired performance of the system. A sampling event is generated when the system’s state crosses some frontier in the state-space. Let us re-consider the hybrid model of an LTI sampled-data system

\[
\begin{align*}
\dot{x} &= Ax + BK\hat{x} \\
\hat{x} &= 0 \\
\tau^+ &= 1 \\
x^+ &= x \\
\hat{x}^+ &= x \\
\tau^+ &= 0
\end{align*}
\]

where \(\hat{x}\) represents the sampled version of the state and \(\tau\) the clock measuring the time since the last sampling instant. In the classical time-triggered sampling context (53), the sets \(C\) and \(D\) implicitly indicating the sampling moments are defined only according to the clock variable \(\tau\): when uniform sampling with period \(T\) is considered, \(C\) is defined by \(\tau \in [0,T]\) and \(D\) by \(\tau = T\). In event-triggered control the idea is to define the sampling triggering sets according to the state variable \(x\) and \(\hat{x}\). For example, it may be of interest to trigger only when the error \(x - \hat{x}\) becomes too large with respect to the system state, i.e. when \(\|x(t) - x(t_k)\| \geq \gamma\|x(t)\|\) where \(\gamma > 0\) is a design parameter (see [250]). For this example the sets \(C\) and \(D\) are:

\[
C = \{(x, \hat{x}, \tau) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} : \|x - \hat{x}\| \leq \gamma\|x\|\},
\]

\[
D = \{(x, \hat{x}, \tau) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} : \|x - \hat{x}\| \geq \gamma\|x\|\}.
\]

Various other types of triggering conditions have been proposed in the literature: send-on-delta (Lebesgue sampling, absolute triggering) [14,209,37], send-on-energy [175], send-on-area [176], Lyapunov sampling [260,238,63,221], etc.

Note that in event-triggering control, the sampling sequence \(\sigma = \{t_k\}_{k \in \mathbb{N}}\) is implicitly defined as:

\[
t_{k+1} = \min \{t : t \geq t_k, (x, \hat{x}, \tau) \in D\}.
\]

The value \(h^*\) for which \(t_{k+1} - t_k \geq h^*\) for all \(k \in \mathbb{N}\) and all initial conditions is called the minimum inter-event time. In the general case the implicit definition of the sampling sequence does not guarantee anything about the “well posedness” of the closed-loop system in terms of existence of solutions, or concerning the existence of a minimum interval between two consecutive events. In particular cases of event-triggered control Zeno phenomena may occur, i.e. the minimum inter-event time \(h^*\) is zero \(^6\) [162,51,25]. This represents an important drawback since the system is converging to a continuous-time control implementation instead of a sampled-data one. To avoid it, various systematic design methodologies for event-triggered control with stability guarantees and no Zeno behavior have been proposed: see [250,266,264,159] based on the Input/Output stability approach, [51,238,65,221] using hybrid models, [271,215,63] based on the time-delay approach. Note that Zeno phenomena can be easily avoided by including restrictions on the clock variable when defining the jump set \(D\). For example, one may add next to the constraints on \(x\) and \(\hat{x}\), a constraint that guarantees that sampling occurs only if \(\tau\) is greater than some minimum desired inter-execution time [65,63,221]. Additionally, the triggering condition may be verified on a discrete sequence of time, as in the Periodic Event-Trigger (PET) control [101,218,102], or in [57], where the event-triggered control problem is formulated directly in discrete-time.

5.2 Self-Triggered (ST) Control

The term self-triggered control was initially proposed by [259] in the context of real time systems. The recent articles [264,6] have attracted the attention of the control system community. Note that basic ideas related to self-triggered control appeared in the ‘60s (see [55,117,47] and the references therein). We point also to the pioneering work in [118] where elements concerning the use of Lyapunov arguments for the design of self-triggering control laws can be found. In self-triggering, at each sampling time it is computed both the sampled-data control value (to be sent to the actuators) and the next sampling instant. The main idea is to use the value of the state at sampling times and knowledge about the system dynamics in order to predict the next time instant a control update is needed. A self-triggering control scheme is described by a sampling function \(h : \mathbb{R}^n \rightarrow \mathbb{R}^+ \setminus \{0\}\) which, at each sampling time \(t_k, k \in \mathbb{N}\), indicates the value of the current sampling interval according to the system state. The sampling sequence \(\sigma = \{t_k\}_{k \in \mathbb{N}}\) is formulated explicitly as

\[
t_{k+1} = t_k + h(x_k),
\]

where \(x_k = x(t_k)\). Very often, the synthesis of a self-triggered control scheme is based on a pre-existing event-triggered control mechanism. In this context, it is aimed at designing the sampling function by pre-computing, at each sampling instant, an estimation of the next time a sampling event has to be generated. For the example of the LTI system (12) with the event-triggered control condition \(\|x(t) - x(t_k)\| \geq \gamma\|x(t)\|\), one may want to

\(^6\) the system requires infinitely fast sampling
design the sampling function:

\[ h(x_k) = \sup \{ \theta > 0 : \| \Lambda(s) - I \| x_k \| < \gamma \| \Lambda(s) x_k \|, \forall s \leq \theta \}, \]  

(137)

where \( \Lambda(\theta) = e^{At} + \int_0^\theta e^{A \tau} d\tau BK \). An important issue is the complexity of the algorithms used for the online implementation of the sampling function \( h(x) \). Even for the simple case (137), the algorithms may be quite complex since they involve solving hyperbolic inequalities. In practice, simple approximations of such sampling functions must be used.


5.3 Relations with the arbitrary sampling problem

A basic problem in both event- and self-triggered control is to design the trigger (or the sampling map \( h(x_k) \)) so as to enlarge the minimum inter-event time \( h^\ast \) while guaranteeing the stability of the system. Providing a quantitative estimation of the minimum inter-event time \( h^\ast \) guarantees the existence of a sub-optimal solution to Problem B with a performance index \( J \geq h^\ast \). Recently, connections between the arbitrary sampling problem (Problem A) and Problem B have been made in [60,61,63,221,252,50]. It has been shown that, for some Lyapunov-based triggering conditions, the minimum inter-event time \( h^\ast \) corresponds to the Maximum Sampling Interval \( h^\ast \) admissible in the arbitrary sampling configuration. This issue is interesting since triggering control schemes could be constructed by upper-bounding the derivatives of Lyapunov functions, as the ones used for solving Problem A. See, for instance, the results in [63,62] where triggering mechanisms are optimized off-line using LMI criteria so as to enlarge the minimum inter-event time. However, the potential of the approaches used for the arbitrary sampling problem is far from being fully exploited. The tools presented in Section 4 may be useful for various aspects in Problem B: deriving new event-/self-triggering mechanisms, providing less conservative estimations of the minimum inter-event time \( h^\ast \), etc.

6 Conclusion

This article has presented basic concepts and recent research directions in sampled-data systems: time-delay, hybrid, discrete-time and input-output models; Lyapunov and frequency domain methods for the stability of systems with arbitrary sampling intervals; converse Lyapunov theorems and constructive numerical criteria. It is to be emphasized that this overview is far from being exhaustive. The research topic of systems with time-varying sampling is still wide open and continuously growing. In particular, the control of sampling is presently receiving a lot of attention, as it was shown in Section 5. It is worth noticing that the subject lies at the intersection of four important axes in Control Theory (time-delay, hybrid, LPV and input-output approaches) and we hope this will have a stimulating impact in the control community. Methods and tools are being transferred from one approach to another and the perspectives of cross-fertilisation and generalization are numerous.
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