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Regularization parameter estimation for

non-negative hyperspectral image deconvolution

Yingying Song, Student Member, IEEE, David Brie, Member, IEEE, El-Hadi Djermoune, Member,
IEEE, and Simon Henrot

Abstract

This work aims at studying a method to automatically estimate regularization parameters of non-negative hyper-
spectral image deconvolution methods. The deconvolution problem is formulated as a multi-objective optimization
problem and the properties of the corresponding response surface are studied. Based on these properties, the minimum
distance criterion (MDC) and the maximum curvature criterion (MCC) are proposed to estimate regularization
parameters especially for the non-negativity constrained deconvolution problem. MDC has good theoretical properties
(convexity, uniqueness) but requires to choose a reference point. On the contrary, MCC does not need to choose
any reference point but does not have interesting theoretical properties. A grid-search-based approach to minimize
the computational cost of MDC and MCC is proposed. It results in fast approaches to estimate the regularization
parameters. Based on simulated 2D images, the proposed approaches are compared to state-of-the-art methods,
confirming the effectiveness of the MDC and MCC for the non-negativity constrained image deconvolution problem.
In the case of non-negative hyperpsectral image deconvolution, the fast MDC yields better performances than the fast
MCC. An application to real-world hyperspectral fluorescence microscopy images is also provided; it confirms the

superiority of MDC.

Keywords
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I. INTRODUCTION

A hyperspectral image can be viewed as a stack of images obtained for different wavelengths. The observed
images may suffer from degradation due to the measuring device, resulting in a convolution or blurring of the
images. Hyperspectral image deconvolution consists in removing the blur to restore the original images at best.
This problem arises in a number of applications including microscopy [1] [2] [3], astronomy [4] [5] [6] and industrial

hyperspectral imaging systems [7] [8]. Actually, hyperspectral image deconvolution is required as soon as the spatial
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resolution has to be increased (super-resolution) [9]. Similar problems also arise in x-ray fluorescence tomography
[10] [11], even if the problem at hand is not a deconvolution problem but rather a reconstruction problem.

The deconvolution of hyperspectral images is an ill-posed inverse problem which suffers from instability. To
recover accurately the original images, it is necessary to resort to some regularization techniques. This can be done
by formulating the problem as the minimization of a penalized criterion incorporating prior information enforcing
the spatial and spectral regularity as well as the non-negativity of the image to recover. Different hyperspectral
image deconvolution methods were proposed in [12], [5], [13], [14] and [3]. They all consider separable spatial
and spectral regularization terms. The effective implementation of such methods is hampered by the choice of the
regularization parameters. In general, this choice is made by successive trials which can be highly time consuming.
Here, we focus on Tikhonov-like hyperspectral image deconvolution with non-negativity constraint proposed in
[13].

A classical approach to estimate a single regularization parameter of Tikhonov-based deconvolution is the gener-
alized cross-validation method [15]. It was used for choosing the regularization parameter in image deconvolution in
[16]. The L-curve presented in [17] and [18] is also a method for selecting a single regularization parameter of the
Tikhonov-based deconvolution. Plotting in a log-log scale the data fitting term versus the penalty term yields a curve
which exhibits a corner. The curvature is expected to reach a maximum value yielding an estimated regularization
parameter which provides an acceptable trade-off between these two terms. However, the L-curve approach has
some undesirable properties discussed in [19] and [20]. In particular, it is not convex and the maximum curvature
is not unique. The L-hypersurface as a multi-objective extension of the L-curve for selecting multiple regularization
parameters was introduced in [21]. However, since the curvature is not uniquely defined, the maximum curvature
approach is not an appropriate choice. Thus, in [21], the minimum distance criterion (MDC), which was already
introduced in [22] for the bi-objective case, is applied to the L-hypersurface for estimating the regularization
parameters; this leads to a simple fixed-point iterative algorithm for computing regularization parameters in both
bi-objective and multi-objective cases. But this approach can only be applied to the unconstrained Tikhonov-based
deconvolution.

The goal of the present paper is to propose a general approach to estimate the regularization parameters of
hyperspectral image deconvolution methods formulated as a convex multi-objective minimization problem. A key
point is that it can be used indifferently for unconstrained and constrained problems. Addressing deconvolution
as a multi-objective optimization problem is not very common. To the best of our knowledge, [23] is the first
work mentioning the link between the L-curve and the multi-objective optimization. It is also mentioned that
the use of the log-log scale results in a loss of convexity of the L-curve. Recently, [24] formulated the basis
pursuit as a convex bi-objective optimization problem and proved that the corresponding Pareto front is convex and
continuously differentiable over all points of interest. In fact, the Pareto front of basis pursuit is strongly connected
to the regularization path for which a continuation-based approach allows fast calculation of the set of solutions
when the regularization parameter is varying from 0 to 4+oo [25]. Two important results are proved in this paper.
Firstly, the multi-objective criterion being composed of convex cost functions, its response surface is proved to be
convex. This property holds for both the unconstrained and constrained cases. Secondly, as far as we know, no
work is explicitly analyzing the impact of the non-negativity constraint on the regularization parameter estimation

of the deconvolution algorithm. Here, we also prove that the non-negativity constraint results in a folding of the
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response surface. The beneficial consequences of these two properties on the regularization parameter estimation
are discussed. This will be supported by extensive simulations aiming at evaluating the Mean Squares Error (MSE)
as a function of the Signal to noise Ratio (SNR).

The paper is organized as follows: in section II, we present the non-negative hyperspectral image deconvolution
problem. In section III, it is formulated as a multi-objective optimization problem and the properties of the
corresponding response surface are studied. In section IV, to estimate the regularization parameters, the maximum
curvature criterion (MCC) and the MDC (directly applied to the response surface) are proposed and their properties
are studied. To reduce the computational burden of MCC and MDC, a grid-search strategy is proposed: it is proved
to be convergent for the MDC but not for the MCC. In section V and in the supplementary material [26], numerical
experiments allowing to assess the performances of the proposed approaches and to compare them with state-
of-the-art methods are presented. Finally, these approaches are applied to hyperspectral fluorescence microscopy

data.

II. HYPERSPECTRAL IMAGE DECONVOLUTION

Hyperspectral imaging consists in observing a spatial scene at several wavelengths. Physically, such an image
can be obtained as a stack of two-dimensional (2D) images equipped with optical filters or as a collection of one-
dimensional (1D) spectra acquired by a spectrometer. Hyperspectral imaging is used in a wide range of applications
including remote sensing [27], chemistry [28], [29], food science [30], biology [31] and medical imaging [32].
Among the different spectroscopic techniques allowing to produce hyperspectral images, we can mention Infra Red
(IR), Raman [33] and fluorescence [34] microscopies. The problem at hand aims at removing the blur affecting
the observed images. Such a blurring arises, for example, when we want to increase the spatial resolution of the

imaging spectrometer. To do that, it is necessary to choose a spatial sampling lower than the instrument resolution.

A. Discrete representation of the blurred images

The unknown hyperspectral image is denoted by X and the observed image by Y. Considering that the discrete
image X has L wavelengths Aq,...,Ar, it can be seen as a stack of images {X;,l =1...L}. X; is a matrix of
size N7 X Na. By concatenating the columns of each image X, the hyperspectral image can be reorganized into L
vectors {x;,l =1...L,} of length N = Ny - Ny each, or a single vector x of length N L. We use similar notations
for the observed image, substituting letter y to letter x.

The blurred image corresponds to the 2D (circular!) convolution of X; with filter ;. An equivalent formulation
of the 2D convolution is obtained by defining a circulant-block-circulant convolution matrix H; of size N x V.

The discrete convolution can be written in matrix form as (see [35] for details):

Hi x X =Hx;. 1)
(2D)

If we assume that the blurring affecting each spectral slice is different, then the global convolution matrix H

yielding the (vectorized) hyperspectral spectral image y is block-diagonal; each block H; is the convolution matrix

Tn what follows, we will consider circular convolution which results in an exact discrete Fourier domain implementation of the convolution.
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corresponding to the wavelength A;:

H, 0 ... 0
0 R :

H= : 2
|0 ... 0 Hp

Finally, the blurred and noisy spectral image is obtained by adding a noise term e which results in the observation
model:

y=Hxte. 3)

The problem in hyperspectral image deconvolution is then the inverse problem which aims at finding the original

image x from the observed one.

B. Hyperspectral image deconvolution

1) Spatial and spectral regularization: Henrot et al. [36], [35] proposes to add a spectral regularization to
the traditional Tikhonov [37] approach yielding a criterion composed of three terms: the data fitting, the spatial

regularization and the spectral regularization:
: 1 Hs X
min J(x) = 5 |ly = Hx|3 + 22 D)3 + £ IDax 3 @

Here, 1 and py are respectively the spatial and spectral regularization parameters. D corresponds to a Laplacian
filter and D corresponds to a first-order derivative filter along the spectral dimension.

The solution of problem (4) is given by
x* = (H'H + 4, DD, + 4, DID,)'Hy. (5)

Introducing the spectral regularization results in a coupling of both spatial and spectral dimensions: the slices of the
hyperspectral images cannot be processed independently. Following [38], the Laplacian (second-order derivative)
and first-order derivative are valid regularization differential operators. A rule of thumb to choose the differential
operator is as follows: the identity operator will favor the reconstruction of null signals, first-order derivative will
favor the reconstruction of constant signals, second-order derivative will favor the reconstruction of linear signals. It
is worth noticing that these operators can be replaced by others. However, in practice, the choice of the differential
operator is not so crucial since the criterion also includes the data fitting term and the trade-off between the
data fitting and regularization terms is controlled by the regularization parameters. In fact, only the choice of the
regularization parameters really matters.

2) Restoration with non-negativity constraint: The solution expressed in (5) cannot guarantee the non-negativity
of the restored image. As proposed in [13], we can add a non-negativity constraint resulting in the following
constrained optimization problem:

min J () = 3 ly ~ Hx[} + 22D, + 22 Dax3

(6)
s.t. x> 0.
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To solve this problem, we use the quadratic penalty method proposed in [13] which consists in introducing a slack

variable p. The original problem is then replaced by a surrogate criterion expressed in (7)

I)Icl.iglK(X,p;g) =J(x)+ gI\X—pHS

(N
st. p>0.
The solution is obtained iteratively. At each iteration, the following three steps are performed:
e unconstrained minimization of K (x, p;¢) with respect to x;
e constrained minimization of K (x, p; &) with respect to p;
e increase of the penalty factor &.
These three steps are alternated until a maximum number of iterations Ny, is reached.
At each iteration k = 1,..., Njr, when p* and &* are fixed, K (x|p*, &) can be minimized explicitly
xFT =(H"H + 4, DI D, + paDi Dy + " y,) 7 (Hy + £5pF). ®)
Once x**! is obtained, p can be updated according to
pFtl = max(O,ka). 9)

A detailed analysis of the quadratic penalty method, including convergence, can be found in [39]. In practice,
increasing the value of £ will ensure the solution to converge to the minimum of the constrained problem. Following
[39], the simplest choice is £t = ~£(F) with v > 1. The initial value of ¢ should be large enough. Indeed, if it
is too small, a large number of iterations may be required to reach the optimum. The choice of v also influences
the convergence rate. As the minimization of K (x|p*,&*) yields the explicit solution (8), « can be set to a large

value. Here, the initial value of £ is set to 1 and v = 10.

III. HYPERSPECTRAL IMAGE DECONVOLUTION AS A MULTI-OBJECTIVE OPTIMIZATION

The starting point of our problem is the hyperspectral image deconvolution (HID) in (6). The optimal solution
x* depends on both 5 and . If the value of y increases toward infinity, the term || Dsx||3 will be minimized.
Similarly, the value of z increasing toward infinity will minimize ||Dyx||3. When u and j) approach zero, the
solution tend to minimize the data fitting term ||y — Hx||3. When p; is very small, the resulting deconvolution is
generally not satisfactory because the noise is not sufficiently rejected. On the other hand, for very small u,, the
intensities of two adjacent spectral bands are not similar enough. But when both are large, the error between the
solution and the observed image increases. This means that we cannot improve one objective without deteriorating
the others. In this section, by stating the problem as a convex multiple objective optimization problem, it is possible
to estimate the response surface from which the Pareto front can be deduced: this gives a characterization of the
set of solutions obtained by varying the values of g = (us, ). While the notions presented here are mainly
concerned with the HID, the problem is formulated in a much more general setting which is the minimization of

cost functions consisting in the weighted sum of convex objectives.
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A. Multi-objective Optimization

A generic multi-objective optimization problem may be formulated as:

min J(x) = (J1(x), ..., J.(x)). (10)

X
Here, J is a (vector) criterion of z (which equals 3 in our case) objective functions which defines a multi-dimensional
space.

1) Ideal objective vector: The ideal objective vector is defined as in [40]:
1=(I,....L.). (11)
The ¢-th component of I is the minimum of the problem:
Ii:n;inJi(x), i1=1,...,z2. 12)

The ideal objective vector I corresponds to the point whose coordinates are minimum among each objective. It is
termed as ideal because the value of each objective is the smallest and that is exactly the goal of the minimization
problem (10). Most of the time, it cannot be reached because the objectives are conflicting: decreasing one will
increase the others.

2) Pareto front: The notion of domination is defined for example in [40]. It is an important notion in multi-
objective optimization since it allows to define a solution ordering, i.e. we can say that a solution is better than

1)

another one. Let x(1) and x(?) be two different solutions of the multi-objective minimization problem (10). The

solution x(X) is said to dominate x(2) and we write x(1) < x(2)_ if the solution x(1) is not worse than x(2) in all

2)

objectives, and the solution x(1) is strictly better than x(?) in at least one objective:

JixM) < J;(xP) Viel,...,2]
xM < x@iff (13)
Fel,...,2] st D)< g x?).
Otherwise, the solution x(1) does not dominate the solution x(2). A solution is either dominated or non-dominated
but cannot be both at the same time. The solution X is said to be non-dominated or Pareto-optimal for a multi-
objective problem if all other vectors x in the set of all feasible points have a higher value for at least one of the
objectives J; with ¢ = 1,--- | z. The set of all the non-dominated solutions is called Pareto front or Pareto curve or
surface which means that each solution belonging to the Pareto front cannot be said better than another in the sense
of domination. The shape of the Pareto surface reveals the nature of the trade-off between the different objective
functions. In multi-objective optimization, the goal is to find the set of Pareto-optimal solutions rather than a single
solution. Two different cases have to be distinguished:
e the case of convex criteria for which it is proved that any point of the Pareto front can be reached using the
weighted sum approach;
e the case of non-convex criteria for which the weighted sum approach cannot find the non-convex part of the
Pareto front [41]. A lot of attention was paid to this case (see for example [42] [40] [43] [44]).
In our case, convex criteria are considered, but we only search for a single solution being optimal according to a

given criterion; the multi-objective optimization formalism is used to derive and analyze such a criterion.
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3) Weighted-sum approach: The weighted-sum approach can solve the multi-objective problem by combining all
of the objectives into a single one. With this method, the weights between objectives are assigned a priori before

the optimization process is completed. With z objectives, the equivalent scalar objective J(x,,) is given by:

J(w) =) w;dj(x)
j=1

. 14)
= w’J(x).
Here is an example of the weighted-sum method with two objectives for which (14) simplifies to:
I (g wp ) = w1J1(X) + waJ2(x)
5)
and w1 + w2 = 1,11)1 Z O,U)Q Z 0.
If the weight vector is parameterized by «, so that w; = 1 — a and w2 = «, then the problem becomes:
J(xq) = (1 — @)J1(x) + aJa(x)
(16)

and 0<a<l.
In our minimization problem with the non-negativity constraint, the following two formulations are equivalent since

n=a/(1-a).

m>ilf01 (1—-a)Ji(x)+ atz(x) <= m>118 J1(x) + pto(x). (17)

In the case of three objectives, the criteria in (6) can also be written as:

min J(x) = Ji(x) + psJ2(x) + p2J3(x)- (18)

Each value of p = (us, 1) yields a solution:
Xy = argr}?zuol J(x) (19)

and gives a point in the response surface which will be denoted by II(). Unlike the L-curve or the L-hypersurface,
this response surface uses linear scales axes. For notation simplicity we will write J;(x,,) £ Ji(p) and the same
for J(x,) = J(p).

A necessary condition for the recovery of the Pareto front using the weighted-sum method is that all objectives
are convex functions of x which is the case here. In the next section, an equivalent constrained minimization

formulation will be used to prove that the response surface of a convex tri-objective is convex as well.

B. Properties of the response surface

1) Evaluating the response surface for HID problem: To estimate the response surface of HID problem, we define
(s, 1) on a 2D grid. Then, for each couple of parameters, the corresponding solution x* is computed using the
algorithm presented in section II-B. To simplify notation, the dependence of x* on us and p) is omitted.

Figure 1 shows three different empirical response surfaces estimated from the same simulated example (see
section V) for Ny, = 1,5, 10. For each response surface, the hyperparameters (f15, 1) are sampled on a 20 x 20
regular logarithmic scale varying from 0.1 to 1000. The case N;.., = 1 corresponds to the response surface obtained
with the unconstrained Tikhonov solution with spatial and spectral regularizations (section II-B1). The two others
correspond to the response surface obtained with the non-negative constrained Tikhonov solution of section II-B2.

For all cases, the penalty factor £ is evolving similarly.
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Fig. 1: Estimated response surface for different values of Njie,

2) Convexity of the response surface: Because J(x) is the sum of three convex objectives and the non-negative
orthant is convex, problem (18) remains convex. We follow an approach similar to that of [24] to prove the convexity

of the response surface of the multi-objective minimization problem (18).
Theorem 1. If J(x) is convex, then the response surface of problem (18) is convex.

Proof: First, the tri-objective optimization problem (18) can be written in the following equivalent form:

Jo (X) < Ts,
m>ig Ji(x) subject to (20)

Jg(x) < Tx.

Let x,, -, be the optimal solution of (20) and II(7s, 75) be the response surface, then for each 75 > 0,75 > 0:
H(7-577-)\) = JI(XTS-,T)\)' 2D

The equivalence of problems (18) and (20) implies that there exists a unique hyperparameter (ps, 1)) yielding the
same solution as (75, 7). In other words, there is a one-to-one correspondence between (s, pty) and (7s, a)-
Equation (21) can be restated as:
(7s,72) = }i(r;%f(x, Tsy TA) (22)

where

f675m) = Ji(X) + o7, (%) + 95, (%) (23)

0 if Jo(x) <7y
Pr, (X) = (24)
oo otherwise

0 if J35(x) <7

SOT,\ (X) = (25)
oo otherwise.
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Note that ¢, (x) is convex in (x,7s) [45] and the same for ¢, (x) which is convex in (x, 7y ). Since the objective
J1(x) is convex in x, f is then convex in (x,7), where 7 = (75, 7)). Let 71 and 7» be non-negative, x; and x»

be the corresponding minimizers of (22) and « € [0, 1]. We then have:

(1 — a)m + am) = ir;fof(x, (1—a)m +am)

< (1 —a)xy + axa, (1 — @)1 + am)

(26)
< (1 —a)f(x1,m1) + af(x2,T2)
= (1 - a)(m) + oIl(72).
Hence, the 2D response surface II(7) is convex. [ |
Let us mention that the bi-objective unconstrained case can be written as follows:
min J;(x) subjectto Ja(x) < 7. (27)

In this case, [24] proved that II is a nonincreasing” function of 7. This implies that the Pareto front exactly coincides

with the response curve®. This is no longer true for the constrained problem at hand.

J(0,0)

’

(e (ae). i), (1)

__:/_,71

_- 7
7

- Jl

(a) bi-objective case (b) tri-objective case

Fig. 2: Representation of the response surface for the unconstrained bi-objective and tri-objective cases: it

corresponds to the Pareto front. The ideal point is denoted by I.

3) Shape of the response surface with non-negativity constraint: Following [24], in the unconstrained bi-objective
case, the response curve is convex and monotonically decreasing, as represented in Figure 2(a). This can be
extended to the response surface corresponding to the unconstrained tri-objective case (Figure 2(b)). It is convex;
its intersection with a plane parallel to either (J1, J3) or (J1, J3) or (J2, J3) also defines a monotonically decreasing
function. In this case, the Pareto front coincides with the response surface since no point of the response surface is
dominated by another one. This behavior is experimentally observed when we use the unconstrained deconvolution

(case N = 1 in Figure 1).

’In the bi-objective case, the regularization parameter is a scalar.

31n the bi-objective case, this is a curve.
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On the contrary, when a non-negativity constraint is enforced, the estimated response surface is no longer as in
Figure 2(b). A folding of the response surface is observed (Nt = 5 and Nyt = 10 in Figure 1). This results
from the constrained data fitting term .J; which is decreasing and then increasing as ps (or w)) increases. In this
case, only the set of non-dominated points of the response surface is corresponding to the Pareto front.

When comparing the estimated response surfaces obtained by using Ny, = 5 and Ny, = 10, it appears
that the case N, = 5 gives an intermediate response between the unconstrained case (/NVj, = 1) and the case
Niter = 10 for which the convergence of the algorithm is experimentally verified. Actually, this shows how the
quadratic penalty approach is progressively modifying the response surface until it converges to the response surface

with non-negativity constraint. The folding of the response surface is proved in the following theorem.

Theorem 2. Let us consider the following constrained optimization problem:

m>irol(1 —a)J1(x) + adz(x) st J3(x) =T (28)

Then the data fitting J1 has a unique minimum as o varies from 0 to 1.

Proof: When the non-negativity constraint is enforced, the data fitting can be written as in equation (29)

ly — Hmax(0,xq)|l5 = Z (yi — [Hxa]i)? + Z y; (29)
e ieQy
with QF = {i | zq,; > 0} and Q, = {i | 24, < 0}. Q} corresponds to the set of points where the constraint is
not active while Q, is the active constraint set. We have Q, = QF UQ; and @ = Qf N Q.
Letn = |Qq| and nt = |QF |, n~ = |Q, |. By considering n — 400, we can introduce the following probabilities:
nt

v="P,(r; € Q) = Er}rl -

- (30)
1—-v=P,(z; €2,)= lim L
n—+4+oo N
By taking the expectation, (29) can be rewritten as:
E [|ly — Hmax(0,x0)[[3] = vE [[ly = Hxa 3] + (1 = v)E [[ly[3] - G

When o — 1, x,, is highly regularized which means that it is very smooth and v should be close to 1. On the
contrary, when o — 0, x,, is less regularized and v is decreasing to a value vy, > 0. In other words, v € (0, 1].
At this point it is necessary to assume that there is a one-to-one correspondence between « and v.

The term E [||y]|3] is the norm of the data y which is constant with respect to v. Thus, (1 — v)E [[|y||3]
is a linearly decreasing function of v. The term E [||y — Hx,||3] is the estimation error with no non-negativity
constraint. It is an increasing function of v (or «). More precisely, as E [Hy - Hxa||§] is an increasing function
of v, VE [|ly — Hx,||3] = O(v*) with @ > 1. Thus, there exists a value of v for which the data fitting term is

minimum. |

Remark 1. Instead of considering problem (28) which amounts to looking at a slice of the response surface parallel

to (J1, J2), we could have considered

min(1 — «)J1(x) + aJs(x) st Jo(x) =7

x>0
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which corresponds to a slice of the response surface parallel to (Jy, J3).

Remark 2. Due to the folding in the constrained convex multi-objective case, the Pareto front does not coincide
with the response surface: actually, the Pareto front is the set of non-dominated points belonging to the response
surface. This property has an important practical consequence: while the ideal point can be determined easily in
the unconstrained case by setting the hyperparameters to particular values, this is no longer true in the constrained
case. But this folding also has a very positive consequence since it will make the regularization parameter estimation

easier (see section V-A)

IV. CHOOSING THE REGULARIZATION PARAMETERS

The response surface gives the set of all solutions of the convex multi-objective problem. The goal of this section
is to choose among this set a particular solution which in turn consists in estimating the regularization parameters;
here we will pay special attention to the non-negativity constrained multi-objective problem.

In the case of unconstrained bi-objective optimization problems, [18] proposes to find the point with maximum
curvature on the L-curve which is a log-log plot of the norm of a regularized solution versus the norm of the
corresponding fitting error. Actually, this is nothing but the response surface (which is also the Pareto front, see
section III-B3) plot in a log-log scale. However, this change of scale leads to a loss of convexity of the L-curve.
In the case of multi-objective optimization problems, [21] extended the notion of L-curve to the L-hypersurface.
Also, rather than using the maximum curvature, they proposed a minimum distance criterion to choose the optimal
hyperparameters.

To preserve the convexity property, we will work directly on the response surface without resorting to a logarithmic
scale. We propose the maximum curvature criterion (MCC) and the minimum distance criterion (MDC). An efficient

algorithm to evaluate the MDC solution is also proposed.

A. Maximum curvature criterion

Since we have the regularization parameter p = (us, py) for the tri-objective problem (18), the response surface
II(p) is a two-dimensional manifold (surface) in R3. To calculate the curvature, we need to estimate the first and
second derivatives of each objective J; = ||y — Hx||3, Jo = ||Dsx||3 and J3 = ||D,x]|3 with respect to p, and
ux. If f is a function of both variables {us, 1)}, we can, for example, estimate the first partial derivative of f with

respect to us by:

f(us,i, M,\,j) - f(,ufs,i—la M,\,j) (32)
Msi — Ms,i—1

where (us,;, tia,;) 18 a discrete grid over which f is computed. Similarly, the second partial derivative of f is

. (i) =

estimated by:
. syit1s MA,j) + syi—1s Hx,j) — 2f (fs,is pi0,j
5 (iy5) ~ Flps,irrs ing) + Fpsi-1s ing) = 2f (Bsiir ong) (33)
Hs,i+1 — Hs,i—1

Now we define the curvature as follows.

Definition 1 (Curvature). Let x = Ji(p), y = Jo(p) and z = J3(p), k,, and k,, are the curvatures along i
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and iy respectively.

Ny

s I/2\+y/2\+2/2 3/2
( s : Hos : us)z (34)
\/ aNA + bux + CH)\
K;H)\ =

A

where a = 2"y —y"2' b =2a"2 — 22, c = y"x’ — x"y'. The curvature of the surface is defined by

K= Ky, - Ky (35)
Then we can formulate the maximum curvature criterion as follows:
Definition 2 (Maximum Curvature Criterion).
p* = arg max k(). (36)

Note that the proposed definition of the curvature is a simplified version which does not correspond to the mean
curvature as defined in differential geometry. Indeed, in our case, it is estimated as the average of two curvatures
along two predefined directions while, in differential geometry, the mean curvature corresponds to the average of

the principal curvatures which require the estimation of the curvatures along all possible directions.

Ji

Two maximum
curvatures
~

(2) (b)

Fig. 3: Examples of response surfaces with non-unique maximum curvature

The maximum curvature criterion suffers from two main shortcomings. One of them is related to the discrete
derivative evaluation which is highly sensitive to noise. This noise comes from the use of an iterative solver which
provides only approximate solutions thus yielding a noisy response surface. Another important issue is the non-
uniqueness of the maximum curvature criterion. To illustrate this point, let us consider the two following bi-objective
examples. The first one corresponds to a response curve having a convex quarter circle shape, as shown in Figure
3(a): the curvature is a constant and, thus, not unique. The second case corresponds to a convex response surface
front whose curvature has two maxima highlighted by the two dots in Figure 3(b). Despite the fact that the non-
negativity constraint increases the curvature of the response surface and makes the MCC more efficient, it cannot

fully overcome these shortcomings. Instead, we propose in the next section the MDC.

B. Minimum distance criterion

As mentioned before, the MDC is applied directly to the response surface whose convexity is central in establishing

the properties of the criterion. The ideal point as defined in (11) corresponds to the minimum of all objective
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functions. Even if it is a non-reachable solution, it can be considered as a reference point and the optimal point of
the response surface will be the one having the minimum distance to this ideal point. However, this choice of the
reference point is somewhat arbitrary; this will be discussed in remark 4 and in the experimental section V-A. Let

us introduce the MDC by first defining the distance to the ideal point.

Definition 3 (Distance to Ideal Point). Let I = (I3, - - , I,) denotes the coordinates of the ideal point. The function
D(p) is the squared distance from the ideal point 1 to the point M(u) = (Ji(w),- -+, J.(1)) on the response

surface.
D(p) =Y (Ji(w) = I)*. (37)
The MDC is defined as follows.
Definition 4 (Minimum Distance Criterion).
p = argmin D(p). (38)

The key property of the MDC is that it admits a unique minimum. Its proof relies on a geometrical interpretation
of the MDC.

Theorem 3. If the response surface is convex, the MDC admits a unique minimum.

Proof: To find the minimum of D(u), we have to find p such that:
OD(p) _ O ((Ji(w) = 1)* + -+ (Jo(w) — .)°)

o ow
9J1(p)
=9 _7I
(250 - 1)+
0J. (1)
——(J, -1,
FEG ()~ 1)
Ji(pw) — Iy
0J3 0J
=9 | ... 22 39
S O] (9)
Jo(p) — 1.
=0.
aJ a7.1"
In 39), T = {a—l, g Z] is the matrix whose columns span the tangent plane to the response surface at
u H

the point M and IM = [Jy () — I1,- - , J.(p) — I.]T. As (39) equals zero, we have :
IM LT (40)

which means that each column of T is orthogonal to IM. Any point satisfying the orthogonality condition is thus
a critical point of D(p). As the response surface is convex, the critical point is necessarily the unique minimum
of D(u) [45]. ]

This theorem is illustrated in Figure 4 showing the tangent plane orthogonal to IM.
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Fig. 4: Minimum distance criterion : the solution corresponds to T L IM.

Remark 3. The evaluation of the MDC requires the determination of the ideal point which is difficult to obtain
when the non-negativity constraint is enforced. This is due to the folding discussed in section III-B3. We propose
to define it by determining the points of the response surface corresponding to the unconstrained Tikhonov solution
for three values of pu equal to (0,0), (0,00), (c0,0)* The ideal point coordinates are then obtained by finding the
minimum coordinate of each of the three points (see Figure 2(b)). It is important to notice that determining the
ideal point is not time consuming since the 3 points of the unconstrained response surface are computed using the

fast frequency domain implementation of the unconstrained Tikhonov estimator.

Remark 4. The convexity of the MDC is stated for a reference point chosen as the ideal point. The MDC remains
convex for any other choice of the reference point, but the optimal point depends on this choice. More precisely, if
the curvature of the response surface is low in the vicinity of the optimal point, then the estimated point will vary
a lot with the chosen reference point while it does not if the curvature is large. The folding of the response surface
resulting from the non-negativity constraint yields an increase of the response surface curvature, thus stabilizing

the estimated point using MDC.

C. The case of unimodal MDC

Looking carefully at the shape of the estimated response surface in Figure 1 reveals that it may be slightly non-
convex. In fact, the loss of convexity was experimentally observed when the deconvolution is possibly affected by
numerical errors. We made a large number of experiments to identify the possible causes of this loss of convexity
and we found that this phenomenon (sometimes but not always) arises in situations where the bandwidth of the
signal to recover was much greater than the bandwidth of the convolution kernel. For the deconvolution problem
at hand, it also depends on the conditioning of the convolution matrix. This phenomenon occurs mainly for small
values of s and py. A detailed analysis of this phenomenon is very complicated and is out of the scope of this
paper. In all the considered cases, the loss of convexity resulted in a unimodal MDC. This motivates the study of
the uniqueness of unimodal MDC. For simplicity reasons, only the bi-objective case is considered.

The minimum distance criterion consists in finding the vector IM orthogonal to the tangent vector T at the point
M. Let « (resp. 3) be the angle of IM (resp. T) with the horizontal axis, as shown in Figure 5(a). If the response

surface II is convex (as the black curves in Figures 5(a) and 5(b)), when IM is moving from the vertical direction

4In practice, the hyperparameter values cannot be set to co but are fixed to large values
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(a) Definition of v and 8 (b) Condition for the uniqueness

Fig. 5: Uniqueness of the MDC.

to the horizontal direction, the angle « is monotonically decreasing from g to 0 and the angle 5 € [—g, 0] is

monotonically increasing, as shown in Figure 5(b). There is only one point where o* = 5* + g So there is only
one point satisfying the orthogonality condition.

Let us examine what happens when the response surface II is no longer convex, as highlighted by the gray curves
in Figure 5(a) and 5(b). We assume that D(u) is unimodal and admits the same minimum as in the convex case.
This means that D(u) is decreasing Vu < p* and is increasing Yy > p*. There exists a line ¥(u) whose slope
equals that of the tangent vector at M, such that II(x) < ¥(u). The slope of ¥ (u) equals 5*. If D(p) is unimodal,

a(u) is monotonically decreasing from g to 0 and we have the following inequalities:

Blp) — " <a(p) —ao” if p<p”
(41)

Blp) = " > a(p) —ar if p>pr.

. . . . ™. .
So for the unimodal case, the unique intersection of « and S(u) + 5 is in p*.
This proves that if the distance criterion is unimodal, it always admits a unique minimum even if the response
surface is no longer convex. In that respect, the MDC can be said to be robust to the loss of convexity observed on

the empirical response surface. We now turn our attention to the proposal of a fast method to estimate the MDC.

D. A grid-search strategy for MDC

To begin, let us give one remark about the computational cost of the response surface estimation on a 2D grid.
It can be very high if the grid size is high. To give some figures, the evaluation of the response surface of the
non-negative Tikhonov solution on a 20 x 20 grid (black surface in Figure 1) takes more than 2 days with an Intel
Core i7 2.2 Ghz processor. However, by properly exploiting the property of the response surface it is possible to
design a fast approach aiming at finding a particular point on the response surface. We propose to use a grid-search
method which is proved to be convergent for unimodal criteria [46].

Figure 6 illustrates the grid refinement. For the bi-objective case with one single regularization parameter, at the

first level » = 1, we have only four points ugl)(i = 1,---,4) on which the response surface is estimated. Then
the grid is refined by defining a new search segment on which four new points uz(?) (¢ =1,---,4) are defined. The

procedure is repeated until a maximum number of levels is reached. In the tri-objective case with two regularization
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(T, Ja(uS))

(D), Ta (1))

(T (D), Ta(u))
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1
1
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New domain for the next refinement level

(a) bi-objective case (b) tri-objective case

Fig. 6: Grid refinement method

parameters, we define 4 x 4 points for the r-th level and choose an optimum point among them. Note that the
response surface should be evaluated on the four central points of the grid. Then we select the points around it as

the new domain. This new domain is refined to find a new optimum point. The procedure is repeated iteratively.

The whole procedure is summarized in Algorithm 1.

Algorithm 1: Grid minimization of MDC

Data: Parameters of the initialized level p = (ugli, cee ugi); number of refinement levels R?; image y;,

matrix H;, matrix D; for [ = 1,---, L; Ay

Find the ideal point I;

forr=1: R do

[T=Procedure 2 (y;, H; , D; for [ =1, -, L; Ay; p);

Calculate the distance D, for each value of II;

Find the minimum distance d,,;, in D, and the corresponding indexes m™, n* and p*;

New domain for the grid refinement

+1
Hgfl = /Lglfl,n*fl;
+1 .
:ué(lfl )= Mg;l-fl,n*—lv
(r+1) _  (7) .
1,4 = Hm*—1n*t15
(r+1) _  (7) .
4,4 = M 41mr 410
. . . o (r1) (r+1)y.
Calculate the grid points into the new domain g = (/LLl R O );
end
Result: po*

In what follows, the number of levels is fixed to 6 which gives approximately the same resolution as the 20 x 20
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Procedure 2: Evaluation of the points on the response surface

Data: image y;, matrix H;, matrix D; for [ = 1,---, L; matrix Ay; p

forn=2:3do
for m =2:3 do
x=Deconvolution(y;, H;, D; for | = 1,--- , L; Ay; (us, 1) corresponds to ug?n);
Calculate the response surface II(m,n) = (Ji(m,n), Jo(m,n), J3(m,n));
end
end
Result: 11

grid of section III-B1 but requires only 24 evaluations of the response surface instead of 400. Note that such a grid
strategy has also been used to maximize the MCC with a reasonable computation time. However, as the MCC is

not necessarily unimodal, the procedure cannot be guaranteed to converge.

V. EXAMPLES AND EXPERIMENTS

In this section, some numerical and experimental results will be presented to illustrate the effectiveness of proposed
MCC and MDC for estimating the regularization parameters. First, a simple bi-objective image deconvolution
problem is used to assess the performances of the proposed approaches and to compare them to state-of-the-art
regularization parameter estimation methods. Then we address the tri-objective hyperspectral images deconvolution
problem. We begin by giving an illustrative example and then we compare the performances of the two proposed
approaches (MCC and MDC). The performance assessment is conducted by evaluating the mean square error (MSE)

as a function of the signal-to-noise ratio (SNR): the lower the MSE, the better the performances.

A. Performances of MCC and MDC for 2D image deconvolution

In this section, we consider a bi-objective 2D image deconvolution problem. We use the simulated image as

shown in Figure 7 which corresponds to a single slice from the simulated hyperspectral cube in section V-B.

(a) Original image  (b) Blurred and noisy
image (SNR= 10 dB)

Fig. 7: An example of simulated image

The first experiment aims at evaluating the performances of the proposed approaches using the unconstrained

Tikhonov. They are compared to two state-of-the-art methods: the L-curve approach [18] and the generalized cross-
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validation (GCV) method [15]. The MSEs as a function of the SNR obtained for different methods are shown
on Figure 8(a). The SNR is defined as follows: SNR = 101log;, ||Hx]||3/||e||3. The second experiment aims at
evaluating the performances of the criteria when using the non-negative Tikhonov approach. Note that in that case,
GCV cannot be used since this algorithm cannot account for a non-negativity constraint. Thus, only the MSEs of
MCC, MDC and L-curve are evaluated. The results are shown in Figure 8(b). To overcome the multiple maximum
curvature problem which may occur in MCC and L-curve criteria, we follow the recommendation in [18]. Starting
with a low value of the regularization parameter, the first maximum curvature is chosen to estimate the regularization

parameter.

10° 26
—+—-L-curve 4 - MCC
-o- MDC 24T ==-L-curve|{
——GCV ‘;':' -o MDC
g MCC 2215,
%
Ny
20 \\\;\
'S
m 8 e,
L6 y
= .
14
12
10
8
ittt =
10% 6
20 20 40 60 220 20 40 60
SNR (dB) SNR (dB)
(a) Unconstrained case (b) Non-negativity constrained case

Fig. 8: Performances of the 2D deconvolution with optimal parameter u, selected by different approaches

MSE

Non-efficiency

\ Maximal efficiency
\/ / \}

e
Efficiency

SNR(dB)

Fig. 9: Typical shape of the MSE

The MSE curve includes three main parts which are sketched on Figure 9. The non-efficiency zone corresponds to
the part of the curve for which the MSE increases as fast as the noise level. The efficiency zone corresponds to the
part of the curve for which the MSE increases at a lower rate than the noise: this is the zone where deconvolution
is effective. Finally, the third horizontal part corresponds to the best performance of the regularized deconvolution
method. The minimum value of the MSE in this third part is also depending on both H and x. When the bandwidth
of the filter H is lower than the bandwidth of x, even in noise-free situations, deconvolution cannot restore the
signal x outside the frequency range (bandwidth) covered by the filter. In fact, this minimum MSE reflects the
ill-conditioning of the matrix H. It decreases as the condition number decreases. For example, the gray curve in

Figure 9 corresponds to a case where the conditioning is better than that of the black curve.
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In the unconstrained case, no approach performs uniformly better than the others. GCV reaches the lowest
minimum value of the MSE which is about 10!. This shows that GCV works better than the other approaches for
high SNR values. Both L-curve and MCC perform better than the other approaches when the SNR is low. For
SNR ranging between [0, 20] dB, the best performances are achieved by the MCC. Note that for SNR smaller than
—14 dB (three first points), the maximum curvature of the L-curve is negative which is somewhat incoherent with
the L-curve approach since the response curve no longer has the L-corner. The performances of the MDC (Figure
8(a)) are not very satisfying. As mentioned in remark 4, a strong folding of the response curve will decrease the
sensitivity of the MDC to the choice of the reference point. In the unconstrained case, there is no folding of the
response curve which results in the high sensivity of the MDC; this explains the poor performances of the MDC.

On the contrary, the MCC appears to be less sensitive to the folding of the response curve.

800
8000 180
-~ - -~
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(a) Response curves for SNR= 25, 37, 52 dB, respectively
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(b) Curvatures for SNR= 25, 37, 52 dB, respectively

Fig. 10: Response curves and curvatures for different SNRs

When the non-negativity constraint is enforced, the L-curve does not yield satisfying results anymore. This can
be attributed to the complex shape of the L-curve (which is reinforced by the non-negativity constraint) associated
to the curvature maxima. At high SNR, the MSE reaches a minimum value similar to the unconstrained case. For
SNR smaller than 28 dB, MCC and MDC behave similarly. MCC has the best performance for SNR in [28, 46] dB.
Indeed, the folding of the response curve decreases as the SNR increases since the constraint is active on fewer
image points, see Figure 10(a). This explains why the MCC which is less sensitive to the folding, performs better
than the MDC. However, the MCC may suffer from the non-uniqueness of the maximum curvature, see Figure 10(b).
For example, after 46 dB, the first local maximum of the curvature no longer corresponds to the correct optimal
point. This explains the step observed on the MSE of the MCC in Figure 8(b). Finally, it is worth mentioning
that, in the non-negativity constrained case, both MCC and MDC reach a horizontal asymptote lower than the 10*

reached by GCV which is the best performing method at high SNR values in the unconstrained case. This illustrates
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the regularizing effect of the non-negativity constraint.

B. An illustrative example of the non-negativity constrained hyperspectral image deconvolution

To simulate the blurred hyperspectral images, we first generate the unblurred image according to the instantaneous

mixture model:
X:ZAkOSk- (42)
k

Here, A}, represents the k-th abundance (spatial source) which is a function of the spatial variables, sy represents the
k-th endmember (spectral source) and o is the outer (tensor) product. In the example of Figure 11, an instantaneous
mixture of 3 sources is considered. The abundance maps of size (120 x 120) are shown on the upper row while the
endmembers, which include 32 spectral bands, are on the lower row. These endmembers correspond to NIR spectra
of wood (raw, varnished and painted) samples. They were chosen because of their relative smoothness making
the spectral smoothness penalty effective. However, in the supplementary material [26], we added other examples
corresponding to different types of endmembers and abundance profiles. Eight slices of the resulting unblurred

hyperspectral image are shown in Figure 12(a).

20 6 100 20 60 100 20 60 100

a
s 15
4
2 1
2
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o 20 a0 o 20 a0 o 20 a0

Fig. 11: Abundance maps and endmembers used to simulate the unblurred hyperspectral image.
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(a) Unblurred hyperspectral image (b) Blurred noisy hyperspectral image y (SNR= 20 dB)

Fig. 12: Simulation of the hyperspectral image

The convolution filter #; is assumed to be a low-pass Gaussian filter of size (11 x 11) and its full width at half

maximum is set to 5 points in both dimensions. It is invariant with respect to [. The blurring is implemented in
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the Fourier domain (circular convolution). Note that the filter invariance assumption adopted here for simplicity, is
reasonable for applications such as Raman hyperspectral imaging systems, fluorescence confocal microscopy and
industrial NIR spectro-imaging system. However, in some applications such as NIR microscopy, the variation of
the filter with respect to [ has to be taken into account (see [35] for details).

A Gaussian noise is then added to the blurred image yielding the hyperspectral image of Figure 12(b). The
noise level is the same for all bands. The simulated blurred hyperspectral image results in a difficult problem since
the bandwidth of the unblurred image x is much larger than that of the filter H. We also have to mention that
the simulated hyperspectral image was chosen to favor non-negative deconvolution. This is because the simulated

unblurred image includes a large amount of zero values.

Slice 1 Slice 5 Slice 9 Slice 13
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(a) Response surface with the point of maxi- (b) Deconvolution with parameters found by the MCC (us =

mum curvature (red point) 88.5867, puy = 0.1624)

Fig. 13: Result of the non-negative deconvolution problem by using MCC
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(a) Response surface with the point at mini- (b) Deconvolution with parameters found by the MDC (us =
mum distance (red one) from the ideal point 2.9764, py = 33.5982)
(black one)

Fig. 14: Result of the non-negative deconvolution problem by using MDC

We applied MCC and MDC to the non-negativity constrained deconvolution problem of the hyperspectral image

shown in Figure 11. The response surface and the point corresponding to the MCC are shown in Figure 13(a).

August 31, 2016 DRAFT



22

The result of the deconvolution with the parameters (us = 88.5867 and py = 0.1624) found by this method is
shown in Figure 13(b). The response surface and the point corresponding to MDC are shown in Figure 14(a). The
corresponding parameters are ps = 2.9764, puy = 33.5982. The corresponding restored images are shown in Figure
14(b). We can observe that for this deconvolution problem MDC works better than MCC. The poor performance
of the MCC results from the multiple maximum curvatures. In fact, the point having the maximum curvature does
not yield the best result.

The grid-search strategy with a number of levels fixed to 6 was applied to MDC. The estimated point (p15 = 2.1274,
wx = 31.3741) is close to (us = 2.9764, puy = 33.5982), the point found on the whole response surface. The two
points do not coincide exactly because the grids do not. The application of the grid search to MCC is highly sensitive
to the choice of the initial grid. This is still a consequence of the already mentioned curvature multiple maxima.
In the particular example considered here, using the same initial grid as for MCC yields a point (us = 119.7262,
wx = 7.2457) which is completely different from (us; = 88.5867, uy = 0.1624), the point found before on the

whole response surface; the corresponding restored image (not shown) is not satisfying as well.

C. Performances of MCC and MDC for non-negative hyperspectral image deconvolution
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(a) Performances of the hyperspectral image deconvo- (b) Performances of the non-negative hyperspectral
lution with optimal parameters (us, 1)) selected by image deconvolution with optimal parameters (ps, ) )

MCC and MDC selected by MDC

Fig. 15: Performances of the hyperspectral image deconvolution with optimal parameters (us, i) selected by MCC
and MDC

In the case of non-negative hyperspectral image deconvolution, as far as we know, no other approach than MCC
and MDC can be used. The MSE of MCC and MDC corresponding to the unconstrained (/V;¢, = 1) and constrained
(Niter = 10) are shown in Figure 15(a). For MCC, the curves obtained with Ny, = 10 and Ny, = 1 tend to the
same horizontal asymptote which is about 10* while it is about 10® for MDC. There is almost a factor 10 between
the MSEs obtained with MCC and MDC. In fact, the poor behavior of the MCC associated to the grid search is
only reflecting the already mentioned multiple maximum curvature problem.

Let us now examine the behavior of MDC. When N;;.,, = 1 (unconstrained Tikhonov approach), the efficiency

zone is in the interval [20,30] dB and MSE reaches its minimum when the SNR is greater than 30 dB. This
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is because MDC does not give good results in the unconstrained case. However, when N, = 10 (constrained
Tikhonov approach), not only the minimum MSE is decreased but the efficiency zone (which is between —10 dB
and 40 dB) increases significantly. This effect shows that MDC works better in the non-negativity constrained case
and the non-negativity constraint improves the effectiveness of the deconvolution. This highlights the stabilizing
property of the non-negativity constraint as proved in [47]. Once again, recall that the considered example favors
non-negative deconvolution. This is because it does include large regions where the original hyperspectral image is
null (or close to 0).

The Tikhonov approach with a non-negativity constraint is an iterative algorithm which converges to the optimal
solution as the number of iterations increases. Figure 15(b) shows how the MSE obtained by MDC for different
values of Ny, = 1,3,5,10 is gradually changing from the unconstrained to the constrained case. In fact, the study
of the non-negative deconvolution performance as a function of N, aims at evaluating how the convergence of
the algorithm is affecting the performances of the MDC. Increasing the number of iteration allows to gradually
increase the efficiency zone until the algorithm convergence is reached (V. = 10 for this example).

Extensive simulations investigating the behavior of MDC and MCC for different types of hyperspectral images
can be found in [26]. The analysis of the results shows that MDC always performs better than MCC. Also, the
corresponding MSEs are more stable (smooth) than those of MCC. This is due to the multiple maximum problem
of MCC which renders the MSE behavior a bit erratic. The non-negativity constraint really matters when the image
includes many zeros. Increasing the number of points on which the positivity constraint is active, will also increase
the folding of the response surface resulting in an accurate regularization parameter estimation. When the number
of zeros is low, the non-negativity constraint is no longer relevant and both MDC and MCC are not very efficient.
It may even happen that, for high SNR, the unconstrained deconvolution and associated MDC and MCC yields
better solutions. See example 5 in [26] (which is a kind of worst-case scenario) for SNR > 30 dB. Finally, the
estimated regularization parameters with MDC (associated to non-negative deconvolution) is linked to the nature
of the image to recover. Spatially (resp. spectrally) smooth images yield large values of ps (resp. p1)). Conversely,
spatially (resp. spectrally) peaky images yield low values of pg (resp. wy). It corresponds to what intuition suggests.

This is another evidence of the interest of MDC.

D. Application to hyperspectral fluorescence microscopy

A real-world example is included. It corresponds to an image of bacterial biosensors using hyperspectral fluores-
cence microscopy. A bacterial biosensor is a genetically modified bacteria which reacts to a stressing element (here
iron, Fe) by producing a fluorescent protein (GFP). The hyperspectral fluorescence images will give indications
of the Fe spatial concentration. This hyperspectral image size is (512 X 512 x 16) and the pixel size is 0.117 pm
along each dimension. The 16 wavelengths are ranging from 455nm to 605nm. It was obtained by Carl Zeiss Bio-
Rad confocal microscope. The PSF of the microscope is evaluated according to [48] as a function of the imaging
parameters (excitation wavelength, emission wavelength, numerical aperture and pixel size). This results ina 7 x 7
Gaussian approximation of the PSF.

Figure 16 is a part selected from the whole image. It shows raw data (upper row), restored data with the

regularization parameters estimated by MCC (middle row) and restored data with the regularization parameters
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Fig. 16: Result of the non-negative deconvolution problem by using MCC and MDC

estimated by MDC (lower row). It should be noted that this image includes both peaky and smooth parts along
the spectral dimension; this makes the choice of a global spectral regularization parameter not obvious. A large
regularization parameter will over-smooth the peaky part while a low regularization parameter will under-regularize
the smooth part.

Both results show an improved resolution. However, a closer look at the results of MCC reveals that the spectral
regularization parameter is over-estimated. This results in a spectral over-smoothing which makes some high intensity
patterns of bacteria remaining on adjacent spectral bands (see for example 16(b)). This is less visible for MDC.

In fluorescence microscopy, the noise is typically modeled by a Poisson distribution due to photon counting
in optical devices. Following [49], it includes two main contributions: the shot noise and the dark noise. This
noise model is also well adapted to other types of hyperspectral images involving photon counting. The Poisson
distribution is a non-negative support probability density function and, in that respect, it is well suited to the non-
negative nature of hyperspectral images. When the SNR is high enough (large integration time), the Poisson noise
can be well approximated by an additive Gaussian noise whose variance depends on the signal amplitude. For
low SNR, the approximation is no longer valid. However, the Gaussian assumption is adopted in a large majority
of works dealing with hyperspectral images. The application of the proposed methods to real hyperspectral data

illustrates their relative insensitivity to the noise model.
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VI. CONCLUSION

In this work, the estimation of the regularization parameters of non-negativity constrained hyperspectral image
deconvolution algorithms is stated as a multi-objective optimization problem whose response surface is proved to
be convex. A first contribution of this work is to show that the non-negativity constraint results in a folding of the
response surface. A consequence is that, unlike the unconstrained case, the response surface does not coincide with
the Pareto front. But this folding results in an increase of the curvature of the response surface which is making
the regularization parameter estimation easier.

A second contribution of this work is the proposal of the MCC and MDC to estimate the optimal values of the
regularization parameters ps and py for the non-negativity constrained tri-objective optimization problem. MCC
aims at finding the point of the response surface with maximum curvature while MDC aims at finding the point of
the response surface having the minimum distance from the ideal point. We also proved that this criterion admits a
unique minimum even if the distance criterion is unimodal (and hence non-convex). A fast grid-search algorithm is
proposed to estimate the point of the response surface maximizing MCC or minimizing MDC. Another very positive
consequence of the response surface folding is that it decreases the sensitivity of both MDC and MCC. Finally,
simulations were used to assess the performances of the proposed MCC and MDC. In addition, an application to
a hyperspectral fluorescence microscopy is provided. In fact, MDC results is an efficient method to estimate the
regularization parameters of non-negative hyperspectral image deconvolution.

Future works will focus on the extension of the proposed approaches to solve edge-preserving image deconvolution
problems. We also intend to develop new approaches aiming at jointly performing the deconvolution and unmixing
of hyperspectral images. The application of the MDC to real hyperspectral fluorescence data raises an interesting

problem in image restoration when the convolution kernel is poorly known.
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