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Abstract—Aggregation operators Reinforcement ... We propose a n-ary extension of absorbing norms, defined with the help of generative functions, and its relationship with additive generating functions of uninorms. In this paper, we also present new aggregation operators, namely the k-uninorms and k-absorbing norms. These operators are a generalization of usual uninorms and absorbing norms for which a set combination of inputs is introduced. Their main ability is to provide reinforcement for contradictory inputs, as nullnorms and as opposed to uninorms. On the other hand it still provides full reinforcement for agreeing inputs, as uninorms and as opposed to nullnorms. Numerous examples are given in order to illustrate the behavior of the proposed operators.

Index Terms—Absorbing norms, aggregation operator, nullnorms, reinforcement, uninorms

I. INTRODUCTION

During the last decades, one has witnessed a tremendous growth in the use of aggregation functions theory and its applications. A number of aggregation functions are closely linked to the theory fuzzy sets. In particular, triangular (co)norms [15], [12], uninorms and nullnorms [27], [3], [8] are prototypical examples of aggregation functions used in practice. As opposed to usual aggregation operators such as the arithmetic mean, these functions allow more flexibility, and thus present a more interesting data-specific behavior than standard aggregation operators.

Another reason of using such operators is that they allow to deal with the inherent uncertainty of the data.

Deeper introduction ...

We are interested in this paper in uninorms, as they generalize both triangular norms and triangular conorms thanks to their neutral element. We also inspect nullnorms, which are also operators combining triangular norms and triangular conorms. Both uninorms and nullnorms show an interesting structure on the unit interval [9], [14]. In particular, it can be shown that uninorms act as full reinforcement operators: the output is large when all the inputs are large, the output is low when all the inputs are low, and the output is moderate when the inputs are in-between. There is no such study, or property, exhibited for nullnorms. Furthermore, the property of full reinforcement is not always adapted to the attitude of the decision-aiding system. This paper addresses the aforementioned issues by proposing new classes of operators, namely the k-uninorms and the k-absorbing norms, that show more adaptability to the input than standard uninorms and nullnorms.

This paper is organized as follows. We first give some definitions and fundamentals about fuzzy binary connectives and their n-ary extensions in Section II. In Section III, we give a short tour on uninorms, nullnorms and absorbing norms, and propose function generated n-ary extensions of these operators.

Then we present some recent related works on this topic, and we propose the k-uninorms and k-absorbing norms, as well as their properties. We also give some detailed examples on prototypical examples, and their use in ranking for decision-aiding, in Section V. Finally, we draw a conclusion and give some perspectives in Section VI.

II. PRELIMINARIES

In many domains, making the fusion of information, or aggregation of information, is an important task. Generally speaking, aggregating data corresponds to mapping several values into a single value that is representative of the input values. Often, aggregated values come from evaluation of whether an expert, or a machine. In this paper, we assume that, without loss of generality, input values belongs to the unit interval I = [0, 1].

More formally, an aggregation operator is defined as follows [12]

Definition An operator A is an aggregation operator if and only if it satisfies boundary conditions and monotonicity:

- A(0, ⋅ ⋅ ⋅ , 0) = 0 and A(1, ⋅ ⋅ ⋅ , 1) = 1
- \( \forall n, x_1 \leq y_1, \ldots, x_n \leq y_n \Rightarrow A(x_1, \ldots, x_n) \leq A(y_1, \ldots, y_n) \)

As additional properties, one can find symmetric, associative aggregation operators, see [16] for more details and other properties. Triangular norms, introduced by Menger [22], are a generalization of the triangle inequality in probabilistic metric

1 if not, a simple normalization allows to obtain this property.
spaces. More recently they have been used as conjunctive operations in logic and intersections in lattices. Triangular norms (t-norms for short), together with their dual operators, triangular co-norms, which are disjunctive operators in logic, can be considered as a family of operators allowing to manage logical and or connectives for multi-valued and fuzzy logic.

More precisely, a t-norm is a binary function $\otimes : [0,1]^2 \rightarrow [0,1]$ that is, for any $x, y$ and $z$ in the unit interval
- commutative, $\otimes(x, y) = \otimes(y, x)$
- monotonic, for $y \geq z$, $\otimes(x, y) \geq \otimes(x, z)$
- associative, $\otimes(x, \otimes(y, z)) = \otimes(\otimes(x, y), z)$
- having 1 as neutral element, $\otimes(1, x) = x$

It is interesting to note that the associativity of t-norms allows an easy extension to $n$-ary operators. Moreover, the representation theorem [20] allows to obtain generated t-norms thanks to additive or multiplicative generating functions [15]. A strictly $2^n$-ary operators. Moreover, the representa-

More details on triangular norms are out of the scope of this paper, and the interested reader can refer to more complete surveys, see e.g. [15], for more informations.

III. UNINORMS AND NULLNORMS

A. Uninorms

Triangular norms and triangular co-norms provide a downward and upward reinforcement, respectively, but not simultaneously. In order to deal with this problem, Yager and Rybalov [27] introduced an aggregation operator, the uninorm $\underline{U}$. This operator is a generalization of triangular norms and conorms. The neutral element $e$ belonging to the unit interval allows to use a t-norm or t-conorm depending on the input values.

Definition An uninorm is a binary operator $\underline{U}$ which is commutative, associative, increasing with a neutral element $e$ lying in the unit interval, and for which every $x \in [0,1]$, $\underline{U}(x, e) = x$ holds.

An interesting property of uninorms is that they allow a compensation between values that are separated by a specified neutral element. Consequently, uninorm operators are able to provide both downward and upward reinforcement, as well as compensation for in-between values. Naturally, the relationship of uninorms and triangular norms is important, and one can even write a triangular norm as a function of an uninorm

$$\underline{U}(x, y) = \frac{\underline{U}(ex, ey)}{e}$$

Alternatively, the function

$$\downarrow \underline{U}(x, y) = \underline{U}(e + (1-e)x, e + (1-e)y) - e$$

is a triangular co-norm [10]. The behavior and the structure of an uninorm is strongly linked to triangular norms in $[0,e]^2$, while it is related to triangular co-norms in $[e,1]^2$. On the other parts of the squared unit, $\underline{U}$ is bounded by the minimum and the maximum, i.e. for all $(x, y) \in [0,1]^2 \backslash ([0,e]^2 \cup [e,1]^2)$, $\underline{U}$ is a compensation operator. Since $\underline{U}$ is an associative function, we have $\underline{U}(0,1) \in \{0,1\}$. One calls a conjunctive uninorm an uninorm $\underline{U}$ satisfying $\underline{U}(0,1) = 0$, and a disjunctive uninorm $\underline{U}(0,1) = 1$. The functions defined in (5) and (6) provide a generic family of operators:

$$\underline{U}(x, y) = \begin{cases} e \otimes \left(\frac{x}{e}, \frac{y}{e}\right) & \text{if } (x, y) \in [0,e]^2 \\ e + (1-e)\downarrow \left(\frac{x-e}{1-e}, \frac{y-e}{1-e}\right) & \text{if } (x, y) \in [0,1]^2 \\ \min(x, y) & \text{otherwise} \end{cases}$$

(5)

$$\underline{U}(x, y) = \begin{cases} e \otimes \left(\frac{x}{e}, \frac{y}{e}\right) & \text{if } (x, y) \in [0,e]^2 \\ e + (1-e)\downarrow \left(\frac{x-e}{1-e}, \frac{y-e}{1-e}\right) & \text{if } (x, y) \in [0,1]^2 \\ \max(x, y) & \text{otherwise} \end{cases}$$

(6)

In (5), one can note that $\underline{U}(0,1) = 0$, implying that $\underline{U}$ is a conjunctive uninorm, while in (6), one have $\underline{U}(0,1) = 1$,
making $\mathcal{U}$ a disjunctive uninorm. The properties of $\mathcal{U}$, $\top$ and $\bot$ allows to extend each uninorm to its $n$-ary operator [4]:

\[ \mathcal{U}(x_1, \ldots, x_n) = \mathcal{U}\left(\top^*\left(\min(x_1, e), \ldots, \min(x_n, e)\right), \right. \]

\[ \left. \bot^*\left(\max(x_1, e), \ldots, \max(x_n, e)\right)\right) \]

where $\top^*$, $\bot^*$ are given by

\[ \top^*(x, y) = e \top \left(\frac{x}{e}, \frac{y}{e}\right) \]

\[ \bot^*(x, y) = e + (1 - e) \bot \left(\frac{x - e}{1 - e}, \frac{y - e}{1 - e}\right) \]

Also, due to its definition, it is important to note that any uninorm $\mathcal{U}$ holds the compromise property (i.e. larger –or equal– than the minimum and lower –or equal– than the maximum) if the neutral element lies between the minimum and the maximum value. A interesting behavior of compensation for Archimedean uninorms [6] may occur for two values separated by the neutral element $e$, in particular, we have the following definition.

**Definition** An aggregation operator $\mathcal{U}$ is a continuous Archimedean uninorm if for any $(x_1, \ldots, x_n) \in \mathcal{U}[0,1]^n$, \{0,1\} \subset \{x_1, \ldots, x_n\}, if and only if there exists a monotonic bijection $g : [0, 1] \rightarrow [-\infty, \infty]$, with $g(e) = 0$, such that

\[ \mathcal{U}(x_1, \ldots, x_n) = g^{-1}\left(\sum_{i=1}^{n} g(x_i)\right) \quad (7) \]

As defined by (7), $\mathcal{U}$ is a generated uninorm with additive generator $g$, with neutral element $e$. Note that if $g(1) = 0$, $\mathcal{U}$ is t-norm (see Eq. (1)), while if $g(0) = 0$, $\mathcal{U}$ is t-conorm (see Eq. (2)).

Uninorms provide full reinforcement, i.e. both downward and upward reinforcement. When inputs are mixed or contradictory (i.e. low and large values), the output is averaging the input. Consequently, an operator providing full reinforcement is optimistic for positive inputs, and pessimistic for negative inputs.

In this paper, we use the general additive function $g$ defined as

\[ g_{\alpha}(x) = \log \frac{x^\alpha}{1 - x^\alpha}. \quad (8) \]

Note that using the value $\alpha = 1$ in (8) allows to retrieve the uninorm $\Pi$ operator as defined in [31]:

\[ \mathcal{U}(x_1, \ldots, x_n) = \prod_{i=1}^{n} x_i \prod_{i=1}^{n} (1 - x_i) \]

The corresponding pseudo-inverse function $g_{\alpha}^{-1}$ of (8) is defined as

\[ g_{\alpha}^{-1}(x) = \left(\frac{\exp(x)}{1 + \exp(x)}\right)^\frac{1}{\alpha}. \quad (9) \]

Note that given a neutral element $e$ of a generated uninorm, one can obtain the corresponding value of $\alpha$ as $\alpha = \frac{-\log(2)}{\log(e)}$.

As can be observed, $\lim_{\alpha \to 0}(1/2)^{1/\alpha} = e = 0$, and $\lim_{\alpha \to \infty}(1/2)^{1/\alpha} = e = 1$. Consequently, both t-norms and t-conorms can be obtained (by taking the limit). Conversely, having the function $g$, one can obtain the corresponding neutral element by noting that $e = g^{-1}(0)$.

**Proposition III.1.** Let $\mathcal{U}_\alpha$ be defined as $\mathcal{U}_\alpha(x_1, \ldots, x_n) = g_{\alpha}^{-1}\left(\sum_{i=1}^{n} g_{\alpha}(x_i)\right)$. Then $\mathcal{U}_\alpha$ is decreasing with $\alpha$.

**Proof.** The general term of $\mathcal{U}_\alpha$ is given by

\[ \mathcal{U}_\alpha = \left(\prod_{i=1}^{n} a_i^{\alpha} \prod_{i=1}^{n} (1 - a_i)\right)^{1/\alpha}. \quad (10) \]

Taking the derivative of Eq. (10) with respect to $\alpha$ yields $\partial \mathcal{U}_\alpha / \partial \alpha \leq 0$, whatever $\alpha$, concluding the proof.\[ \square \]

For the sake of clarity and brevity, we use in this paper only three different values of $\alpha$, 0.5, 1 and 2 that correspond to the neutral elements 0.25, 0.5 and 0.707, respectively. The corresponding iso-values of these uninorms are given in Figure 1, where pure white encodes the value 0, and blue the value 1. As can be observed, the values on the four bounds of the unit interval do not change, but this not the case for the diagonal $x \approx y$. In this case the lower $e$, the larger output for two low inputs, and the reverse for two large inputs.

**B. Nullnorms**

In the previous section, uninorms, which are ordinals sums of t-norms and t-conorms, have been presented. In this section, we devote our attention to a family of operators that are closely related to uninorms, the nullnorms [5]. Instead of relaxing the neutral element, the nullnorms relax the annihilator constraint from being one or zero to be any value in the unit interval. By duality to uninorms, nullnorms behave like a t-conorm when aggregated values are lower than the absorbing element, noted $a$, and behave like a t-norm when aggregated values are larger than $a$. In other cases, the nullnorms reduce to their absorbing element, $a$.

**Definition** A nullnorm $\mathcal{V}$ is a commutative, associative and increasing function, having a zero-element (absorbing element) $a \in [0, 1]$, which satisfies $\mathcal{V}(x, 0) = x$ for all $x \leq a$, and $\mathcal{V}(x, 1) = a$ for all $x \geq a$.

We say that $a$ is the annihilator of $\mathcal{V}$ (by monotonicity). For a given nullnorm $\mathcal{V}$ with annihilator element $a \in [0, 1]$, the binary operator $\mathcal{T}_\mathcal{V}$ defined by:

\[ \mathcal{T}_\mathcal{V}(x, y) = \mathcal{V}(a + (1 - a)x, a + (1 - a)y) - a \quad (11) \]

is a t-norm, and for a nullnorm $\mathcal{V}$ with annihilator element $a \in [0, 1]$, the binary operator $\mathcal{S}_\mathcal{V}$ defined by:

\[ \mathcal{S}_\mathcal{V}(x, y) = \frac{\mathcal{V}(ax, ay)}{a} \quad (12) \]

is a t-conorm. Therefore, the structure of a nullnorm on $[0, a]^2$ is closely related to a t-conorm, and its structure on $[a, 1]^2$ is closely related to a t-norm. When fixing $\top$ and $\bot$, a unique

\[ a \]

The complete derivation is omitted for sake of brevity.
nullnorm satisfies Eq. (11) and Eq. (12) on the rest of the unit square. This is the nullnorm given by:

$$V(x, y) = a \quad \forall (x, y) \in [0, 1]^2 \setminus ([0, a]^2 \cup [a, 1]^2)$$  \hspace{1cm} (13)

As for uninorms, one can show that a nullnorm can be written as

$$V(x, y) = \begin{cases} a \perp \left( \frac{x-a}{a} \right) & \text{if } (x, y) \in [0, a]^2 \\ a + (1-a) \top \left( \frac{x-a}{1-a} \right) & \text{if } (x, y) \in [a, 1]^2 \\ a & \text{otherwise} \end{cases}$$  \hspace{1cm} (14)

One can also obtain nullnorms from generating functions. **Definition** An aggregation operator $V$ is a continuous nilpotent nullnorm with absorbing element $a$ if and only if there exists an increasing bijection $q : [0, 1] \to [0, 1]$ such that

$$V(x_1, \ldots, x_n) = q^{-1} \left( \text{med} \left( \sum_{i=1}^{n} q(x_i), \sum_{i=1}^{n} q(x_i) - (n-1), q(a) \right) \right)$$  \hspace{1cm} (15)

In practice, nullnorms are rarely used, due to their properties. In particular, whenever there are two values, one above and one below the absorbing element, then the output is this absorbing element. Unfortunately, this is almost always the case for real data. A soften version of nullnorm, called

**Figure 1.** Values of generated continuous uninorms on the unit square, for three different values of $\alpha = 0.5, 1$ and $2$. These values are corresponding to the neutral elements $e = 0.25, 0.5$ and $0.707$, respectively. The middle one ($e = 0.5$) coincides with the $3\Pi$ operator.
as the absorbing element, and therefore considered as low, the result is larger than the maximum value (due to the use of $t$-norm). Conversely, when both elements are below the maximum operator. The most important consequence, compared to nullnorms, is that it is not constant and equal to the absorbing element in $[0, a] \times [a, 1]$ and $[a, 1] \times [0, a]$.

**Proposition III.2.** Let us write the $n$-ary extension of absorbing norm using multiplicative generator as

$$V(x_1, \ldots, x_n) = h^{-1}(\prod_{i=1}^{n} h(x_i)) \quad (17)$$

where the function $h : [0, 1] \to ]-\infty, \infty[$ is a strictly increasing and continuous mapping satisfying $h(0) = -\infty$, $h(a) = 0$ and $h(1) = +\infty$. $V(x_1, \ldots, x_n)$ is an absorbing norm.

**Proof.** Commutativity is easily obtained by commutativity of the product. Let us consider the associative property.

$$V(x_1, V(x_2, \ldots, x_n)) = h^{-1}(h(x_1)h(V(x_2, \ldots, x_n))) = h^{-1}(h(x_1)h(h^{-1}(\prod_{i=2}^{n} h(x_i))))$$
$$= h^{-1}(\prod_{i=1}^{n} h(x_i)) = h^{-1}(h^{-1}(\prod_{i=1}^{n-1} h(x_i)))h(x_n)$$
$$= V(V(x_1, \ldots, x_{n-1}), x_n)$$

which concludes the proof.

Note that if $h(0) = 0$, $V$ is $t$-norm (see Eq. (1)), while if $h(1) = 0$, $V$ is $t$-conorm (see Eq. (2)).

**Proposition III.3.** The element $a$ for which $h(a) = 0$ holds in (17) is an absorbing element of $V(x_1, \ldots, x_n)$.

**Proof.** Let $a \in \{x_1, \ldots, x_n\}$, then we have $\prod_{i=1}^{n} h(x_i) = 0$. Therefore, we have $V(x_1, \ldots, x_n) = h^{-1}(0) = a$, which concludes the proof.

Note that $V(x_1, \ldots, x_n)$ does not satisfy the boundary conditions on 0 and 1 of nullnorms. In particular, we have

$$V(x_1, \ldots, x_n, 0) = \begin{cases} 0 & \text{if for all } i, x_i > a \\ a & \text{if } a \in \{x_1, \ldots, x_n\} \\ 1 & \text{if } \exists i, x_i < a \end{cases} \quad (18)$$

and

$$V(x_1, \ldots, x_n, 1) = \begin{cases} 0 & \text{if } \exists i, x_i < a \\ a & \text{if } a \in \{x_1, \ldots, x_n\} \\ 1 & \text{if for all } i, x_i > a \end{cases} \quad (19)$$

Consequently, $V(x_1, \ldots, x_n)$, as defined by Eq. (17), is not a nullnorm, but an absorbing norm (see [1] and [13]). As described in [26], this operator can be seen as the negation of the fuzzy xor operator.

**Proposition III.4.** The element $e$ defined by $h^{-1}(1)$ is a neutral element of $V(x_1, \ldots, x_n)$.

**Proof.** Let $h^{-1}(1) \in \{x_1, \ldots, x_n\}$, therefore $\exists k \in \{1, \ldots, n\}$ such that $x_k = e$. Then $V(x_1, \ldots, x_n) = h^{-1}(\prod_{i=1}^{n} h(x_i)) = h^{-1}(h(x_k)\prod_{i=1,i\neq k}^{n} h(x_i))$.

Hence, $V(x_1, \ldots, x_n) = h^{-1}(\prod_{i=1,i\neq k}^{n} h(x_i))$, concluding the proof. \qed

Nor nullnorms nor absorbing norms show any reinforcement property. In particular, when both elements are below the absorbing element, and therefore considered as low, the result is larger than the maximum value (due to the use of $t$-conorm) of the elements. Conversely, when both elements are above the absorbing element, the result is lower than the minimum. Consequently, such an operator is the dual of full reinforcement operators: it is optimistic for negative inputs, and pessimistic for positive inputs.

**Proposition III.5.** Let $g$ be an additive generative function of a representable uninorm. Then

$$V(x_1, \ldots, x_n) = g^{-1}(\prod_{i=1}^{n} g(x_i))$$

is an absorbing norm, where the neutral element of the uninorm is equal to the absorbing element of the absorbing norm.

**Proof.** The proofs of Propositions III.2, III.3 and III.4 gives the sufficient material to prove this proposition. \qed

In the sequel, we use the same generating function, defined by $g_\alpha(x) = h_\alpha(x) = \log \frac{e^x}{1-e^x}$ (see Eq. (8)) for both generated uninorms and generated absorbing norms. Let $V_\alpha$ be defined as $V_\alpha(x_1, \ldots, x_n) = g_\alpha^{-1}(\prod_{i=1}^{n} g_\alpha(x_i))$.

**Example** Using $\alpha = 1$, we obtain

$$V_1(x_1, \ldots, x_n) = \frac{\exp(\prod_{i=1}^{n} \log \frac{x_i}{1-x_i})}{1 + \exp(\prod_{i=1}^{n} \log \frac{x_i}{1-x_i})}$$

Here again, for the sake of clarity and brevity, we use only three different values of $\alpha$, 0.5, 1 and 2 that correspond
C. A numerical example

Let us consider three different vectors characterizing three different situations. Those three vectors will be used throughout all the paper in order to emphasize the behavior of the different aggregation functions that will be presented.

- three high values: \( v_1 = \{0.9, 0.8, 0.75\} \),
- three low values: \( v_2 = \{0.05, 0.1, 0.2\} \),
- mixed (contradictory) values: \( v_3 = \{0.4, 0.9, 0.2\} \).

Using generated uninorms on \( \{v_1, v_2, v_3\} \) gives the Table I. As can be expected, the output for \( v_1 \) and \( v_2 \) are respectively high and low, whatever the value of \( \alpha \). For these specific inputs, \( U_{\alpha} \) thus provides full reinforcement. Considering \( v_3 \), the conclusion are not so clear, depending on the value of \( \alpha \). In particular, if \( \alpha = 1 \), corresponding to the 3II-operator, the output value of 0.6 lies between the minimum and the maximum value, whereas it is not the case for \( \alpha = 0.5 \) and \( \alpha = 2 \). More precisely, using a small value for \( \alpha \) only provides upward reinforcement \( (0.926 \geq \max(v_3)) \), and a large value of \( \alpha \) provides downward reinforcement \( (0.181 \leq \min(v_3)) \). It can be explained by the fact that when \( \alpha \) tends toward zero, then \( U_{\alpha} \) converges to a t-conorm. On the other hand, when \( \alpha \) increases, \( U_{\alpha} \) converges to a t-norm. This behavior is interesting for a number of reasons, but particularly because it allows to use operators providing full reinforcement for unmixed inputs (e.g. \( v_1 \) or \( v_2 \)), and whether downward (pessimistic attitude) or upward (optimistic attitude) reinforcement for mixed inputs \( (v_3) \).

However, it does not differentiate well the amount of well satisfied criteria for mixed inputs. In particular, let us consider three criteria, and the following two inputs \( a = \{0.9, 0.8, 0.1\} \) and \( b = \{0.9, 0.3, 0.2\} \). Both \( a \) and \( b \) have contradictory inputs, but \( a \) clearly has two satisfied criteria, whereas \( b \) only one. This difference is not well represented by \( U_{\alpha} \), so that one needs a tool to cope with it. In particular, we are interested in providing operators that are able to evaluate to what extent an input presents mixed values, and how many high and low values, while keeping a full reinforcement behavior for clear inputs.

Using generated absorbing norms on \( \{v_1, v_2, v_3\} \) gives the Table II. The operator \( V_{\alpha} \) is the absorbing norm generated by the function \( g_{\alpha} \), defined in (8). As can be seen, here again, the outputs obtained for \( v_1 \) and \( v_2 \) are high and low for any value of \( \alpha \), respectively. More precisely, as mentioned in the previous section, low values of \( \alpha \) make \( V_{\alpha} \phi \alpha \) tends to a t-norm. Consequently, even if the output is larger than the maximum value of \( v_2 \) \( (0.201 > 0.2) \), as expected, it is a rather low value. On the opposite, when \( \alpha \) increases, \( V_{\alpha} \) converges to a t-conorm. In this case, we obtain an output which is lower than the minimum value of \( v_1 \) \( (0.743 < 0.75) \). Moreover, one can note that, for mixed inputs, the impact of \( \alpha \) on \( V_{\alpha} \) is the opposite of the impact of \( \alpha \) on \( U_{\alpha} \). It can be noted that the output for \( v_2 \) is low for the following reason: the first two elements (with any permutation) agree on being low, so that the intermediary output is large, being in contradiction with the third element, therefore resulting in a low output.

As a side remark, it is interesting to note that absorbing norms \( V_{\alpha} \) are not increasing nor decreasing with respect to \( \alpha \), see e.g. the values for \( v_1 \) and \( v_3 \).

D. Related works

Recently, in [19], the class of almost equitable uninorms has been proposed. These operators have been introduced to deal with contradictory inputs. In particular, they are uninorms respecting \( U(x, N(x)) = e \), where \( N(x) \) is the strong negation of \( x \). In other terms, considering one value and its opposite is neutral in the aggregation. An interesting point is that if one considers representable uninorms with additive generator \( g \), then using \( N(x) = g^{-1}(-g(x)) \) as strong negation provides an almost equitable uninorm.

In [28], Yager introduced the concept of noble reinforcement for aggregation operators. By noble reinforcement, the author means that only sufficiently large input should reinforce each output and produce a large output. This is in opposition with the behavior of t-conorms, where a large number of low values may result in a large output. As for full reinforcement operators, noble reinforcement operators are obtained thanks to a Takagi-Sugeno-Kang fuzzy system. The property of noble reinforcement is also extended so that reinforcement only occurs if a required number of large values is observed.

In [7], the property of mean reinforcement is presented. It is slightly related to full reinforcement, in that low scores

<table>
<thead>
<tr>
<th>( U_{\alpha} )</th>
<th>( \alpha = 0.5 )</th>
<th>( \alpha = 1 )</th>
<th>( \alpha = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_1 )</td>
<td>0.998</td>
<td>0.990</td>
<td>0.952</td>
</tr>
<tr>
<td>( v_2 )</td>
<td>0.009</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>( v_3 )</td>
<td>0.926</td>
<td>0.6</td>
<td>0.181</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( V_{\alpha} )</th>
<th>( \alpha = 0.5 )</th>
<th>( \alpha = 1 )</th>
<th>( \alpha = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_1 )</td>
<td>0.999</td>
<td>0.965</td>
<td>0.743</td>
</tr>
<tr>
<td>( v_2 )</td>
<td>0.201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( v_3 )</td>
<td>0.173</td>
<td>0.774</td>
<td>0.999</td>
</tr>
</tbody>
</table>
produce low score, and large scores produce large scores. However, bounds are different. In case of low values, the output must be lower than the average, while it must be larger than the average for an input containing only large values. They propose a generalization of the 3Π operator with the help of symmetric sums, that is satisfying the proposed property.

In [23], the authors present the concept of fuzzy majority opinion. By relating the current problem to the quantification in fuzzy logic, they are using linguistic quantifiers for defining OWA operators [30]. Stating that similar values have close positions if they are sorted, they use an induced ordered weighted average (IOWA) operator defined as

$$IOWA() = \text{complete equation} \quad (20)$$

In [21] and [18], the authors present $k$ fuzzy connectives, aiming to assess to what extent several ($k$) values are high or low in unconstrained fuzzy sets. Their proposition is based on the set combination of triangular norms and triangular conorms. In particular, considering the powerset $\mathcal{P}$ of a set $\{1, \cdots, n\}$, and $\mathcal{P}(k)$ the subset of $\mathcal{P}$ such that $|\mathcal{P}(k)| = k$, the authors propose a generalization of the 3Π operator with the help of symmetric sums, that is satisfying the proposed property.
the $k$ fuzzy disjunction is defined by
\[
\bigvee_k (x_1, \ldots, x_n) = \bigwedge_{\theta \in \mathcal{P}(k-1)} \prod_{j=1, j \notin \theta}^{n} x_j,
\]  
where we impose $1 \leq k \leq n$. Using additive generators of triangular norms and triangular conorms, one can write Eq. (21) as
\[
\bigvee_k (x_1, \ldots, x_n) = t(-1)\left(\sum_{\theta \in \mathcal{P}(k-1)} s(-1)\left(\sum_{j=1, j \notin \theta}^{n} x_j\right)\right),
\]
where $t$ and $s$ are additive generators of triangular norms (see Eq. (1)) and triangular conorms (see Eq. (2)), respectively. Naturally, one can use the same transformation for the dual operator, the $k$ fuzzy conjunction
\[
\bigwedge_k (x_1, \ldots, x_n) = s(-1)\left(\sum_{\theta \in \mathcal{P}(k-1)} t(-1)\left(\sum_{j=1, j \notin \theta}^{n} x_j\right)\right).
\]
This operator is a step toward the objective of this paper, but it does not provide full reinforcement, thus showing the same drawback as triangular norms and triangular conorms.

IV. $k$-UNINORMS AND $k$-ABSORBING NORMS

A. $k$-uninorms

In order to provide both full reinforcement and the ability to discriminate the number of high (low) values, we propose to define the set combination of uninorms and absorbing norms. The $k$-uninorm is thus given by the absorbing norm of the uninorm, following the same principle as in Eq. (21)

More specifically, we define the $k$-uninorm as
\[
U_k(x_1, \ldots, x_n) = V_{\theta \in \mathcal{P}(k-1)} (U_{\theta}^n, j \notin \theta)(x_j).
\]
Using additive generator and multiplicative generator of uninorms and absorbing norms, respectively, one can write
\[
U_k(x_1, \ldots, x_n) = g^{-1}\left(\prod_{\theta \in \mathcal{P}(k-1)} g\left(g^{-1}\left(\sum_{j=1, j \notin \theta}^{n} g(x_j)\right)\right)\right),
\]
which can be further simplified as
\[
U_k(x_1, \ldots, x_n) = g^{-1}\left(\prod_{\theta \in \mathcal{P}(k-1)} \sum_{j=1, j \notin \theta}^{n} g(x_j)\right). \tag{22}
\]

**Proposition IV.1.** $U_k(x_1, \ldots, x_n)$, defined by (22), is an aggregation operator, i.e. it is a monotonic operator satisfying boundary conditions.

**Proof.** Let us consider the boundary conditions. We consider the generic case where $1 \leq k \leq n$. With constant value $x_i = a$ for any $i$, we can write (22) as
\[
U_k(a, \ldots, a) = g^{-1}\left(\left((n+1-k)g(a)\right)^{\frac{n}{k-1}}\right)
\]
Setting $a$ to 0 gives $U_k(0, \ldots, 0) = 0$ due to the bound values of $g$. The same property gives $U_k(1, \ldots, 1) = 1$ for the other bound. Now we proof that $U_k(x_1, \ldots, x_n)$ is monotonic. By definition, $g$ is monotonic and increasing, so that, for any $\theta$, we have
\[
\sum_{j=1, j \notin \theta}^{n} g(x_j) \leq \sum_{j=1, j \notin \theta}^{n} g(y_j),
\]
for $x_1 \leq y_1, \ldots, x_n \leq y_n$. Finally, we obtain $U_k(x_1, \ldots, x_n) \leq U_k(y_1, \ldots, y_n)$, concluding the proof. \qed

**Proposition IV.2.** Using $k = 1$ in equation (22) provides an uninorm as defined by (7).

**Proof.** Replacing $k$ by 1 in (22) gives
\[
U_k(x_1, \ldots, x_n) = g^{-1}\left(\prod_{\theta \in \mathcal{P}(0)} \sum_{j=1, \notin \theta}^{n} g(x_j)\right),
\]
and therefore, we obtain
\[
U_k(x_1, \ldots, x_n) = g^{-1}\left(\sum_{j=1}^{n} g(x_j)\right),
\]
which is the definition of a generated uninorm, thus concluding the proof. \qed

Let us set $\alpha = 1$, so that the generated uninorm corresponds to the 3Π operator, and the generated absorbing norm is given by
\[
V(x_1, \ldots, x_n) = \frac{\exp \left(\prod_{j=1}^{n} \log \frac{x_j}{1-x_j}\right)}{1 + \exp \left(\prod_{j=1}^{n} \log \frac{x_j}{1-x_j}\right)}.
\]

In Table III, the output values of the $k$-uninorm operator is given, when applied to the same prototypical examples $v_1$, $v_2$ and $v_3$. The order $k$ of the operator ranges from 1 to 3 (i.e. the length of the vector), and the parameter $\alpha$ takes the values 0.5, 1 and 2. As can be noted in this table, the columns for which $k = 1$ corresponds to uninorm operators, so that a full reinforcement can be observed. Conversely, the column for which $k = 3$ corresponds to absorbing norm operators, and same comments as in section III-C can be stated. Finally, the column for which $k = 2$ is an interesting intermediate step between uninorms and absorbing norms. The full reinforcement property is still observed, and is more prominent than for uninorms (e.g. for $\alpha = 2, 1 > 0.990$ and $0 < 0.001$). However, for contradictory inputs ($v_3$), depending on the value of $\alpha$, the operator provides whether upward
reinforcement ($\alpha = 0.5$), downward reinforcement ($\alpha = 1$) or compensation ($\alpha = 2$).

B. $k$-absorbing norms

One can define the dual operator of $k$-uninorms by considering the combination of absorbing norms and uninorms. In particular, we define the $k$-absorbing norm as

$$V_k(x_1, \ldots, x_n) = \bigcup_{\theta \in \mathcal{P}(k-1)} \left( V_{n,j=1, j \neq \theta}^n (x_j) \right).$$

Again, using multiplicative generator and additive generator of absorbing norms and uninorms, respectively, one can write

$$V_k(x_1, \ldots, x_n) = h^{-1} \left( \sum_{A \in \mathcal{P}_{k-1}} h \left( h^{-1} \left( \prod_{j \in N \setminus A} h(x_j) \right) \right) \right),$$

which can be further simplified as

$$V_k(x_1, \ldots, x_n) = h^{-1} \left( \sum_{A \in \mathcal{P}_{k-1}} \prod_{j \in N \setminus A} h(x_j) \right).$$

Proposition IV.3. $V_k(x_1, \ldots, x_n)$, defined by (22), is an aggregation operator, i.e. it is a monotonic operator satisfying boundary conditions.

Proposition IV.4. Using $k = 1$ in equation (24) provides an absorbing norm as defined by (17).

Proof. There are no set (except the empty one) $\theta$ such that $\theta \in \mathcal{P}(0)$, so that $V_1(x_1, \ldots, x_n) = h^{-1} \left( \prod_{j=1}^n h(x_j) \right)$, which is the absorbing norm defined by (17).

Proposition IV.5. Using $k = n$ in equation (22) provides an absorbing norm as defined by (17).

Proof. If $k = n$, then $U_n(x_1, \ldots, x_n) = g^{-1} \left( \prod_{\theta \in \mathcal{P}(n-1)} \sum_{j=1, j \neq \theta}^n g(x_j) \right)$, so that $U_n(x_1, \ldots, x_n) = g^{-1} \left( \prod_{j=1}^n g(x_j) \right)$.

Proposition IV.6. Using $k = n$ in equation (24) provides an uninorm as defined by (7).

Proof. Let $k = n$, so that $V_n(x_1, \ldots, x_n) = h^{-1} \left( \sum_{\theta \in \mathcal{P}(n-1)} \prod_{j=1, j \neq \theta}^n h(x_j) \right)$, which is equal to

$$h^{-1} \left( \sum_{j=1}^n h(x_j) \right),$$

giving the generated uninorm defined by Eq. (7).

In Table IV, the output values of the $k$-absorbing norm operator is given, when applied to the same prototypical examples $v_1$, $v_2$ and $v_3$. The order $k$ of the operator ranges from 1 to 3 (i.e. the length of the vector), and the parameter $\alpha$ takes the values 0.5, 1 and 2. Following from the propositions IV.4, IV.5 and IV.6, the column for which $k = 1$ and $k = 3$ have already be described in Table III: $V_1$ is an absorbing norm, and is equivalent to $U_3$, and $V_3$ is a generated uninorm. Consequently, we focus on the columns for which $k = 2$ in this analysis. Let us consider the case $\alpha = 1$. The output for agreeing inputs such as $v_1$ and $v_2$ is large, while it is low for contradictory inputs, such as $v_3$. The operator can be seen as a measure of agreement between the input values. Observing the values of $v_1$ and $v_2$, we see that the values of $v_2$ are lower than the value of $v_1$ are larger. It can be detected when increasing the value of $\alpha$ to 2: the measure of agreement of $v_2$ is larger the one of $v_1$ ($1 > 0.890$). Conversely, when $\alpha$ decreases, this behavior is reversed: the agreement within $v_2$ decreases, while agreement within $v_1$ remains constant.

The value $V_2(v_3)$ for $\alpha = 1$ is low, meaning that there are no agreement between the input values. This is moderated by changing the value of $\alpha$, either by increasing or decreasing it.

**V. A CASE STUDY IN MULTI-CRITERIA DECISION MAKING**

In this section, we consider a scenario of multi-criteria decision making. In particular, we have four different, and supposed independent, criteria $C_i$, $i = 1, \ldots, 4$ that may represent the degree of utility of an individual $x$ to a context dependent task (e.g. hiring for a job, getting a bank credit, auctions, ...). In our simple case study, we consider ten different individuals $x_j$, $j = 1, \ldots, 10$ that represent various prototypical characteristics. Complete values and characteristic of each individual are given in Table V. In this table, a + symbol represents a large input, a − symbol stands for a low input, and the symbol ∼ is used for moderated inputs.

In Table VI the corresponding outputs of $k$-uninorms and $k$-absorbing norms, for different values of $\alpha$. In this table, we also give the three clusters obtained for each operator if we consider the following intervals

- output is considered as low if it belongs to $[0, 0.25]$  
- output is considered as moderate if it belongs to $[0.25, 0.75]$  
- output is considered as large if it belongs to $[0.75, 1]$  

Each cluster is represented by a color: [low], [moderate] and [large]. Interestingly, the 18 different possible operators all give a different partition of individuals, while presenting some similarities. In particular, for $U_1$, individuals $\{x_1, x_6, x_9\}$ and $\{x_2, x_8\}$ are often clustered together. This result was expected from the characteristics of these individuals (see Table V): the first cluster is considered as large and slightly large inputs, and the second one as low inputs. The operators $U_2$ and $U_3$ tend to cluster together $\{x_4, x_5\}$ and $\{x_7, x_8\}$. These two
clusters correspond to moderate inputs and slightly low inputs, respectively. $U_4$ (which is also $V_1$) clusters together \{x_8\} and \{x_7\}, which show an odd number of well separated large (or low) values, therefore illustrating its property of negation of exclusive operator. Finally, $V_2$ and $V_3$ tends to provide the cluster \{x_3, x_4, x_{10}\}, which are moderate inputs having contradictory values.

In the next table, Table VII, the ranking of the output, for each of the 18 operators is given. As can be expected, $x_1$ is ranked first with 15 out of the 18 operators.

### VI. CONCLUSION

We presented in this paper ...

### REFERENCES


<table>
<thead>
<tr>
<th>Operator</th>
<th>$k$</th>
<th>$\alpha$</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_k$</td>
<td>1</td>
<td>0.5</td>
<td>$x_1 = x_5 = x_9 \succ x_{10} \succ x_3 \succ x_4 \succ x_5 \succ x_7 \succ x_8 \succ x_2$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>2</td>
<td>0.5</td>
<td>$x_1 = x_3 = x_4 = x_5 = x_6 = x_9 = x_{10} \succ x_2 \succ x_7 \succ x_8$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>3</td>
<td>0.5</td>
<td>$x_1 = x_9 = x_6 = x_9 \succ x_4 = x_{10} \succ x_2 \succ x_7 \succ x_8 \succ x_3$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>4</td>
<td>0.5</td>
<td>$x_1 \succ x_9 \succ x_3 \succ x_2 = x_7 \succ x_9 \succ x_3 \succ x_{10} \succ x_6$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>2</td>
<td>0.5</td>
<td>$x_1 \succ x_5 = x_9 \succ x_5 \succ x_4 \succ x_3 \succ x_{10} \succ x_2 \succ x_8 \succ x_7$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>3</td>
<td>0.5</td>
<td>$x_1 \succ x_5 = x_9 \succ x_5 \succ x_4 \succ x_3 \succ x_{10} \succ x_2 \succ x_8 \succ x_7$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>1</td>
<td>1</td>
<td>$x_1 \succ x_6 \succ x_9 \succ x_{10} \succ x_3 \succ x_4 \succ x_5 \succ x_7 \succ x_8 \succ x_2$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>2</td>
<td>1</td>
<td>$x_1 = x_2 = x_6 = x_7 = x_8 = x_9 \succ x_3 \succ x_4 \succ x_5 \succ x_{10}$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>3</td>
<td>1</td>
<td>$x_1 = x_2 = x_8 = x_9 \succ x_7 \succ x_3 \succ x_4 = x_5 = x_6 = x_{10}$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>4</td>
<td>1</td>
<td>$x_1 \succ x_2 \succ x_3 \succ x_{10} \succ x_4 \succ x_5 = x_9 \succ x_7 \succ x_6$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>2</td>
<td>1</td>
<td>$x_1 \succ x_2 \succ x_5 \succ x_6 \succ x_7 \succ x_5 \succ x_8 \succ x_3 \succ x_7 \succ x_6$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>3</td>
<td>1</td>
<td>$x_1 = x_2 = x_8 = x_9 \succ x_6 \succ x_7 \succ x_5 \succ x_4 \succ x_3 \succ x_{10}$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>1</td>
<td>2</td>
<td>$x_1 \succ x_9 \succ x_6 \succ x_4 \succ x_5 \succ x_{10} \succ x_3 \succ x_2 \succ x_7 \succ x_8$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>2</td>
<td>2</td>
<td>$x_1 = x_2 = x_3 = x_4 = x_5 = x_7 = x_8 = x_{10} \succ x_6 \succ x_9$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>3</td>
<td>2</td>
<td>$x_1 = x_2 = x_5 = x_7 \succ x_8 \succ x_4 \succ x_{10} \succ x_9 \succ x_3 \succ x_6$</td>
</tr>
<tr>
<td>$U_k$</td>
<td>4</td>
<td>2</td>
<td>$x_2 = x_8 \succ x_9 \succ x_1 \succ x_9 \succ x_3 \succ x_4 \succ x_6 \succ x_{10} \succ x_7$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>2</td>
<td>2</td>
<td>$x_3 = x_{10} \succ x_1 \succ x_4 \succ x_9 \succ x_5 \succ x_6 \succ x_2 \succ x_7 \succ x_8$</td>
</tr>
<tr>
<td>$V_k$</td>
<td>3</td>
<td>2</td>
<td>$x_2 = x_7 \succ x_8 \succ x_1 \succ x_5 \succ x_4 \succ x_3 \succ x_{10} \succ x_9 \succ x_6$</td>
</tr>
</tbody>
</table>

Table VII
RANKING OF THE 18 OPERATORS


