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Received: date / Accepted: date

Abstract In high-speed machining it is of key importance to avoid any col-
lision between the machine tool and the machining set-up. If the machining
set-up has not been assembled correctly by the operator and does not conform
to the 3D CAD model sent to the machining unit, such collisions may occur.
This paper presents a new chain-processing-based computer vision system to
automatically avoid collision between tool and machining set-up components
by checking that the actual machining set-up is in conformity with the desired
3D CAD model used to generate the tool trajectory. This computer vision
system utilizes a single camera to automatically check conformity before the
start of the machining operation. The proposed solution was tested in different
kinds of machining set-ups, and each step of the proposed chain was evaluated.
The results show the robustness of the solution for different kinds of machining
set-ups.
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1 Introduction

”Closed-door machining” is a term used with increasing frequency by aerospace
and automotive enterprises to describe a highly automated machining process
that aims to shorten production cycles and reduce repair costs. Repairs may
be required due to collisions of machine tools with the machine set-up compo-
nents. Very often, the operator of the machine will be making multiple types
of parts every day, which increases the probability that the operator may make
a mistake when assembling the machining set-up, leading to a different set-up
from the one specified in the 3D Computer-Aided Design model (CAD model)
used to generate the tool trajectory. Any proposed solution to this problem in-
volving the installation of a computer vision system within the machine would
need to respect industrial constraints, such as the time response, opera-

tional simplicity and system configuration. In order to detect a possible
collision between the machine tool and the assembly, a computer-vision-based
method was developed to automatically verify the machining set-up before
launching the machining process.

The proposed solution was tested for different machining set-ups as shown
in Figure 1. Column (a) shows the machining set-up composed of a rectangular
part fixed by 3 pins and rods. Column (b) shows the machining set-up to
provide a horizontal support for a milling operation. It is composed of 5 pins,
2 rods and a moulded part. The last column (c) represents the machining set-
up to provide the support of a joystick used for aircraft control. It is composed
of a rectangular part and 8 rods.

The set-up shown in Figure 1a presents a sideways positioning and clamp-
ing of the part that is to be machined, a parallelepiped, non-complex blank.
The support contains numerous fixing holes. Machining is carried out from
above, with the tool descending on either side of the clamp to obtain the
desired shape. The path taken by the tool could encounter the clamp or the
fixing pins if they are not in the correct place. Figure 1b presents a set-up with
a pre-shaped blank that has an additional thickness on the right-hand side.
This additional thickness must not be interpreted as an additional part. This
more complex blank must be perfectly positioned to avoid collisions. Finally,
Figure 1c presents a set-up with few holes and with clamping from above. This
configuration gives a higher risk of collision if the clamps are badly aligned.
The set-up geometry is structured by the boundary lines.

The variety of examples chosen here covers several industrial cases, al-
though not all, since certain companies do not wish to divulge their machining
techniques.

In reality, the manufacturing process is sequential and can be divided into
three main steps, as shown in Figure 2.

1. The product design step, in which the designer generates a 3-D CAD
model(STEP, IGES files format) of the machining set-up.

2. CADCAM programme computation, e.g ISO 3592, using machine type
information (3, 4 or 5 axes) and a 3D CAD model.
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Fig. 1 Different machining set-up configurations.

3. Finally, carrying out the machine set-up and integrating the CADCAM
programme into the machine to generate numerical command (NC-code)
e.g ISO 6983.

Fig. 2 Actual numerical chain treatment of machining.

In both steps (1) and (2), the designer and the programmer use a simulation
software (CATIA c©, Mastercam c©,. . . ) to check the tool trajectory within the
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3D CAD model. In the workshop (see step 3), the operator has to assemble the
machining set-up defined by the 3D CAD model and integrate the CADCAM
programme into the machine. The NC-code is generated by the CAM software
and uploaded to the machine controller after being tested on the machining
simulation software. This operation is usually unsupervised in the type of
case under consideration here (High Speed Machining), where, in general, the
operator has to carry out many assembling operations during a day. Figure 3
shows an example of different machining set-ups and the corresponding 3D
CAD model (Figure 3e).

Fig. 3 Examples of errors in the assembly of machining set-ups: (a) machining set-up
conforms to 3D CAD model. From (b) to (d) machining set-ups do not conform to 3D CAD
model: e.g (b) rods moved, (c) rods moved and fixture element has been added, (d) rods do
not have the correct dimensions (as defined in the 3D CAD model) and a fixture element
has been added. (e) shows the 3D CAD model of the desired machining set-up.

Going back to Figure 2, it can be seen that the chain is unidirectional and
does not have a feedback to control each step of the manufacturing process.
Moreover, in the workshop, the operator may use dedicated software to sim-
ulate the tool trajectory according to the 3D CAD model, but does not take
into account the actual machining set-up because this is a time-consuming
operation as the whole machining of the part has to be simulated.

In this work, a new numerical chain is proposed to perform an automatic
check of the machining set-up before the machining operation is launched.
This new chain is based on computer-vision processing using a single camera.
This approach can lead to fast and low-cost solutions as it makes it possible
to compare the relevant parameters (CAD, CADCAM) of the numerical chain
with the observed scene of the actual machining set-up, as shown in Figure 4.

In the context of collision avoidance in machine tools, some recent works
have proved the interest of using computer vision for machine-tool safety, but
few of them focus on set-up checking using computer vision: Ahmad et al.
[1] developed image-processing algorithms (SET/RESET) based on a single
camera in order to optimize the tool trajectory. In [2], Zhang et al. used a
single camera to provide a 3D model of the milling tool, and in [3], Zhang et
al. developed a stereovision system to construct the digital model based on
the actual model of the machining set-up using 3D edge information. In this
case, the operator has to verify the Euclidean position of each individual part
in a superimposed image to check conformity. Finally, in [4] a single camera
was used for a 3D reconstruction and pose estimation of the cutting tool.
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Fig. 4 Proposed numerical chain treatment of machining.

In order to compare the image of the machining set-up with the 3D CAD
model of the desired machining set-up, the correspondence between 2D fea-
tures extracted in the image and those of the 3D CAD model needs to be
found automatically This goal can be achieved by estimating the 3D/2D pose
between the camera and the 3D coordinate system attached to the 3D CAD
model of the installed machining set-up. With the pose, it will be possible
to project onto the image some elements extracted from the 3D CAD model
(a kind of augmented reality) which will allow us to produce model-based re-
gional segmentation of the image. Each region represents the desired location
of a component in the machining set-up (part, rods, clamps, etc.) and by com-
paring the regions extracted for the components onto the real image, and the
defined regions onto the virtual image, it will be possible to evaluate the level
of conformity.

The paper is organized as follows. Section 2 outlines the vision-system
set-up and presents the process of selecting the features. Section 3 describes
the graph tool that is used to perform the automatic matching between the
actual machining set-up and the desired one as defined in the 3D CAD model.
Once feature correspondences have been defined, a 3D/2D pose is estimated.
Section 4 presents the method used and provides some results. At the end of
this section the relation is examined between the accuracy of the pose and some
relevant parameters of the proposed method, such as the topological relation
between nodes in the graphs, and the robustness of the pose using noisy images.
Section 5 presents the local analysis of each subregion extracted from the
images. To make a decision on the conformity of each object’s region with
the theoretical region, an optimal fusion classifier-based fuzzy logic system
is proposed. This system is based on a skeleton-graph classifier, a boundary
classifier and a surface classifier, presented in section 6. Finally, section 7
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discusses the results obtained and gives some perspectives for future work to
improve the method.

2 Vision-system set-up and features selection

2.1 Proposed vision system set-up

To ensure optimal imaging of the machining set-up, the camera should be
installed perpendicular to it. The Zc axis of the camera (optical axis of the
camera) and the Zm axis of the machining set-up (normal axis of the machining
set-up) are parallel (see Figure 5).

In reality, two types of machine exist: machines that have a space to prepare
the machining set-up, in the case of serial production, and machines which do
not have space to prepare set-up. For the first situation, the camera is fixed
perpendicular to the machining set-up in the preparation space, as shown in
Figure 5a. For the second situation, the camera should be installed in the
spindle. The camera is stored in the machine tools store, so when the operator
finishes the set-up, the machine can be asked to search for the camera in
the store (a line of code, similar to tool-changing code, needs to be added at
the beginning of the CADCAM programme). Figure 5b shows the proposed
configuration.

Fig. 5 Proposed Camera/Machining set-up configuration: (a) machine has space to prepare
machining set-ups, (b) machine without preparation space.

The proposed configuration guarantees that circles will be not transformed
into ellipses, and it simplifies 2D/3D features matching and pose estimation.

As the aim is to be able to project onto the image some elements extracted
from the 3D CAD model (augmented reality), the pose between the camera
and the 3D CAD model needs to be estimated. To achieve this, some correspon-
dences need to be established automatically between some of the primitives
extracted from the image and the corresponding ones in the 3D CAD model.
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2.2 Creation of a virtual image

First, a so-called ”virtual image” is computed that corresponds to the projec-
tion of the 3D CAD model onto a plane.

As shown in Figure 6, a virtual camera is positioned perpendicular to the
3D CAD model and the model is projected onto the (uv) plane, leading to the
so-called “virtual image”.

Fig. 6 Construction of a virtual image using a virtual camera.

Figure 7 shows the computed virtual image and the edges extracted from
this virtual image.

2.3 Feature selection

As the machining set-up may not conform to the 3D CAD model, invariant
features on the image need to be selected automatically. These need to be
reliable for the 3D CAD model (i.e. they should be primitives that cannot be
moved by the operator).

As shown in Figure 8, most of the pallets used in machining have several
holes that are used to fix the machining set-up elements (location of clamping
elements and fixing screws). Thus, circles were selected as invariant features.
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Fig. 7 Virtual image: (a) virtual image of a machining set-up, (b) edges extracted from the
virtual image.

The circles were extracted from the edge image using the Hough Transform
(HT).

As machining set-ups are made up of several polyhedral elements, it was
also decided to select the lines that can reflect the topology of the scene. The
Line Segment Detector algorithm [5] was used for this purpose. A new descrip-
tor was proposed in order to select the relevant line features and to optimize
the line intersection points that would be used to construct a topological graph.
Using information from both circles and lines served to reinforce the matching
process, and ensured the general compatibility of the method where machining
set-ups have fewer circles and more lines, or vice versa.

In the literature, the problem of circle and line detection has been widely
studied [6]. Both remain topical issues [7] [8]. Lines usually represent illumi-
nation discontinuity, and they have proved useful in many computer- vision
and image-understanding applications [9]. However, circles can be used as pa-
rameters in camera-calibration processes [10]. In this section the process of
feature selection is described. Firstly, to simplify the problem it will be useful
to compute the edge image. A new method of image processing to compute
edges from a real image has been developed [11].

2.3.1 Circle selection

Since many circle radii can be extracted from the image, a filtering process
was used to retain only the relevant circles (which represent fixing screws). An
attribute vector Vc was defined and is given in equation (1).

Vc = [ rmin, rmax, rc
i , xc

i , yc
i ]

⊤, i = 1 . . .N (1)

where, rmin and rmax are the interval of the radii of the circles that should
be kept. rc

i is the radius of the circle i and yc
i , xc

i are the coordinates of the
centre.

The filtering parameter ρi was defined as the rate of detected circle radii
between rmin and rmax and this was fixed empirically at 80%. Figure 9a shows
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Fig. 8 Different types of pallets and clamping elements of machining set-ups.

the result of a selection of relevant circles that are designated by yellow star
centres (xc

i , y
c
i ) in the case of the configuration shown in Figure 9.

Fig. 9 (a) Detection of all circles, (b) Selection of relevant circles

2.3.2 Line selection

The discontinuities of gradient in some regions of the image may cause the
detection of multiple portions of segments. In this application, this will gen-
erate many line intersections and therefore many relevant features which may
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be optimized for graph matching. Figure 10 shows examples designated by red
ellipses.

Fig. 10 Line segment detection using LSD algorithm [8].

With the aim of selecting line segments, the Line Segment detector (LSD)
algorithm proposed by Grompone von Gioi et al. [8] was used. The LSD aims
to detect locally straight contours on images. The straight pixels are grouped
together onto a rectangle. Each rectangle is characterized by its direction α,
length L, width l, and as a candidate for a line segment. To validate the can-
didature of the rectangle support, the authors of [6,12] use an a contrario
validation approach based on the minimization of the Number of False Alarm
(NFA), as shown in equation (2). The NFA is associated with binomial distri-
bution.

NFA(rect, x) = Ntest.PH0
[k(rect, X) ≥ k(rect, x)] (2)

H0 is the assumption that the image containing the rectangle bounded by
the rect has no pixels aligned, with Ntest the number of tests. X is a random
variable representing an image satisfying assumption H0. PH0

is used as the
probability that a pixel, assuming H0, is aligned with the rectangle rect. This

probability is given by p =
τ

π
for a uniform distribution between [0, 2π] [6].

This allows PH0
[k(rect, X) ≥ k(rect, x)] to be written in the form of a binomial

distribution given by equation (3).

PH0
[k(rect, X) ≥ k(rect, x)] = B(n(rect), k(rect, x), p) (3)

where,

B(n, k, p) =

n
∑

j=k

(

n

j

)

pj(1 − p)n−j (4)
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In order to optimize the number of detecting lines, a selection process was
defined. As shown in Figure 11, for each line support, l represents the length
of the segment, and ρl represents a length ratio between the selected line and
the reference line, as shown in equation (5). For each line support, if it is

oriented θ ∈ [α − τα, α + τα], where τα is fixed empirically at
π

18
, and the

distance from the projected centre point Pc to the line segment support of
the selected rectangle is less than 3l, where l is the length of the rectangle,
then the rectangle is merged with the selected one, and a new line support
is computed using the least squares method. Figure 11 shows the principle of
the proposed line selection algorithm.

Vl = [ l, L, ρl, xp, yp]
⊤, i = 1 . . .M (5)

Fig. 11 Principle of line selection: each line support region is fully covered by an estimated
rectangle which is characterized by its direction α in relation to the v axis and its distance
from the origin. In this example, the rectangle support segment [\] is merged with a rectangle
support segment [∆]. However, the rectangle support of segment [\\] is not considered,
because its orientation is: θ(\\) /∈ [α − τα, α + τα].

Figure 12 shows the result of the selection of lines for Figure 10.
Using the vectors Vc and Vl of the features selected, a graph can be built

representing the proximity information. The matching between the real graph
Gr and the virtual one Gv, will provide the node correspondences between the
real image of the machining set-up and the 3D CAD model.
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Fig. 12 (a) Detection of all lines, (b) Selection of relevant lines and corresponding inter-
section points
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3 Graph-based feature matching

3.1 Graphs construction

In many problems of pattern recognition [13], [14] and data mining [15], graphs
have been used with great success to apply data-driven techniques in which
the proximities between sets of graph nodes are widely adopted [16].

In a proximity graph, nodes are connected by edges on the sole condition
that they are deemed to be close by some proximity measurement. It is this
measurement that determines the type of graph that will result. Minimum
spanning trees [17], Gabriel graphs [18], relative neighbourhood graphs [19],
Delaunay diagrams [20] (often referred to as Delaunay triangulations), all de-
scribe different notions of vicinity between the points of the input point set.
In this paper Gabriel graphs have been used. They have been proven to be
good descriptors of the topological relationships of a set of points (see e.g. in
the paper by David [21]). Figure 13 shows an example of graph construction
for both real and virtual images of a machining set-up.

Fig. 13 Graph construction using the Gabriel graph principle for both real and virtual
images.

In this study, the nodes represent the feature coordinates (such as circles
or intersections of line segments). The edge represents the proximity between
sets of points (nodes). The constructed graphs for both real and virtual images
are shown in Figure 13.
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3.2 Graph Matching

Establishing correspondences between two sets of visual features is a key prob-
lem in many computer-vision tasks, such as image classification [22] or shape
matching [23]. Previous works formulate the problem as a search for the nearest
neighbour [19], geometric consistency [19], or, at a high order of complexity,a
combination of many similarity measurements [13], [16].

First, the graphs were normalized using equation (6). It should be noted
that normalization is an important task in graph matching, because, in the
creation of a virtual image, the projection of a 3D CAD model onto a (xy)
plane does not take into account the real dimensions of the machining set-up
(the 3D/2D pose is still unknown). Normalization allows the coordinates of
both graphs to be expressed in the same chosen interval [a, b] (e.g [0, 1]).

∀(x, y) ∈ R × R ⇒











Nx =
(

x−min(x)
max(x)−min(x)

)

× (b − a) + a

Ny =
(

y−min(y)
max(y)−min(y)

)

× (b − a) + a

(6)

[a, b] is an interval of normalization and (x, y) are the centre point coor-
dinates of the selected features.

Secondly, the issue is how to ensure the correspondence between graphs,
even if they are structurally different. In other words, isomorphism cannot be
used to establish correspondence because, in reality, the operator may assemble
the machining set-up in a different way to the desired one, which can cause
problems when checking for isomorphism. Even in the case of correct assembly
of the machining set-up, isomorphism may be caused by the performances of
the features detection and selection algorithm. Furthermore, uniqueness is an
important piece of information, because corresponding nodes will be used to
compute the 3D/2D pose estimation, which means that each node must have
one and only one correspondence. To avoid these constraints, the connected
level nodes and the Euclidean distance information between them were used.

The connected level nodes reflect the importance of the region in the scene,
and a node that is strongly connected is a node that probably has a corre-
spondence in the virtual image, or vice-versa. If nodes P1 and P ′

1 of the real
image are matched with nodes P2 and P ′

2 of the theoretical image, then the
geometric relation between P1 and P ′

1 and that between P2 and P ′
2 should

be similar (no deformation). It is important to note that matched-pair nodes
(P1, P ′

1) and (P2, P ′
2) should have the same class (circles or intersection of

line segments). So as to ensure similarity criteria, the Normalized Gabriel
Graph (NGG) is cut into sub-graphs of circles and line nodes independently
with respect to the geometric relation between them. Moreover, the computed
graphs Gv and Gr from the extracted points N1 and N2 of the virtual and
real images respectively do not have the same order of complexity, and it is
not assumed that N1 = N2 i.e, not all nodes in one graph have similar nodes
in the other graph. This depends on the actual configuration of the machining
set-up, and on the features-selection step. However, this problem can be solved
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easily without adding a significant number of additional computations. The
proposed algorithm, based on topological similarity, can be expressed by two
major measurement criteria: (1) compute high-level sub-graphs of real and
theoretical graphs (2) find the corresponding transformation Φ between sub-
graphs by minimising the neighbourhood circle expressed by the Euclidean
distance between nodes.

3.2.1 Subgraph computing

For each graph, the sub-graphs can be determined once the cut edges are
computed. The cut edge is defined as the edge linking the circle node to the
line node or vice versa. This is the main idea to compute a sub-graph so as
to find node correspondences. The principle of the algorithm is shown in Fig-
ure 14. This decomposition of the graphs allows us to begin matching between
high-order sub-graphs to find a corresponding transformation Φ between sub-
graphs.

Fig. 14 Sub-graph computation: edge and node properties.

3.2.2 Transformation Φ

The sub-graphs are computed, and represent the proximity relationship be-
tween the circles and lines independently. For each sub-graph, the matching
process consists primarily in finding the transformation Φ correspondence of
the real graph with the virtual one. As shown in equation (7), the node cor-
respondences are found by computing the number of nodes inside the neigh-
bourhood circle based on the Euclidean distance for each transformation Φ.

S = argmax
N

{minF (G|H, Φ̂)} (7)

Where, Φ is the geometrical relationship that ensures a maximum number
of matched nodes, N is the number of matched nodes.

As described above, the proposed method must find correspondences even
if the actual machining set-up does not conform to the desired one, because
anomaly detection will be carried out in the next step of local analysis. The
aim of finding correspondence is to compute the 3D/2D pose and project the
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3D model onto the image to achieve segmentation of the ROI (Regions Of
Interest).

To overcome this problem and to determine the correspondence transfor-
mation Φq, which maximises equation (7), the new coordinate vectors −→xab =

(
−→
Pb −

−→
Pa), ∀a, b ∈ I are defined. Accordingly, a new origin is defined for graph

H as the translated position of the origin to the higher-connected node Pref .
This is illustrated in Figure 15.

Fig. 15 Principle of landmark changing and optimal configuration φ finding: node P3 of
graph G and node Pref of graph H are the new origin. Columns (b), (c) and (d) represent

the different configurations Φi, and the optimal configuration is given in column (d) φOpt
i .

The relation between both nodes selected as the new origin has to respect
the following condition:

||Pref − Pi|| ≤ ǫ. (8)

Where ǫ is the smallest distance between the two nodes (w1
j , w2

j ) connected

in the reference graph H . It is expressed by : ǫ =
w1

j + w2
j

2
.

Two conclusions can be drawn from this condition:

– If ||Pref −Pi|| >> ǫ, the applied origin is too far from the optimal solution,
because both nodes are situated at the extremity of the normalized graphs.

– Otherwise if ||Pref − Pi||:: ǫ, the applied origin is accepted.

Respecting this condition, the optimal transformation Φ (which ensures
maximal matched nodes with minimal distance), is expressed as :

F (G|H, Φ̂) =
1

Nij

∑

i,j∈I,J

Dist(vi, wj |S, Φq) (9)

F is also called the neighbourhood function, for which the distance between
pairs of nodes vi(xi, yi), wj(xj , yj) is given by :
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Dist(vi, wj |S, Φq) =
√

(xi − xj)2 + (yi − yj)2 (10)

Moreover, Φ is an affine invariance transformation, because the objects
being considered here are rigid. Furthermore, both graphs G and H are nor-
malized, so there is no problem in finding a scale factor. Since geometrical
information is used to find correspondence in a relational way, Φ does not de-
pend on any translation or scale parameter. It may be expressed as a plane
rotation with four possibles rotations k × π

2 , with k ∈ [0, 3]. Figure 16 sum-
marizes the parameters of equation (9). Table 16b presents the coordinates of
normalized graph nodes according to the new landmark (defined by labelled
nodes (16, 29), e.g grey line).

Figure 17 presents the graph-matching results achieved on several machin-
ing set-ups carried out by the operator, for the case of non-conforming ma-
chining set-ups. This figure shows that the graph matching is robust, despite
the fact that the machining set-up configurations do not conform to the CAD
model.
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Fig. 16 Real (G) and theoretical (H) graph matching result: (a) Optimal configuration
Φ2. (b) Table of matching labelled nodes; grey row indicates the selected origin nodes.
(c) Bar diagram for different configurations Φq. Config. #1 corresponding to Φ0 for which
rotation plane equal to zero. Config. #2 corresponding to plane rotation Φ1 = π/2. This
configuration gives the best matching result, e.g maximum number of matched nodes with
minimum distance. Config. #3 corresponding to plane rotation Φ2 = π. Finally, config. #4
corresponding to plane rotation Φ2 = 3π/2. (d) finding the nearest node. The zoom in shows
the nearest circle, where the radius is given in equation (10).
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Fig. 17 Automatic graph matching of different non-conforming configurations of machining
set-up.
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4 Pose estimation and results

4.1 3D/2D Pose estimation

The matching of the graph nodes provides the correspondences between the
2D features extracted in the image and their correspondences in the 3D CAD
model.

Using these matches, the 3D/2D pose (rotation and translation) between
the 3D CAD model and the 2D image can be estimated and given in [R|t]
matrix. The camera was calibrated off-line and the intrinsic parameters were
determined and given in matrix [A] using the Matlab R© Camera Calibration
Toolbox [24]. The projection matrix [P] is expressed as P = [A].[R|t], where A

stands for the camera intrinsic parameters and R and t stand for the extrinsic
parameters. The [R|t] matrix is built from the rotation matrix R and the
translation vector t. Figure 18 shows the results of automatic computation of
pose.

Fig. 18 Estimation of intrinsic parameters and pose of the camera relative to the machining
assembly, in accordance with (a) the pose of the camera expressed relative to the benchmark
machining assembly given by the CAD model, and (b) the camera pose expressed relative
to the reference of the camera.

4.2 Attributed Relational Graph (ARG)

The topological organization of the elements constituting the machining as-
sembly in its numerical CAD definition is expressed by an Attributed Rela-
tional Graph (ARG). The ARG is calculated firstly from the CAD model. In
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the CAD model each element is defined by its dimensions and location. The
ARG computed from the CAD model is projected onto the ”real” image after
calculating the parameters of the projection matrix [P ]. The edges between
the nodes representing the neighbourhood are measured on the CAD model.
Each node in the ARG is characterized by a feature vector containing the
dimension of the object, thereby delimiting the region of interest. Figure 19
shows an example.

Fig. 19 Region-segmentation-based model: (a) computed attributed relational graph from
3D CAD model ARGref , (b) projection of 3D CAD model onto image of machining set-up,
e.g augmented reality, (c) Computed ARGreal from pose estimation. (d) region segmentation
result.

The aim of using ARG is to localize the regions of interest containing
the clamping elements and the part, after calculating the pose in relation to
their CAD definition. This strategy of using ARG allows us to detect any
eventual anomaly in the calculation of the pose before proceeding to local
analysis of the regions of interest. Indeed, it proves to be robust even if the
actual machining set-up does not conform to the reference image given by
the CAD model. Figure 20 shows an example where the estimated pose does
not conform. In this example, the machining set-up is inclined so that the
assumption regarding the relative position of the camera and the machining
set-up is not respected (the OZc axis of the camera and the OZm axis of the
machining set-up should be parallel or, in an ideal case, superposed ; axes are
described in Figure 5). This anomaly can be checked using the definition of the
adjacency matrix of ARG. In fact, the edge between the node of ”Pin 3” and
the node of ”Pallet” in ARGref (see Figure 19) was not defined (expressed by
0 in adjacency matrix) which is not correct in the projected ARGreal. In this
case, the system should stop computing and give information to the operator
about the actual machining set-up configuration.

If the anomaly is detected, the system should stop computing and give the
information to the operator that there is a problem in the set-up installation.

Figure 21 shows the projection of ARGth and image segmentation results
for Norelem c©, Semelle c© and Minimanche c© machining set-ups respectively in
the case of conforming and non-conforming configurations.
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Fig. 20 Anomaly detection in pose estimation from the ARG: (a) Graph ARGth according
to its definition in CAD model, (b) projection of digital CAD model onto image, (c) graph
ARGr calculated after pose estimation, (d) image segmentation and extraction of regions
of interest, (e) adjacency matrix of the graph ARGth according to the CAD definition, (f)
adjacency matrix of the graph ARGr . The red boxes in the matrix (f) represent the anomaly
described by defining a new neighbourhood that is not defined in ARGth.

4.3 3D/2D Pose evaluation

Two principal tests were conducted to study the robustness of the proposed
method with regard to pose estimation. The first test concerned the study of
the performances of the feature detection and selection algorithms and the
pose accuracy. To evaluate the performances, the CAD edge image was chosen
as the reference image and at each iteration i a Gaussian noise was applied
with σi varied at each iteration (starting with σ1 = 1) and µ = 0. Figure 22
shows the results. It can be deduced that if σi 6 10 pixels the pose accuracy is
about 6 3 pixels, otherwise the pose precision curve increases exponentially.

The second test concerns the study of the relationship between the spatial
distribution of the nodes and the accuracy of the pose. Haralick et al. [25],
Horaud [26] and recently Hartley and Zisserman [10] have studied the relation
between pose accuracy and spatial distribution of corresponding nodes (and
their number, for 3, 4 and ≥ 5 point correspondences). In this study, it can
be deduced from Figure 23 that if the nodes are aligned, the pose accuracy is
low, because the translation estimation is false. However, if most of the nodes
are unaligned, then the pose accuracy is less than 3 pixels (accepted accuracy
in this application). The bar diagrams of Figure 23a and Figure 23b show the
29 configurations that have been randomly generated and studied. Figure 23c
shows some graph configurations that correspond to two extreme situations:
for Config. #2 and Config. #29 the accuracy of the pose estimation is quite
good (only a few pixels) whereas for Config. #10 and Config. #29 the accuracy
is quite bad (several tens of pixels).
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Fig. 21 Region segmentation for different conforming and non-conforming configurations
of Norelem c© machining set-up, Semelle c© machining set-up and Minimanche c© machining
set-up, respectively.
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Fig. 22 3D/2D pose evaluation with coordinates of nodes (mean error and standard devi-
ation (Std)).
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Fig. 23 Pose evaluation with spatial relationship between nodes (29 configurations have
been randomly generated and studied) : (a) mean error in pixels along the X and Y image
axes, (b) mean variance in pixels along the X and Y image axes, (c) some graph configu-
rations. Config. #29 presents the configuration in which the mean error is minimal, with
Mean(x, y) = (1.2063, 2.3697) and standard deviation std(x, y) = (1.3732, 1.6096).
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5 Local analysis

In order to analyse the content of each image region delimited by the result
of the pose estimation, the object must be segmented from the background.
To this end, repeat performances were tested for two algorithms, reputedly
the highest performing ones, the Ncut algorithm proposed by [27], based on
the spatial segmentation of the image using gradient information, and sec-
ondly, the AGGMM algorithm, based on the modelling of a grey-scale image
histogram proposed by [28]. The results are given in Figure 24. These results
were evaluated using a confusion matrix (see Table 1).

Reference (%)
Object Background

Calculated (%)
Object True Positive (TP) False Positive (FP)
Background True Negative (TN) False Negative (FN)

Table 1 Confusion matrix used in Figure 24.

The rate of recognition in both algorithms was more than 80% on average.
Graphics Processing Unit (GPU) time is also an important factor with regard
to this application. It was therefore tested by a standard method, Otsu’s al-
gorithm [29], using the mathematical morphology technique. The aim of the
mathematical morphology operation is to recreate the pattern of an object as
close to the reference as possible. This is important because there are poly-
hedrons, cylindrical and spherical shapes among the clamping elements in the
machining set-up. The step-by-step results of segmentation in the case of a
part for a Semelle c© machining set-up are given in Figure 25.

It can be seen that the rate of recognition is still more than 80%. However,
the interest of using Otsu’s method is that the GPU time computation is about
2 to 3 time shorter than with the Ncut and AGGMM methods.

Many pattern-recognition applications use a skeleton to describe complex
objects or for retrieval in databases, while others use boundaries and surface.
In this application, one of key ways to define a highly discriminant object
descriptor is to combine descriptors, such as skeleton, boundary and surface
descriptors.

5.1 Object pattern characterization

A lot of research effort has been devoted to finding and proposing classifiers
by selecting the most relevant features for a given object. Generally, the best
descriptor will depend on the application, being necessarily more than one
descriptor in order to detect all relevant features of the shape. This proposal
focuses on the use of three descriptors, a skeleton-graph descriptor (SGD), a
boundary descriptor (BD) and a surface descriptor (SD). A classifier of each
of them is trained to compute scores (outputs) and combine the output of
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Fig. 24 Comparison of tested methods of region-based segmentation.
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Fig. 25 Result of object segmentation from a background.

all classifiers in a fuzzy expert system, so that the overall performance in-
creases. The next paragraph defines the descriptors and the proposed strategy
to compute a classification score.

5.1.1 Skeleton-Graph Descriptor (SGD)

The SGD descriptor has been widely used for pattern-recognition applications.
It can integrate the geometric and topological features of the object. However,
it is a challenging task to automatically recognize objects using only their
skeletons, due mainly to the skeleton’s sensitivity to boundary deformation
[30], [31] and also to the similarity of the skeletons for two different objects.
Skeleton-based recognition methods are usually based on a graph or tree rep-
resentation of the skeleton. Before describing the proposed method, some rela-
tions will be defined between the original skeletons and the computed graphs
for matching.

Definition 1 A skeleton point having only one adjacent point is an endpoint.
A skeleton point having two or more adjacent points is a junction point. The
endpoint in the skeleton graph is called the end node, and the junction point
in the skeleton graph is called a junction node.

Definition 2 The edge between an endpoint and a junction point is called the
cut edge.

5.1.2 Matching the skeleton graphs and classification

Following the definitions given above, the skeleton graphs matching problem
can be defined as the determination of a one-to-one node correspondence ac-
cording to the kind of node (e.g. end-nodes and junction-nodes). The dissim-
ilarity value between two nodes vi and wj of the same kind is given by the
minimal distance between them. Nodes are matched using the same method
as that proposed in section 4.1. Using the same formula as in equation (7), the
advantage here is that the 3D/2D pose is estimated and the object regions are
located. In other words, the translation vector (T), the rotation matrix (Φ)
and the scale factor (Υ ) are known, and therefore equation (7) can be written
as:

S(G|H) = min
i,j∈I,J

(Dist(vi, wj |Υ, Φ, T )) (11)
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Fig. 26 Skeleton graph matching in the case of a part in a Norelem c© machining set-up.

In Figure 26, it can be seen that labelled nodes 1, 6 and 7 have not been
matched, therefore they do not affect the score calculation. The matching score
is given as the average of matched nodes. In this case, the score SSkel = 0.64.

5.1.3 Boundary and Surface Descriptors

The boundary descriptor is computed from the edge image. The boundaries are
traced and elementary descriptors extracted at every equidistant point along
the boundary. In reality, boundary descriptors depend on two independent
parameters, such as pose-estimation accuracy and edge-detection algorithm
performance. For the first parameter, pose estimation, there is an average error
of about 3 pixels. To compute a score Sedge, a 5×5 pixel cell of a patch centred
at pref is used to scan the region in the real edge image corresponding to the
position of pref coordinates in the theoretical edge image. The score Sedge is
the proportion of foreground (boundary) pixels in the theoretical image within
the corresponding region of the local patch extracted around the boundary of
the real image. This descriptor is applied to several real and theoretical images
of the machining set-up clamps.

As regards the surface descriptor, it is simply the ratio between the real
surface (Sr

Area) and the theoretical surface (St
Area), as shown in Figure 27.

Equation (12) presents the ratio.
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SSurf =



















Sr
Area

St
Area

if Sr
Area ≤ St

Area

St
Area

Sr
Area

else

(12)

Fig. 27 Boundary and surface scores. (a) reference image, (b) scores for reference image,
(c) real image and (d) scores for real image.
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6 Decision

In similar situations of uncertainly, the problem of object recognition may be
treated by probabilistic or possibilistic methods. Often, probabilistic methods
seek to model the intrinsic behaviour of the system, using the mathematical
relationship between random variables. However, in some cases, integrating
human expertise in the combination of classifiers (inference step in fuzzy logic
system) is an important step towards automating the decision process.

Combining the outputs of classifiers has been one of the strategies used to
improve classification rates in general. Some of the most common approaches
can be explained using the Bayes formula [32] for eye modelling and [33] for
object tracking. In this application the problem of the combination of classifiers
uses a non-Bayesian probabilistic framework. In the paper by Terrades et al.
[34] the authors demonstrated the optimal combination of classifiers in a non-
Bayesian framework. The proposed solution in this paper uses a fuzzy system
reasoning method. There are two principal reasons for this choice:

– The fuzzy logic system approach reflects the human side of decision-making
and the uncertain nature of the information provided in different steps of
the processing chain, which allows us to examine the non-linear relationship
between the calculated scores.

– The fuzzy logic system may effectively replace a complication model, such
as hierarchical decision, because it is difficult to establish the relationship
between descriptors.

6.1 Set definition

The choice of the form of fuzzy set depends on the complexity of the problem
and the variation ranges of the variables. There are several ways to model fuzzy
sets, e.g triangular, trapezoidal or Gaussian. Both triangular and trapezoidal
sets have a discontinuous characteristic within the Gaussian set. In Figure 28,
the triangular form tends to cut through its maximum point marked by (b),
resulting in two parts (a, b) and (b, c). The trapezoidal form tends to allocate
its maximum over the range (b, c), which gives the three parts (a, b), (b, c) and
(c, d). This can be interpreted by a spreading of the uncertainty for near one
values. The Gaussian form is characterized by its continuity and it can combine
the properties of both sets, triangular and trapezoidal and so give a continuous
form to small uncertainty values. This characteristic is dependent on the choice
of mean (µ) and variance (σ) of the Gaussian set. A Gaussian form is used
to define the input variables of the fuzzy system, and the triangular form to
define the output variables. Furthermore, two linguistic variables are defined,
as ”conforming” and ”not conforming” for the ”Decision” set, in which ”not
conforming” is the range [0, 0.7] and ”conforming” is ]0.7, 1].
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Fig. 28 Definition of set forms. (a) Triangular membership form, (b) Trapezoidal member-
ship form and (c) Gaussian membership form.

Fig. 29 Decision Sets. (a) input variable “Boundary”, (b) input variable “Dimension”, (c)
input variable “Skeleton matching” and (d) output variable “Decision”.

6.2 Inference and decision

The defuzzification process consists in transforming linguistic variables into
digital variables. In the first step, the variables language must be merged with
the fuzzy logic operators and rules previously defined. The logical ”AND”
operation was chosen for this task. For example, one fuzzy rule which was
defined is:

If SSkel is high and SCE is high and SDIM then the object conforms.

The second step consists in finding the quantitative value based on the
degree of membership of the linguistic variables. There are several defuzzifica-
tion techniques, including the low of the maximum value (LOM), the end of
the maximum value (SOM), the area average value of the maximum (MOM),
or the center of gravity (Centroid).

There are two known methods of inference in the defuzzification process:
the so called Mamdani defuzzification system and the Sugeno method [35].
Both methods differ in computing the inference output and aggregation rules.

The inference method proposed by Mamdani consists in calculating the
polygon including the membership of the input variable values. The height of
the polygon is defined by the largest membership value. The aggregation of
this variable is calculated by one of the defuzzification techniques presented
previously, i.e MOM, LOM, SOM, and the center of gravity method. The
method of center of gravity data is used in equation (13).
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CGMamdani =

∑b

x=a µA(x).x
∑b

x=a µA(x)
(13)

where x is the variable, A is the set and µA(x) stands for the mean of the area.

The method proposed by Sugeno relies on modelling the fuzzy set in a peak.
The amplitude of the peak is given by the membership value of the variable
x to the fuzzy set in question. The result of aggregation uses the weighted
average method, given by equation (14).

CGSugeno =

∑

i µA(ki).ki
∑

i µA(ki)
(14)

Fig. 30 Mamdani inference principle of aggregation rules and output (a) calculating mem-
bership rate, (b) calculation and inference of the value of the output.

Fig. 31 Sugeno inference and output sets aggregation, (a) calculation of membership rate,
(b) inference and given output value.

Two methods of defuzzification, Mamdani and Sugeno, have been tested.
No difference was noted in the decision, because the shapes of the fuzzy sets
defining the output variable ”Decision” are separated and do not have an in-
tersection area, or area of confusion. In addition they are, respectively, centred
on zero for all ”non-conforming” and on one for ”conforming”, which means
that the result of the decision is often greater than 0.8 for the ”conforming”
case and less than 0.2 for the case of ”non-conforming”.
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7 Conclusion and perspectives

The aim of this work was to develop a vision system for automatic verifica-
tion of machining fixtures. This would increase the productivity of machining
companys, by protecting machines against the collision of the tool with the
clamping elements.

The specification requires taking into account three main parameters, CPU-
time processing, system cost and simplicity, and finally the dimensions of the
control system to be installed within the machine. The solution chosen was
to use monocular vision. The use of a monocular system could meet the re-
quirements of the specifications. As concerns the computing time, operating
a single image is much more practical than the treatment of two images of
a binocular vision or two acquisitions of a single camera with two different
points of view. The response time was less than 1 min on average for three
tested machining set-ups (Norelem c©, Semelle c© and Minimanche c©). As re-
gards the system cost, the use of a single camera is obviously cheaper and less
bulky than a three-dimensional scanning system. Finally, the system will be
commercialised at around 10% of the value of the spindle.

The use of a 3D sensor without contact, as well as being inexpensive,
gives a measurement precision of one tenth of a millimetre and would make
it possible to obtain a more easily exploitable segmentation, in particular for
the supernumerary parts. It would also provide immediate 3D information
about the parts, which would ensure a better recognition of the objects and
would lead to improved confrontation of the topology of the scene with the
tool trajectory. The initial plan was to use a Kinect sensor, but its optical
system is not compatible with the dimensions of the field of observation of
the fixtures. Monocular systems of 3D acquisition , based, for example, on
techniques of shape from shading, were also examined, but they do not give
good results on abrupt discontinuities of depth [36]. Depth was also studied
by means of defocus methods [37], but for the moment these methods do not
reach the desired precision. Finally, the idea of integrating a programmable
camera equipped with a FPGA and DSP for use in an industrial context, is
currently being evaluated.
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