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Abstract

The necessity to document thousands of endangered languages encourages the collaboration between linguists and computer scientists in order to provide the documentary linguistics community with the support of automatic processing tools. The French-German ANR-DFG project Breaking the Unwritten Language Barrier (BULB) aims at developing such tools for three mostly unwritten African languages of the Bantu family. For one of them, Mboshi, a language originating from the “Cuvette” region of the Republic of Congo, we investigate unsupervised word discovery techniques from an unsegmented stream of phonemes. We compare different models and algorithms, both monolingual and bilingual, on a new corpus in Mboshi and French, and discuss various ways to represent the data with suitable granularity. An additional French-English corpus allows us to contrast the results obtained on Mboshi and to experiment with more data.

Index Terms: automatic alignment, automatic transcription, machine translation, Bantu languages, language documentation

1. Introduction

The project Breaking the Unwritten Language Barrier (BULB), which brings together linguists and computer scientists, aims at supporting linguists in documenting unwritten (or hardly written) languages. In order to achieve this goal, we develop tools for language documentation by building upon technology and expertise from the area of natural language processing, most prominently automatic speech recognition and bitext alignment. As a development and test bed for this methodology, three less-resourced African languages from the Bantu family have been chosen: Basaa, Myene and Mboshi.

The BULB project methodology can be summarized into three main steps: (1) Collection of a large corpus of speech at a reasonable cost. For this, we use standard mobile devices and a dedicated software called Lig-Aikuma [1]. After initial recording, the data is re-spoken by a reference speaker to enhance the signal quality, and orally translated into a target (well-documented) language (French in our case). (2) Automatic transcription of the Bantu languages at phoneme level and the French transcription at word level, followed by the automatic alignment between recognized Bantu phonemes and French words. (3) Tool development: Implement tools that will assist linguists in their documentation work, taking into account their needs and existing technology’s capabilities. At this stage of the project (end of first year), we have focused on the data acquisition and have also began to work on automatic transcription and alignment (1, 2).

Contributions. This paper is related to the second step of the project methodology. More precisely, we address the automatic alignment. This problem (also called word discovery) consists in automatically discovering lexical units (as well as their pronunciations) in an unknown (and unwritten) language without any supervision. While several algorithms were proposed in the past to address this problem (see details in section 2), they were only simulating unwritten language cases using well-resourced languages such as English or Spanish. One contribution of this paper is to benchmark several algorithms, both monolingual and bilingual, for a real endangered (and unwritten) language: Mboshi. For bilingual approaches, we also investigate which unit (word or lemma) on the source (written) language is more suitable to discover words in a target (unwritten) language. Finally, an additional French-English corpus allows us to contrast the results obtained on Mboshi and to experiment with larger amounts of data.

The rest of this paper is organized as follows. In Section 2, we summarize the related works on unsupervised word discovery. Details on Mboshi language and data collection are given in Section 3. Section 4 presents the algorithms used while Section 5 is dedicated to experiments and results. Finally, Section 6 concludes and gives some perspectives.

2. Unsupervised word discovery

2.1. Previous work

The feasibility of automatically discovering lexical units (as well as their pronunciations) in an unknown (and unwritten) language without any supervision was examined in [4]. This goal was achieved by unsupervised aggregation of phonetic strings into word forms from a continuous flow of phonemes (or from a speech signal) using a monolingual algorithm based on cross-entropy. Applied to a speech translation task, this approach led to almost the same performance as the baseline approach, while being theoretically applicable to any unwritten language. A phone-based speech translation approach that made use of cross-lingual supervision was introduced in [5]. This bilingual approach works on a scenario in which a hu-
man translates the audio recordings of the unwritten language into a written language. Alignment models as used in machine translation [6, 7] were then learned on the resulting parallel corpus made of foreign phone sequences and their corresponding English translation. [8] combined this approach with monolingual techniques and also did contrastive comparisons. [9, 10] then continued to work on this task by enhancing the alignment model and examined the impact of the choice of the written language to which the phoneme sequence is aligned.

Working with a similar goal in mind, and using bilingual information in order to jointly learn the segmentation of a target string of characters (or phonemes) and its alignment to a source sequence of words, [11, 12] are building on Bayesian monolingual segmentation models introduced by [13] and further expanded in [14]. This trend of research has become increasingly active in the past years, moving from strategies using segmentation as a preprocessing to the alignment steps, to models aiming at jointly learning relevant segmentation and alignment. [15] reports performance improvements for the latter approach on a bilingual lexicon induction task, with the additional benefit of achieving high precision even on a very small corpus, which is of particular interest in the context of BULB.

2.2. Open issues and specificities of the BULB context

Many questions still need to be addressed. Implicit choices are usually made through the way data are specified and represented. Taking, for example, tones into account, prosodic markers, or even a partial bilingual dictionary, would require different kinds of input data, and the development of models able to take advantage of this additional information.

A second observation is that most attempts to learn segmentation and alignments need to inject some prior knowledge regarding the desired form of the linguistic units which should be extracted. This is because most machine learning schemes deployed in the literature tend to produce degenerated and trivial (over-segmented or conversely under-segmented) solutions. The additional constraints needed to control such phenomena are likely to greatly impact the nature of the units that are identified. Supporting the documentation of endangered languages within the framework of BULB should lead us to question the linguistic validity of those constraints and the results they produce. The Adaptor Grammar framework [16, 17], which enables the specification of high-level linguistic hypotheses appears to be of particular interest. Another important aspect of our endeavour is the noisy nature of the input produced by the phonemicization of the unwritten language. Processing a phoneme lattice instead of a (one-best) phonemic transcription, following [18], seems to be a promising strategy.

More generally, a careful inventory of priors derived from the linguistic knowledge at our disposal should be undertaken. This is especially true regarding cross-lingual priors we can postulate about French on the one hand, and Basaa, Myene and Mboshi on the other hand: without taking such priors into account, it is dubious that general purpose unsupervised learning techniques will succeed in delivering any usable linguistic information.

3. Data collection

3.1. Mboshi

Mboshi originates from the “Cuvette” region of the Republic of Congo and is also spoken in Brazzaville and in the diaspora. The number of Mboshi speakers is estimated at 150,000 (Congo National Inst. of Statistics, 2009). A dictionary [19] is available and, just like Basaa and Myene, the language benefits from recent linguistic studies [20, 21]. During the last decades, Mboshi (Bantu C 25) has been studied to describe its grammar including morphological and phonological systems [20, 22, 23].

Mboshi is a tone language. There are 2 tones (high vs low tones) which may play lexical (iba (to call) vs ybea (to borrow)) as well as grammatical (ybea (which borrows) vs ybea (it borrows)) roles. The phonemic inventory is described using 25 consonants and 7 vowels. A specificity of the consonantal system (as compared to English) are for example the labiodental consonants (pf, bv) and the pre-nasalised consonants (mb, mbv, nd, ndz).

One particular aspect of Mboshi that can impact automatic word discovery is its agglutinative morphology. Words are basically formed as a sequence or more generally as a combination of morphological constituents, the latter undergoing a variety of phonological processes during word formation. For example, noun morphology can be quickly described as a combination of a root form to which a collection of affixes may be added. Simple nominal roots may be monosyllabic (/-VV/ or /-CV/), disyllabic (/-CCV/, /-CV/ or /-CVCV/) and trisyllabic (/-CCVCV/ or /-CVCCV/) and may be augmented by prefixes only, whereas verbinal nominal roots also allow for suffix agglutination. There is a long tradition in describing Bantu languages with the help of a rich set of nominal class prefixes [24]. Whereas Bleek’s classification proposes 18 classes, the number of classes varies across languages and even within a language depending on the authors. Most recent work on Mboshi describes a system using 13-14 classes [22, 21]. The verbal morphology can be described by a prefix-root-extension-suffix pattern. Affixes allow for situating an action with respect to an acting agent, a time moment or duration, a place, etc.

A description of phonological processes in Mboshi, as well as studies of its tonal system have recently been carried out [25, 21] and a bilingual French-Mboshi dictionary is also being developed [26].

3.2. Corpus collection

Our objective was to collect large volumes of data from dozens of speakers in different speaking styles. All existing written documents including a 4,500-entry Mboshi dictionary [27], traditional tales and biblical texts in Mboshi were gathered. Furthermore, 1,200 reference sentences for oral language documentation [28] were translated and written in Mboshi by one of the authors (GNK) who is a native speaker of Mboshi. Only these 1,200 sentences translated in Mboshi (called Bouquiaux data set in the rest of the paper) were used in the experiments of this paper. However, this is worth mentioning that 50th of speech data in Mboshi language were collected recently with LIG-AIKUMA in Congo-Brazzaville [29]. This larger data set will be used in future studies.

4. Methods assessed

4.1. Algorithms

We contrast here a series of recent methods for performing the automatic segmentation of an input stream of symbols into meaningful lexical or sub-lexical units. dpseq [13, 30] implements a Bayesian non-parametric approach, where (pseudo)-
morphs are generated by a bigram model over a non-finite inventory, through the use of a Dirichlet-Process (DP). Estimation is performed through Gibbs sampling. Another implementation of Goldwater et al’s proposal is pgibbs, where the DP is replaced by a more general Pitman-Yor Process (PYP); this implementation notably provides an effective parallelization of the sampling process through blocked sampling (our experiments use a 3-gram model). An extension of this model is proposed in [14], which replaces the base distribution of the PYP LM by another hierarchical PYP language model at the character level; we use here the implementation of [18], denoted latticelm in Table 2. pylshhm [32] is another generalization of dpseg, introducing some morphotactics through word classes: in this model, sentences are produced by a non-parametric semi-Markov model, where both the number of states and the number of types are automatically adjusted based on the available data. Two hierarchical PYPs processes are also embedded in this architecture: one for controlling the number of classes (states) and one for controlling the number of words; as in [14], the base distribution is also a hierarchical PYP language model.

Having a French translation of the input at our disposal also allows us to contrast the above monolingual approaches with bilingual models. We consider here the Model 3P of [33], which generalizes the IBM Alignment Model 3 of [6] to the case where the target side is an unsegmented character stream. We use the implementation (pisa) of the authors.

### 4.2. Data overview

<table>
<thead>
<tr>
<th>Corpus</th>
<th>repr.</th>
<th>#tokens</th>
<th>#types</th>
<th>snt len</th>
<th>wrd len</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bouquiaux fr</td>
<td>le</td>
<td>7245</td>
<td>1502</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>Bouquiaux mb</td>
<td>ph</td>
<td>7826</td>
<td>1107</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td>Ted fr 0.5K</td>
<td>ph</td>
<td>6177</td>
<td>1460</td>
<td>5.3</td>
<td>6.8</td>
</tr>
<tr>
<td>Ted fr 0.5K</td>
<td>le</td>
<td>7174</td>
<td>1325</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>Ted fr 1K</td>
<td>le</td>
<td>14227</td>
<td>1972</td>
<td>14.2</td>
<td></td>
</tr>
<tr>
<td>Ted en 1K</td>
<td>ph</td>
<td>12123</td>
<td>2247</td>
<td>12.1</td>
<td>6.6</td>
</tr>
<tr>
<td>Ted fr 2K</td>
<td>le</td>
<td>27808</td>
<td>3119</td>
<td>13.9</td>
<td></td>
</tr>
<tr>
<td>Ted en 2K</td>
<td>ph</td>
<td>23719</td>
<td>3561</td>
<td>11.8</td>
<td>6.7</td>
</tr>
<tr>
<td>Ted fr 5K</td>
<td>le</td>
<td>68123</td>
<td>5239</td>
<td>13.6</td>
<td></td>
</tr>
<tr>
<td>Ted en 5K</td>
<td>ph</td>
<td>57731</td>
<td>6305</td>
<td>11.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Ted fr 10K</td>
<td>le</td>
<td>129958</td>
<td>12268</td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>Ted en 10K</td>
<td>ph</td>
<td>138185</td>
<td>7728</td>
<td>13.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Corpus statistics. ‘snt len’ gives the average sentence length (in words). ‘wrd len’ reports the average word length (in phones).

Our primary data source is the Mboshi-French parallel corpus derived from the 1,200 Bouquiaux reference sentences (see 3), for which we vary the representations both on the Mboshi (mb) and the French (fr) side. For the Mboshi, we compare a graphemic and a phonemic representation. The phoneme sequence in Mboshi is considered as almost perfect (no ASR) for the moment. For this, since Mboshi has very little written material and no official agreement exists on writing conventions, a basic grapheme-phoneme perl script was developed to generate a pronunciation dictionary (the used writing conventions are very close to the oral forms). For French, we use both word (wd) and lemmatized (le) forms, with the hope that the latter will yield less sparse models. We reiterate the same experiments and contrast with French-English data derived from the TedTalk corpus, where we remove word separators on the English side, and also optionally replace the orthography with phonemic strings (as found in a dictionary). The use of a well-resourced language pair allowed us to experiment with corpora of increasing sizes (up to 10K sentences). Basic statistics regarding these datasets are given in Table 1.

### 5. Experiments and discussion

#### 5.1. Protocol

For all methods evaluated in this study, we attempted to optimize their parameters and hyperparameters on the smallest (0.5K sentences) extract of TedTalk using hyperopt [34]. The search algorithm was run several hundreds of times for each method, and the optimal parameters were then frozen to carry out the experiments on the Mboshi-French parallel corpus and the French-English corpora of larger sizes.

#### 5.2. Results

The results in terms of word boundaries prediction are summarized in table 2 for the Mboshi-French parallel corpus and a TedTalk corpus of similar size (0.5K). To assess the possible impact of having more data, figures 1 and 2 show the evolution of respectively the F1-measure and precision computed on the TED datasets of increasing sizes using a phonetic representation.

The first observation is that our results in Mboshi are much worse than in English, even though the data size are comparable. This highlights the need to collect and process actual under-resourced languages in order to get a fair approximation of the performance of Natural Language Processing techniques – this discrepancy might be due to the fact that we use impoverished representations in Mboshi, where important phonetic information (eg. tones) regarding word structure has been removed; this might also be due to the construction of the Mboshi-French corpus itself, showing less lexical diversity than the TedTalk corpus.

Another general remark is that the non-parametric LMs improve their performance with more samples (see figures 1 and 2). The simpler dpseg, which only implements a 2-gram model, obtains very stable and satisfactory performance across the board; pgibbs benefits from faster implementations, yet, even after 10K sentences, its segmentation accuracy is still slightly smaller than dpseg’s. It is notable that dpseg, pgibbs and latticelm display a strong tendency to over-

---

1. Lemmatization is performed with the TreeTagger.
2. [https://wit3.fbk.eu/](https://wit3.fbk.eu/)
3. [https://github.com/neubig/pqibbs](https://github.com/neubig/pqibbs)
5. [https://code.google.com/archive/p/pisa/](https://code.google.com/archive/p/pisa/)
Table 2: Precision (P), recall (R) and F$_1$-measure for the prediction of word boundaries.

<table>
<thead>
<tr>
<th></th>
<th>Mboshi (1460)</th>
<th>Ted 0.5K (1492)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>dpseg</td>
<td>61.0</td>
<td>75.5</td>
</tr>
<tr>
<td>pgibbs</td>
<td>60.2</td>
<td>78.3</td>
</tr>
<tr>
<td>latticelm</td>
<td>45.3</td>
<td>77.6</td>
</tr>
<tr>
<td>pypshmm</td>
<td>51.0</td>
<td>66.3</td>
</tr>
<tr>
<td>pisa (wd)</td>
<td>27.3</td>
<td>59.8</td>
</tr>
<tr>
<td>pisa (le)</td>
<td>32.2</td>
<td>24.7</td>
</tr>
</tbody>
</table>

Table 3: Number of types and precision (P) and recall (R) of the resulting vocabularies. The number of types of the reference is indicated in the first line.

Table 3 gathers statistics at the lexicon level and allows us to compare the automatically extracted lexicons with the reference. From the number of types, we confirm that dpseg, pgibbs, latticelm and pypshmm tend to oversegment, resulting in a compact lexicon, while pisa exhibits the inverse tendency. Whereas latticelm yields poor recall values, dpseg and pgibbs achieve a more balanced trade-off between precision and recall.

6. Conclusions

This paper presented preliminary experiments on unsupervised word discovery in Mboshi, a very under-resourced African language from the Bantu family. Several mono-lingual and bilingual automatic segmentation methods were assessed. Among them, dpseg, which only implements a 2-gram model, obtained stable and interesting performance. However, this approach (as well as pgibbs and latticelm) tends to heavily oversegment the input, achieving very high recall and a lower precision. Interestingly, the PYP semi-Markov model (pypshmm) obtained comparable performance with a milder tendency to oversegment the input. Further investigations are needed to confirm the encouraging performance obtained by dpseg and pypshmm since we only worked on a small dataset for which the Mboshi phoneme sequence was considered as perfect.

As a consequence, our data set will be extended soon in order to benchmark word discovery approaches on (a) increased amount of data, and (b) true ASR outputs (word hypothesis for French and phoneme hypothesis for Mboshi). As other midterm perspectives we intend to work with more contrasting languages and to take into account tones or prosodic markers.
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