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Summary

Under the hypothesis of small deformations, the equations of 1D elastodynamics write as a $2 \times 2$ hyperbolic system of conservation laws. Here, we study the Riemann problem for convex and nonconvex constitutive laws. In the convex case, the solution can include shock waves or rarefaction waves. In the nonconvex case, compound waves must also be considered. In both convex and nonconvex cases, a new existence criterion for the initial velocity jump is obtained. Also, admissibility regions are determined. Lastly, analytical solutions are completely detailed for various constitutive laws (hyperbola, tanh and polynomial), and reference test cases are proposed.

1. Introduction

The behavior of elastic media is characterized by the stress-strain relationship, or constitutive law. For many materials such as rocks, soil, concrete and ceramics, it appears to be strongly nonlinear (1), in the sense that nonlinearity occurs even when the deformations are small. Extensive acoustic experiments have been carried out on sandstones (1, 2, 3, 4) and on polycrystalline zinc (5). In these experiments, the sample is a rod of material, which is resonating longitudinally.

For this kind of experiments, one-dimensional geometries are often considered. Moreover, the small deformations hypothesis is commonly assumed. Therefore, the stress $\sigma$ is a function of the axial strain $\varepsilon$, for example a hyperbola, a hyperbolic tangent (tanh), or a polynomial function. Known as Landau’s law (6), the latter is widely used in the community of nondestructive testing (7, 8).

Under these assumptions, elastodynamics write as a $2 \times 2$ hyperbolic system of conservation laws. For general initial data, no analytical solution is known when $\sigma(\varepsilon)$ is nonlinear. Analytical solutions can be obtained in the particular case of piecewise constant
initial data having a single discontinuity, i.e. the Riemann problem. Computing the solution to the Riemann problem is of major importance to get a theoretical insight on the wave phenomena, but also for validating numerical methods.

When $\sigma$ is a convex or a concave function of $\varepsilon$, one can apply the techniques presented in (9) for the $p$-system of barotropic gas dynamics. In this reference book, a condition which ensures the existence of the solution is presented. This condition has been omitted in (10), in the case of the quadratic Landau’s law. We prove that this kind of condition is obtained also in the case of elastodynamics, and that it involves also a restriction on the initial velocity jump. Furthermore, it is shown in (9) how to predict the nature of the physically admissible solution in the case of the $p$-system. We present here how it can be applied to elastodynamics.

When $\sigma$ has an inflexion point, it is neither convex nor concave. The physically admissible solution is much more complex than for the $p$-system, but the mathematics of nonconvex Riemann problems are well established (11, 12, 13). It has been applied to elastodynamics in (14), but with a negative Young’s modulus, which is not physically relevant. Here, we state a condition which ensures the existence of the solution to the Riemann problem. Also, we show how to predict the nature of the physically admissible solution. Finally, we provide a systematic procedure to solve the Riemann problem analytically, whenever $\sigma$ has an inflexion point or not. In the case of Landau’s law, an interactive application and a Matlab toolbox can be found at http://gchiavassa.perso.centrale-marseille.fr/RiemannElasto/.

2. Preliminaries

2.1 Problem statement

Let us consider an homogeneous one-dimensional continuum. The Lagrangian representation of the displacement field is used. Under the assumption of small deformations, the mass density is constant. Therefore, it equals the density $\rho_0$ of the reference configuration. Elastodynamics write as a $2 \times 2$ system:

$$
\begin{align*}
\frac{\partial \varepsilon}{\partial t} &= \frac{\partial v}{\partial x}, \\
\rho_0 \frac{\partial v}{\partial t} &= \frac{\partial}{\partial x} \sigma(\varepsilon).
\end{align*}
$$

(2.1)

If $u$ denotes the $x$-component of the displacement field, then $\varepsilon = \partial u/\partial x$ is the infinitesimal strain, and $v = \partial u/\partial t$ is the particle velocity. We assume that the stress $\sigma$ is a smooth function of $\varepsilon$, which is strictly increasing over an open interval $[\varepsilon_{\inf}, \varepsilon_{\sup}]$ with $\varepsilon_{\inf} < 0$ and $\varepsilon_{\sup} > 0$. These bounds $\varepsilon_{\inf}$ and $\varepsilon_{\sup}$ can be finite or infinite. Also, no prestress is applied, i.e. $\sigma(0) = 0$. When replacing $\varepsilon$ by the specific volume $v$, $-\sigma$ by the pressure $p$, $v$ by the particle velocity $u$ and $\rho_0$ by 1 in (2.1), the so-called “p-system” of gas dynamics is recovered (11).

As a set of conservation equations, the system (2.1) can be written in the form

$$
\frac{\partial}{\partial t} U + \frac{\partial}{\partial x} f(U) = 0,
$$

(2.2)

where $U = (\varepsilon, v)^\top$ and $f(U) = -(v, \sigma(\varepsilon)/\rho_0)^\top$. The Riemann problem for this system is
defined by the piecewise constant initial data

\[ \mathbf{U}(x,0) = \begin{cases} \mathbf{U}_L & \text{if } x < 0, \\ \mathbf{U}_R & \text{elsewhere}, \end{cases} \]

(2.3)

with \( \mathbf{U}_L = (\varepsilon_L, v_L)\top \) and \( \mathbf{U}_R = (\varepsilon_R, v_R)\top \). Solving (2.2)-(2.3) is the goal of the next sections.

2.2 Characteristic fields

The Jacobian matrix of \( \mathbf{f} \) in (2.2) is

\[ \mathbf{f}'(\mathbf{U}) = \begin{pmatrix} 0 & \sigma'(\varepsilon)/\rho_0 \\ \sigma'(\varepsilon)/\rho_0 & 0 \end{pmatrix} \]

(2.4)

with eigenvalues

\[ \lambda_1(\mathbf{U}) = -c(\varepsilon), \quad \lambda_2(\mathbf{U}) = c(\varepsilon), \]

(2.5)

where

\[ c(\varepsilon) = \sqrt{\sigma'(\varepsilon)/\rho_0} \]

(2.6)

is the speed of sound. The right eigenvectors \( \mathbf{r}_p \) and left eigenvectors \( \mathbf{l}_p \) satisfy (\( p = 1 \) or \( p = 2 \))

\[ \mathbf{f}'(\mathbf{U}) \mathbf{r}_p(\mathbf{U}) = \lambda_p(\mathbf{U}) \mathbf{r}_p(\mathbf{U}), \quad \mathbf{l}_p(\mathbf{U})\top \mathbf{f}'(\mathbf{U}) = \lambda_p(\mathbf{U}) \mathbf{l}_p(\mathbf{U})\top. \]

(2.7)

They can be normalized in such a way that \( \mathbf{l}_p(\mathbf{U})\top \mathbf{r}_p(\mathbf{U}) = 1 \). Thus,

\[ \mathbf{r}_1(\mathbf{U}) = \begin{pmatrix} 1 \\ c(\varepsilon) \end{pmatrix}, \quad \mathbf{r}_2(\mathbf{U}) = \begin{pmatrix} 1 \\ -c(\varepsilon) \end{pmatrix}, \quad \mathbf{l}_1(\mathbf{U}) = \frac{1}{2} \begin{pmatrix} 1 \\ 1/c(\varepsilon) \end{pmatrix}, \quad \mathbf{l}_2(\mathbf{U}) = \frac{1}{2} \begin{pmatrix} 1 \\ -1/c(\varepsilon) \end{pmatrix}. \]

(2.8)

If the eigenvalues \( \lambda_p \) of a \( 2 \times 2 \) system of conservation laws are real and distinct over an open set \( \Omega \) of \( \mathbb{R}^2 \), then the system is strictly hyperbolic over \( \Omega \) (9). Here, the system (2.1) is strictly hyperbolic if \( \sigma \) is strictly increasing, i.e. \( \Omega = [\varepsilon_{\inf}, \varepsilon_{\sup}] \times \mathbb{R} \).

If the \( p \)th characteristic field satisfies \( \nabla \lambda_p \cdot \mathbf{r}_p = 0 \) for all states \( \mathbf{U} \) in \( \Omega \), then it is linearly degenerate. Based on (2.5), linear degeneracy reduces to

\[ \sigma(\varepsilon) = E \varepsilon, \]

(2.9)

where \( E > 0 \) is the Young’s modulus. Therefore, (2.9) corresponds to the classical case of linear elasticity (15). When linear degeneracy is not satisfied, the classical case is obtained when \( \nabla \lambda_p \cdot \mathbf{r}_p \neq 0 \) for all states \( \mathbf{U} \) in \( \Omega \). The \( p \)th characteristic field is then genuinely nonlinear. Here, this is equivalent to state for all \( \varepsilon \) in \( [\varepsilon_{\inf}, \varepsilon_{\sup}] \),

\[ \sigma''(\varepsilon) \neq 0. \]

(2.10)

Therefore \( \sigma \) is either a strictly convex function or a strictly concave function. In the case
Table 1  Physical parameters.

<table>
<thead>
<tr>
<th>$\rho_0$ (kg.m$^{-3}$)</th>
<th>$E$ (GPa)</th>
<th>$d$</th>
<th>$\beta$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2600</td>
<td>10</td>
<td>$10^{-3}$</td>
<td>$10^2$</td>
<td>$10^6$</td>
</tr>
</tbody>
</table>

Fig. 1  (a) hyperbola constitutive law (2.12) and (b) speed of sound (2.13) compared to the linear case (2.9).

Three constitutive laws $\varepsilon \mapsto \sigma(\varepsilon)$ have been chosen for illustrations. They cover all the cases related to convexity or to the hyperbolicity domain. Among them, the polynomial Landau’s law is widely used in the experimental literature (2, 4), and the physical parameters given in table 1 correspond to typical values in rocks.

Model 1 (hyperbola). This constitutive law writes

$$\sigma(\varepsilon) = \frac{E \varepsilon}{1 + \varepsilon/d},$$

where $d > 0$. Here, $[\varepsilon_{inf}, \varepsilon_{sup}] = [-d, +\infty[$. At the bound $\varepsilon_{inf}$, $\sigma$ has a vertical asymptote. Figure 1 displays the law (2.12) and its sound speed

$$c(\varepsilon) = \frac{c_0}{1 + \varepsilon/d},$$

where

$$c_0 = \sqrt{E/\rho_0}$$

is the speed of sound in the linear case (2.9). Since $\sigma''$ does not vanish over $[\varepsilon_{inf}, \varepsilon_{sup}]$, the characteristic fields are genuinely nonlinear (2.10).
Model 2 (tanh). This constitutive law writes
\[ \sigma(\varepsilon) = E d \tanh(\varepsilon/d), \] (2.15)
where \( d > 0 \). Figure 2 displays the law (2.15) and its sound speed
\[ c(\varepsilon) = \frac{c_0}{\cosh(\varepsilon/d)}. \] (2.16)
Strict hyperbolicity is ensured for all \( \varepsilon \) in \( \mathbb{R} \). Among the constitutive laws considered here, the tanh is the only model with an unbounded hyperbolicity domain. However, \( \sigma''(\varepsilon_0) = 0 \) at \( \varepsilon_0 = 0 \). Therefore, genuine nonlinearity is not satisfied (2.11). At \( \varepsilon_0 \), the sound speed reaches its maximum \( c(\varepsilon_0) = c_0 \) (2.14).

Model 3 (Landau). This constitutive law writes (6)
\[ \sigma(\varepsilon) = E \varepsilon (1 - \beta \varepsilon - \delta \varepsilon^2), \] (2.17)
where \( E \) is the Young’s modulus and \((\beta, \delta)\) are positive. Figure 3 represents the constitutive law (2.17) and its sound speed
\[ c(\varepsilon) = c_0 \sqrt{1 - 2\beta \varepsilon - 3\delta \varepsilon^2}. \] (2.18)
In the particular case where the nonlinearity in (2.17) is quadratic \( (\delta = 0) \), the hyperbolicity domain is \([\varepsilon_{inf}, \varepsilon_{sup}] = [-\infty, 1/2\beta] \). At the bound \( \varepsilon_{inf} \), \( \sigma \) has a zero slope. A truncated Taylor expansion of the hyperbola law (2.12) at \( \varepsilon = 0 \) recovers the quadratic Landau’s law when replacing \( \beta \) by \( 1/d \). Both laws \( \varepsilon \mapsto \sigma(\varepsilon) \) are strictly concave, and their characteristic fields are genuinely nonlinear. When the nonlinearity is cubic \( (\delta \neq 0) \), hyperbolicity is satisfied when \( \varepsilon \) belongs to
\[ [\varepsilon_{inf}, \varepsilon_{sup}] = \left[ \frac{1}{\beta - \sqrt{\beta^2 + 3\delta}}, \frac{1}{\beta + \sqrt{\beta^2 + 3\delta}} \right]. \] (2.19)
At the bounds \( \varepsilon_{inf} \) and \( \varepsilon_{sup}, \sigma \) has a zero slope. A truncated Taylor expansion of the tanh model (2.15) at \( \varepsilon = 0 \) recovers Landau’s law when replacing \( \beta \) by 0 and \( \delta \) by \( 1/d^2 \). Both
laws $\varepsilon \mapsto \sigma(\varepsilon)$ have an inflexion point $\varepsilon_0$, and their characteristic fields are not genuinely nonlinear (2.11). Here, $\sigma''(\varepsilon_0) = 0$ at $\varepsilon_0 = -\beta/3\delta$, where the sound speed reaches its maximum value

$$c(\varepsilon_0) = c_0 \sqrt{1 + \frac{\beta^2}{3\delta}} > c_0.$$  \hspace{1cm} (2.20)

In the linearly degenerate case (2.9), the solution to the Riemann problem (2.2)-(2.3) consists of two contact discontinuities propagating at speed $\mp c_0$. In the genuinely nonlinear case (2.10), the solution to the Riemann problem (2.2)-(2.3) involves two waves associated to each characteristic field (figure 4-(a)), which can be either a shock or a rarefaction wave (9). In the non-convex case (2.11), compound waves made of both rarefaction and discontinuity may arise (11). These elementary solutions—discontinuities, rarefactions and compound waves—are examined separately in the next section. For this purpose, we study $p$-waves ($p = 1$ or $p = 2$) which connect a left state $U_l$ and a right state $U_r$ (see figure 4-(b)). Analytical expressions are detailed for the models 1, 2 and 3.
Fig. 4  (a) Structure of the solution to the Riemann problem.  (b) Structure of an elementary solution in one characteristic field. If \( p = 1 \), then \((U_L, U_r) = (U_L, U_R)\). If \( p = 2 \), then \((U_L, U_r) = (U_M, U_R)\).

3. Elementary solutions

3.1 Discontinuities

We are looking for piecewise constant solutions to the Riemann problem (2.2)-(2.3) in one characteristic field \((p = 1 \text{ or } p = 2)\). They satisfy the Rankine-Hugoniot jump condition

\[
\mathbf{f}(U_r) - \mathbf{f}(U_\ell) = s_p (U_r - U_\ell),
\]

from which one deduces

\[
v_r = v_\ell - s_p (\varepsilon_r - \varepsilon_\ell),
\]

with shock speeds

\[
s_1 = -\sqrt{\frac{\sigma(\varepsilon_r) - \sigma(\varepsilon_\ell)}{\rho_0 (\varepsilon_r - \varepsilon_\ell)}}, \quad s_2 = \sqrt{\frac{\sigma(\varepsilon_r) - \sigma(\varepsilon_\ell)}{\rho_0 (\varepsilon_r - \varepsilon_\ell)}}.
\]

As displayed on figure 5, the quantity \( \rho_0 s_p^2 \) is the slope of the line connecting \((\varepsilon_\ell, \sigma(\varepsilon_\ell))\) and \((\varepsilon_r, \sigma(\varepsilon_r))\) in the \(\varepsilon-\sigma\) plane. A discontinuity wave is the piecewise constant function defined by

\[
U(x, t) = \begin{cases} U_\ell & \text{if } x < s_p t, \\ U_r & \text{if } x > s_p t. \end{cases}
\]

It is a weak solution of the Riemann problem (2.2)-(2.3) \((9)\). The discontinuity \((3.4)\) may be not admissible. Indeed, such a weak solution of the Riemann problem is not necessarily the physical (entropic) solution. First, we examine the classical situation where the characteristic fields are either linearly degenerate or genuinely nonlinear.

If the characteristic fields are linearly degenerate, a discontinuity is admissible if

\[
\lambda_p(U_\ell) = s_p = \lambda_p(U_r),
\]

i.e.

\[
\frac{\sigma'(\varepsilon_\ell)}{\varepsilon_r - \varepsilon_\ell} = \frac{\sigma'(\varepsilon_r)}{\varepsilon_r - \varepsilon_\ell}.
\]

Then, the discontinuity \((3.4)\) is a contact discontinuity.
Fig. 5 Sketch of \( \sigma \) between \( \varepsilon_L \) and \( \varepsilon_R \) if (a) \( \varepsilon_L < \varepsilon_R \) and (b) \( \varepsilon_L > \varepsilon_R \). In the case of 1-shocks, (a) is not admissible and (b) is admissible in the sense of Lax (3.8). In the case of 2-shocks, (a) is admissible and (b) is not admissible (3.9).

If the characteristic fields are genuinely nonlinear, the discontinuity is admissible if and only if it satisfies the Lax entropy condition (16)

\[
\lambda_p(U_L) > s_p > \lambda_p(U_R).
\]

If (3.7) holds, then the discontinuity wave (3.4) is a shock wave, and not a contact discontinuity (3.5). The Lax entropy condition yields

\[
\sigma'(\varepsilon_L) < \frac{\sigma(\varepsilon_R) - \sigma(\varepsilon_L)}{\varepsilon_R - \varepsilon_L} < \sigma'(\varepsilon_R) \quad \text{if} \quad p = 1, \tag{3.8}
\]

and

\[
\sigma'(\varepsilon_L) > \frac{\sigma(\varepsilon_R) - \sigma(\varepsilon_L)}{\varepsilon_R - \varepsilon_L} > \sigma'(\varepsilon_R) \quad \text{if} \quad p = 2. \tag{3.9}
\]

An illustration is given on figure 5 where \( \sigma \) is concave. Graphically, it shows that the Lax entropy condition (3.7) reduces to

\[
s_p (\varepsilon_R - \varepsilon_L) > 0. \tag{3.10}
\]

When the characteristic fields are neither linearly degenerate nor genuinely nonlinear, a \( p \)-discontinuity must satisfy the Liu entropy condition (equation (E) in (12)). In the case of elasticity, it writes

\[
s_1 \geq 1 - \frac{\sigma(\varepsilon) - \sigma(\varepsilon_L)}{\rho_0 (\varepsilon - \varepsilon_L)} \quad \text{if} \quad p = 1, \tag{3.11}
\]

\[
s_2 \leq 1 + \frac{\sigma(\varepsilon) - \sigma(\varepsilon_L)}{\rho_0 (\varepsilon - \varepsilon_L)} \quad \text{if} \quad p = 2,
\]

for all \( \varepsilon \) between \( \varepsilon_L \) and \( \varepsilon_R \). In (3.11), \( s_1 \) and \( s_2 \) are given by (3.3). In general, the Liu’s entropy condition (3.11) is stricter than Lax’s shock inequalities (3.8)-(3.9), but in the genuinely nonlinear case (2.10), both are equivalent. A geometrical interpretation of (3.11) can be stated as follows (section 8.4 in (13)).
Fig. 6 Admissibility of shocks in the sense of Liu (3.11) for the tanh constitutive law (2.15) with \( \varepsilon_{\ell} = 10^{-3} \).

- if \( s_p (\varepsilon_r - \varepsilon_{\ell}) < 0 \), the \( p \)-discontinuity that joins \( U_{\ell} \) and \( U_r \) is admissible if the graph of \( \sigma \) between \( \varepsilon_{\ell} \) and \( \varepsilon_r \) lies below the chord that connects \((\varepsilon_{\ell}, \sigma(\varepsilon_{\ell}))\) to \((\varepsilon_r, \sigma(\varepsilon_r))\);
- if \( s_p (\varepsilon_r - \varepsilon_{\ell}) > 0 \), the \( p \)-discontinuity that joins \( U_{\ell} \) and \( U_r \) is admissible if the graph of \( \sigma \) between \( \varepsilon_{\ell} \) and \( \varepsilon_r \) lies above the chord that connects \((\varepsilon_{\ell}, \sigma(\varepsilon_{\ell}))\) to \((\varepsilon_r, \sigma(\varepsilon_r))\).

To carry out this interpretation in the nonconvex case, one needs the function \( F \) defined for \( a \neq b \) by

\[
F : (a, b) \mapsto \sigma'(a) - \frac{\sigma(a) - \sigma(b)}{a - b}.
\]

Also, we denote by \( a^\dagger \) and \( b^* \) the points such that

\[
F(a, a^\dagger) = 0 \quad \text{and} \quad F(b^*, b) = 0.
\]

By construction, one has \((a^\dagger)^* = (a^*)^\dagger = a\). Then, the geometrical interpretation of Liu’s entropy condition (3.11) is illustrated on figure 6, where \( \sigma \) is convex for \( \varepsilon < \varepsilon_0 \) and concave for \( \varepsilon > \varepsilon_0 \) with \( \varepsilon_0 = 0 \) (2.11). On this figure, \( \varepsilon_{\ell} \) belongs to the concave part.

- When \( p = 1 \), then \( s_p < 0 \) (3.3). If \( \varepsilon_r > \varepsilon_{\ell} \), the graph must lie below the chord, which is not possible due to the concavity. If \( \varepsilon_r < \varepsilon_{\ell} \), the graph must lie above the chord, which is only possible if \( \varepsilon_r \geq \varepsilon_{\ell}^* \) (3.13), where the chord is tangent to the curve at \( \varepsilon_r = \varepsilon_{\ell}^* \).
- When \( p = 2 \), then \( s_p > 0 \) (3.3). If \( \varepsilon_r > \varepsilon_{\ell} \), the graph must lie above the chord, which is satisfied due to the concavity. If \( \varepsilon_r < \varepsilon_{\ell} \), the graph must lie below the chord, which is only possible if \( \varepsilon_r \leq \varepsilon_{\ell}^\dagger \) (3.13), such that the chord is tangent to the curve at \( \varepsilon_r \).

When \( \varepsilon_{\ell} \) belongs to the convex part, one can carry out a similar analysis to describe the admissibility of \( p \)-discontinuities. The result is the same, but inequalities are of opposite
sense. Finally, after multiplication by \((\varepsilon - \varepsilon_0)\), one obtains the inequalities ensuring that a \(p\)-discontinuity is admissible:

\[
\begin{align*}
(\varepsilon - \varepsilon_0) &\leq (\varepsilon - \varepsilon_0) \varepsilon_{\ell} & \text{if } p = 1, \\
(\varepsilon - \varepsilon_0) &< (\varepsilon - \varepsilon_0) \varepsilon_{r} & \text{or } (\varepsilon - \varepsilon_0) \varepsilon_{r} \leq (\varepsilon - \varepsilon_0) \varepsilon_{\ell}^* & \text{if } p = 2.
\end{align*}
\]

For more than one inflexion point, contact discontinuities (3.5) may be admissible in the sense of Liu (3.11). Here, only one inflexion point is considered. In this case, no contact discontinuity is admissible.

Now, we put \(U_{\ell}\) in the \(\varepsilon-v\) plane, and we construct the locus of right states \(U\) which can be connected to \(U_{\ell}\) through a \(p\)-discontinuity. The jump between \(U_{\ell}\) and \(U\) must satisfy the Rankine-Hugoniot condition (3.1). Thus, we obtain the curves \(S_p(U_{\ell})\) called \(p\)-Hugoniot loci and denoted by \(S_p^\ell\) for the sake of simplicity:

\[
\begin{align*}
v &= v_{\ell} + \text{sgn}(\varepsilon - \varepsilon_{\ell}) \sqrt{(\sigma(\varepsilon) - \sigma(\varepsilon_{\ell}))/(\varepsilon - \varepsilon_{\ell})/\rho_0} \equiv S_p^\ell(\varepsilon), \\
v &= v_{\ell} - \text{sgn}(\varepsilon - \varepsilon_{\ell}) \sqrt{(\sigma(\varepsilon) - \sigma(\varepsilon_{\ell}))/(\varepsilon - \varepsilon_{\ell})/\rho_0} \equiv S_p^r(\varepsilon).
\end{align*}
\]

A few properties of these curves are detailed in appendix A.1.

**Model 1 (hyperbola).** Since \(\sigma\) is concave, the Liu condition (3.11) amounts to the Lax condition (3.7), which reduces to \(s_p (\varepsilon_r - \varepsilon_{\ell}) > 0\) (3.10).

**Model 2 (tanh).** Here, \(\sigma''\) is strictly decreasing and equals zero at \(\varepsilon_0 = 0\). The stress \(\sigma\) is convex if \(\varepsilon < \varepsilon_0\) and concave if \(\varepsilon > \varepsilon_0\). Therefore, Liu’s entropy condition reduces to (3.14). An illustration is given on figure 6, where \(\varepsilon_{\ell} = 10^{-3}\).

**Model 3 (Landau).** If \(\delta = 0\) in (2.17), \(\sigma\) is concave. Similarly to model 1, a \(p\)-shock is admissible if \(s_p (\varepsilon_r - \varepsilon_{\ell}) > 0\) (3.10). Else, \(\sigma''\) is strictly decreasing and equals zero at \(\varepsilon_0 = -\beta/3\delta\). Then, Landau’s law is similar to the tanh (model 2), and Liu’s condition implies (3.14).

### 3.2 Rarefaction waves

We are looking for piecewise smooth continuous solutions of (2.2)-(2.3) which connect \(U_{\ell}\) and \(U_r\). Since the system of conservation laws is invariant under uniform stretching of space and time coordinates \((x, t) \mapsto (\alpha x, \alpha t)\), we restrict ourselves to self-similar solutions of the form

\[
U(x, t) = V(\xi), \quad \xi = x/t.
\]

Injecting (3.16) in (2.2) gives two equations satisfied by \(V'(\xi)\). The trivial solution \(V'(\xi) = 0\) is eliminated. Differentiating the other equation implies that there exists \(p \in \{1, 2\}\), such that (section I.3.1 in (9))

\[
\begin{align*}
\lambda_p(V(\xi)) &= \xi, \\
V'(\xi) &= \frac{1}{\nabla \lambda_p(V(\xi)) \cdot r_p(V(\xi))} r_p(V(\xi)).
\end{align*}
\]
To connect left and right states, we impose that $V(\lambda_p(U_\ell)) = U_\ell$ and $V(\lambda_p(U_r)) = U_r$. Then, the function

$$U(x, t) = \begin{cases} 
U_\ell & \text{if } x \leq \lambda_p(U_\ell) t, \\
V(x/t) & \text{if } \lambda_p(U_\ell) t \leq x \leq \lambda_p(U_r) t, \\
U_r & \text{if } \lambda_p(U_r) t \leq x,
\end{cases}$$

(3.18)
is a self-similar weak solution of (2.2)-(2.3) connecting $U_\ell$ and $U_r$ (9). Such a solution is called simple wave or rarefaction wave. To be admissible, the eigenvalue $\lambda_p(V(\xi))$ must be increasing from $\xi = \lambda_p(U_\ell)$ to $\xi = \lambda_p(U_r)$. In particular, we must have

$$\lambda_p(U_\ell) \leq \lambda_p(U_r).$$

(3.19)

Furthermore, equation (3.17) requires that $\nabla \lambda_p \cdot r_p$ does not vanish along the curve $\xi \mapsto V(\xi)$. This is never satisfied when the characteristic fields are linearly degenerate, but it is always satisfied when the characteristic fields are genuinely nonlinear. In the nonconvex case (2.11), it implies that a rarefaction cannot cross the inflection point $\varepsilon_0$:

$$(\varepsilon_\ell - \varepsilon_0)(\varepsilon_r - \varepsilon_0) \geq 0.$$ 

(3.20)

Let us define a primitive $C$ of the sound speed $c$ over $[\varepsilon_{infr}, \varepsilon_{sup}]$. Then, the $p$-Riemann invariants

$$w_1(U) = v - C(\varepsilon), \quad w_2(U) = v + C(\varepsilon),$$

(3.21)

are constant on $p$-rarefaction waves (9). In practice, this property is used to rewrite (3.17) as

$$\begin{cases} 
\lambda_p(V(\xi)) = \xi, \\
w_p(V(\xi)) = w_p(U_\ell).
\end{cases}$$

(3.22)

Finally, using the expressions of the eigenvalues (2.5) and the Riemann invariants (3.21), one obtains

$$V(\xi) = \begin{pmatrix} c^{-1}(\xi) \\
\frac{w_1(U_\ell)}{w_1(U_\ell)} + C \circ c^{-1}(\xi) \end{pmatrix}$$

if $p = 1,$

$$V(\xi) = \begin{pmatrix} c^{-1}(\xi) \\
\frac{w_2(U_\ell)}{w_2(U_\ell)} - C \circ c^{-1}(\xi) \end{pmatrix}$$

if $p = 2.$

(3.23)

In (3.22)-(3.23), $U_\ell$ can be replaced by $U_r$, or by any other state on the rarefaction wave.

Now, we put $U_\ell$ in the $\varepsilon$-$v$ plane, and we construct the locus of right states $U$ which can be connected to $U_\ell$ through a $p$-rarefaction. The states $U_\ell$ and $U$ must satisfy $w_p(U) = w_p(U_\ell)$. Thus, we obtain the rarefaction curves $R_p(U_\ell)$ and denoted by $R_p^1$ for the sake of simplicity:

$$v = v_\ell - C(\varepsilon_\ell) + C(\varepsilon) \equiv R_1^1(\varepsilon),$$

$$v = v_\ell + C(\varepsilon_\ell) - C(\varepsilon) \equiv R_2^1(\varepsilon).$$

(3.24)

A few properties of these curves are detailed in appendix A.1.
Model 1 (hyperbola). To compute rarefaction waves, one needs the expressions of $C$ and $c^{-1}$ in (3.23). For the hyperbola law, a primitive of the sound speed (2.13) is

$$ C(\varepsilon) = d c_0 \ln(1 + \varepsilon/d), $$

and the inverse function of $c$ is

$$ c^{-1}(\xi) = d \left( \frac{c_0}{\xi} - 1 \right). $$

Model 2 (tanh). A primitive of the sound speed (2.16) is

$$ C(\varepsilon) = c_0 d \arcsin(\tanh(\varepsilon/d)). $$

Since $c$ is not monotonic (figure 2-(b)), its inverse is not unique. The inverse over the range $[0, c_0]$ is made of two branches:

$$ c^{-1}(\xi) \in \left\{ -d \arccosh\left(\frac{c_0}{\xi}\right), d \arccosh\left(\frac{c_0}{\xi}\right) \right\}. $$

The choice of the inverse (3.28) in (3.23) depends on $\varepsilon_\ell$. Indeed, $V(\xi)$ must satisfy $V(\lambda_p(U_\ell)) = U_\ell$ and $V(\lambda_p(U_r)) = U_r$, i.e. $\varepsilon_\ell = c^{-1} \circ c(\varepsilon_\ell)$ and $\varepsilon_r = c^{-1} \circ c(\varepsilon_r)$. Since $\varepsilon_\ell$ and $\varepsilon_r$ are on the same side of the inflection point (3.20), the choice of the inverse in (3.28) relies only on $\varepsilon_\ell$. If $\varepsilon_\ell < \varepsilon_0$, the inverse (3.28) must be lower than $\varepsilon_0 = 0$ (first expression). Else, it must be larger (second expression).

Model 3 (Landau). In the case of the quadratic nonlinearity ($\delta = 0$), a primitive of the sound speed (2.18) is

$$ C(\varepsilon) = -c_0 \frac{(1 - 2\beta \varepsilon)^{3/2}}{3\beta}, $$

and the inverse function of $c$ is

$$ c^{-1}(\xi) = \frac{c_0^2 - \xi^2}{2\beta c_0^2}. $$

In the case of the cubic nonlinearity ($\delta \neq 0$), a primitive of the sound speed (2.18) is

$$ C(\varepsilon) = c(\varepsilon) \frac{\beta + 3\delta \varepsilon}{6\delta} + c_0 \frac{\beta^2 + 3\delta}{6\delta \sqrt{3\delta}} \arcsin\left( \frac{\beta + 3\delta \varepsilon}{\sqrt{\beta^2 + 3\delta}} \right). $$

Here too, $c$ is not monotonic (figure 3-(d)). The inverse over the range $[0, c(\varepsilon_0)]$ (see (2.20)) is made of two branches:

$$ c^{-1}(\xi) \in \left\{ -\frac{\beta}{3\delta} - \sqrt{\frac{\beta^2}{9\delta^2} + \frac{1}{3\delta} \left( 1 - \frac{\xi^2}{c_0^2} \right)}, -\frac{\beta}{3\delta} + \sqrt{\frac{\beta^2}{9\delta^2} + \frac{1}{3\delta} \left( 1 - \frac{\xi^2}{c_0^2} \right)} \right\}. $$

The choice of the inverse in (3.23) depends on $\varepsilon_\ell$. If $\varepsilon_\ell < \varepsilon_0$, the inverse (3.32) must be lower than $\varepsilon_0 = -\beta/3\delta$ (first expression). Else, it must be larger (second expression).
3.3 Compound waves

In this section, $\sigma$ has an inflection point at $\varepsilon_0$ (2.11). The characteristic fields are thus not genuinely nonlinear over $[\varepsilon_{\text{inf}}, \varepsilon_{\text{sup}}]$. On the one hand, a $p$-discontinuity which crosses the line $\varepsilon = \varepsilon_0$ is not always admissible (3.14). On the other hand, a $p$-rarefaction cannot cross the line $\varepsilon = \varepsilon_0$ (3.20). When discontinuities and rarefactions are not admissible, one can start from $U_\ell$ with an admissible $p$-discontinuity and connect it to $U_r$ with an admissible $p$-rarefaction (shock-rarefaction). Alternatively, one can start from $U_r$ with an admissible $p$-rarefaction and connect it to $U_\ell$ with an admissible $p$-discontinuity (rarefaction-shock). These compound waves composed of one rarefaction and one discontinuity are now examined separately.

Shock-rarefactions. We consider a $p$-shock-rarefaction that connects $U_\ell$ and $U_r$. The rarefaction cannot cross the line $\varepsilon = \varepsilon_0$. It breaks when reaching $\varepsilon^*_\ell$ (11) such that $F(\varepsilon^*_\ell, \varepsilon_\ell) = 0$ (3.13). Therefore, a shock-rarefaction is defined by

\[
U(x,t) = \begin{cases} 
U_\ell & \text{if } x < \lambda_p(\varepsilon^*_\ell) t, \\
V(x/t) & \text{if } \lambda_p(\varepsilon^*_\ell) t < x \leq \lambda_p(\varepsilon_\ell) t, \\
U_r & \text{if } \lambda_p(\varepsilon_\ell) t \leq x.
\end{cases}
\]

(3.33)

$V(\xi)$ is given by (3.23) where $U_\ell$ has to be replaced by $U_r$. An illustration is given on figure 7-(a), where the parameters are the same as in figure 16 (section 5). If the shock-rarefaction (3.33) is a weak solution of (2.2)-(2.3), then both parts are weak solutions. On the one hand, the discontinuous part must satisfy the Rankine-Hugoniot condition (3.1) with left state $U_\ell$ and right state $U^*_\ell = (\varepsilon^*_\ell, v^*_\ell)^T$:

\[
v^*_\ell = v_\ell - s_p(\varepsilon^*_\ell - \varepsilon_\ell).
\]

(3.34)

Due to the relation (3.13) between $\varepsilon_\ell$ and $\varepsilon^*_\ell$, the shock speed $s_p$ (3.3) satisfies

\[
s_1 = -\sqrt{\frac{\sigma(\varepsilon^*_\ell) - \sigma(\varepsilon_\ell)}{\rho_0(\varepsilon^*_\ell - \varepsilon_\ell)}} = -c(\varepsilon^*_\ell),
\]

\[
s_2 = \sqrt{\frac{\sigma(\varepsilon^*_\ell) - \sigma(\varepsilon_\ell)}{\rho_0(\varepsilon^*_\ell - \varepsilon_\ell)}} = c(\varepsilon^*_\ell).
\]

On the other hand, the Riemann invariants (3.21) must be constant on the continuous part:

\[
w_p(U^*_\ell) = w_p(U_r).
\]

(3.36)

Finally, equations (3.34) and (3.36) yield

\[
v_r = v_\ell - (-1)^p(C(\varepsilon_r) - C(\varepsilon^*_\ell) + c(\varepsilon^*_\ell)(\varepsilon^*_\ell - \varepsilon_\ell)).
\]

(3.37)

Admissibility of shock-rarefactions is presented in section 3.4.

Now, we put $U_\ell$ in the $\varepsilon$-$v$ plane, and we construct the locus of right states $U$ which can be connected to $U_\ell$ through a $p$-shock-rarefaction. The states $U_\ell$ and $U$ must satisfy (3.37). Thus, we obtain the shock-rarefaction curves $SR_p(U_\ell)$ and denoted by $SR_p^\ell$ for the sake of simplicity:

\[
v = v_\ell + c(\varepsilon^*_\ell)(\varepsilon^*_\ell - \varepsilon_\ell) - C(\varepsilon^*_\ell) + C(\varepsilon) \equiv SR_p^\ell(\varepsilon),
\]

\[
v = v_\ell - c(\varepsilon^*_\ell)(\varepsilon^*_\ell - \varepsilon_\ell) + C(\varepsilon^*_\ell) - C(\varepsilon) \equiv SR_p^\ell(\varepsilon).
\]

(3.38)
Fig. 7 Compound waves obtained with the cubic Landau’s law (2.17). Snapshot of $\varepsilon$ in the case of (a) a 1-shock-rarefaction and (b) a 2-rarefaction-shock.

**Rarefaction-shocks.** We consider a $p$-rarefaction-shock that connects $U_\ell$ and $U_r$. The rupture of the rarefaction wave occurs when reaching $\varepsilon^*_r$ (11) such that $F(\varepsilon^*_r, \varepsilon_r) = 0$ (3.13). Therefore, a rarefaction-shock is defined by

$$U(x, t) = \begin{cases} U_\ell & \text{if } x \leq \lambda_p(\varepsilon_\ell) t, \\ V(x/t) & \text{if } \lambda_p(\varepsilon_\ell) t \leq x < \lambda_p(\varepsilon^*_r) t, \\ U_r & \text{if } \lambda_p(\varepsilon^*_r) t < x, \end{cases}$$

where $V(\xi)$ is given by (3.23). An illustration is given on figure 7-(b), where the parameters are the same as in figure 16. With similar arguments than for (3.34) and (3.36), one obtains

$$v_r = v_\ell + (-1)^p (C(\varepsilon_\ell) - C(\varepsilon^*_r) + c(\varepsilon^*_r)(\varepsilon^*_r - \varepsilon_r)).$$

(3.40)

Admissibility of rarefaction-shocks is presented in section 3.4, where the computation of $\varepsilon^*$ is also examined.

Now, we put $U_\ell$ in the $\varepsilon$-$v$ plane, and we construct the locus of right states $U$ which can be connected to $U_\ell$ through a $p$-rarefaction-shock. The states $U_\ell$ and $U$ must satisfy (3.40). Thus, we obtain the rarefaction-shock curves $\mathcal{RS}_p(U_\ell)$ and denoted by $\mathcal{RS}_p^i$ for the sake of simplicity:

$$v = v_\ell - C(\varepsilon_\ell) + C(\varepsilon^*) - c(\varepsilon^*)(\varepsilon^*-\varepsilon) \equiv \mathcal{RS}_1^i(\varepsilon),$$

$$v = v_\ell + C(\varepsilon_\ell) - C(\varepsilon^*) + c(\varepsilon^*)(\varepsilon^*-\varepsilon) \equiv \mathcal{RS}_2^i(\varepsilon).$$

(3.41)

A few properties of these curves are detailed in appendix A.1.

### 3.4 Graphical method

In practice, a graphical method can be applied to construct entropic elementary solutions to (2.2)-(2.3) based on discontinuities, rarefactions and compound waves. This method is very
useful for nonconvex constitutive equations $\varepsilon \mapsto \sigma(\varepsilon)$ and can be stated as follows (section 9.5 in (13)):

For 1-waves,
- if $\varepsilon_r < \varepsilon_\ell$, we construct the convex hull of $\sigma$ over $[\varepsilon_r, \varepsilon_\ell]$;
- if $\varepsilon_r > \varepsilon_\ell$, we construct the concave hull of $\sigma$ over $[\varepsilon_\ell, \varepsilon_r]$.

For 2-waves,
- if $\varepsilon_r < \varepsilon_\ell$, we construct the concave hull of $\sigma$ over $[\varepsilon_r, \varepsilon_\ell]$;
- if $\varepsilon_r > \varepsilon_\ell$, we construct the convex hull of $\sigma$ over $[\varepsilon_\ell, \varepsilon_r]$.

Between $\varepsilon_\ell$ and $\varepsilon_r$, the intervals where the slope of the hull is constant correspond to admissible discontinuities. The other intervals correspond to admissible rarefactions.

On figure 8, we illustrate the method for the tanh constitutive law (2.15), where the inflexion point (2.11) is $\varepsilon_0 = 0$. $\sigma$ is convex for $\varepsilon < \varepsilon_0$ and concave for $\varepsilon > \varepsilon_0$. Here, $\varepsilon_r = -1.7 \times 10^{-3}$ is smaller than $\varepsilon_\ell = 1.2 \times 10^{-3}$. If $p = 1$, we construct the convex hull of $\sigma$, i.e. the biggest convex function which is lower or equal to $\sigma$. If $p = 2$, we construct the concave hull of $\sigma$, i.e. the smallest concave function which is greater or equal to $\sigma$. The method predicts that a compound wave can either be a 1-shock-rarefaction or a 2-rarefaction-shock. Also, it is in agreement with the definitions of shock-rarefactions and rarefaction-shocks in the previous section, since the 1-rarefaction breaks when reaching $\varepsilon_\ell^*$ and the 2-rarefaction breaks when reaching $\varepsilon_r^*$.

When $\varepsilon_r$ varies, the hulls on figure 8 vary. Depending on $\varepsilon_r$, one obtains different admissible waves (cf. table 2).
Table 2  Admissible elementary waves for the tanh law (2.15) when $\varepsilon_l > \varepsilon_0$ and $\varepsilon_r$ varies in $\mathbb{R}$ (increasing values of $\varepsilon_r$ from the left to the right).

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\varepsilon^\dagger_l$</th>
<th>$\varepsilon^*_l$</th>
<th>$\varepsilon_0 = 0$</th>
<th>$\varepsilon_l$</th>
<th>$+\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mathcal{S}\mathcal{R}_1$</td>
<td>$\mathcal{S}\mathcal{R}_1$</td>
<td>$\mathcal{S}_1$</td>
<td>$\mathcal{S}_1$</td>
<td>$\mathcal{R}_1$</td>
</tr>
<tr>
<td>2</td>
<td>$\mathcal{S}_2$</td>
<td>$\mathcal{R}\mathcal{S}_2$</td>
<td>$\mathcal{R}\mathcal{S}_2$</td>
<td>$\mathcal{R}_2$</td>
<td>$\mathcal{S}_2$</td>
</tr>
</tbody>
</table>

Model 2 (tanh). To compute the solution (3.39) or (3.33), we need to solve (3.13). For the tanh constitutive law (2.15), it yields

$$\sinh\left(\frac{\varepsilon^* - \varepsilon}{d}\right) - \frac{\cosh(\varepsilon/d)}{\cosh(\varepsilon^*/d)} \cdot \frac{\varepsilon^* - \varepsilon}{d} = 0,$$

which can be solved iteratively, e.g. with Newton’s method and the initial value $\varepsilon^* \approx -\varepsilon/2$. This initial guess has been deduced from a Taylor expansion of (3.42) at $\varepsilon^* = \varepsilon = 0$.

Model 3 (Landau). When $\delta = 0$ in (2.17), $\sigma$ is concave and there are no compound waves. When $\delta > 0$ in (2.17), we are in a similar configuration than with tanh. Here, (3.13) can be solved analytically:

$$\varepsilon^* = -\frac{\varepsilon + \beta/\delta}{2}.$$

4. Solution of the Riemann problem

4.1 General strategy

When (2.2) is a strictly hyperbolic system, the solution to the Riemann problem (2.2)-(2.3) has three constant states $\mathcal{U}_L$, $\mathcal{U}_M$ and $\mathcal{U}_R$ (see figure 4-(a)). Here, every possible wave structure combining a 1-wave and a 2-wave must be examined. Since $\sigma$ has only one inflection point (2.11), compound waves can only be composed of one rarefaction and one discontinuity.

In order to find the intermediate state $\mathcal{U}_M$, we construct the forward wave curve $\Phi_p^L(\varepsilon)$ of right states $\mathcal{U}$ which can be connected to $\mathcal{U}_L$ through an admissible $p$-wave (sections 9.4-9.5 in (13)). It satisfies:

$$\Phi_p^L(\varepsilon) = \begin{cases} 
\mathcal{S}_p^L(\varepsilon) & \text{if admissible } p\text{-shock}, \\
\mathcal{R}_p^L(\varepsilon) & \text{if admissible } p\text{-rarefaction}, \\
\mathcal{R}\mathcal{S}_p^L(\varepsilon) & \text{if admissible } p\text{-rarefaction-shock}, \\
\mathcal{S}\mathcal{R}_p^L(\varepsilon) & \text{if admissible } p\text{-shock-rarefaction}.
\end{cases}$$

According to equations (3.15), (3.24), (3.41) and (3.38), this curve is only translated vertically when $\nu_L$ changes. Similarly, we construct the backward wave curve $\Psi_p^L(\varepsilon)$ of left
states \( U \) which can be connected to \( U_R \) through an admissible \( p \)-wave:

\[
\Psi^R_p(\varepsilon) = \begin{cases} 
S^R_p(\varepsilon) & \text{if admissible } p\text{-shock}, \\
R^R_p(\varepsilon) & \text{if admissible } p\text{-rarefaction}, \\
\mathcal{S}R^R_p(\varepsilon) & \text{if admissible } p\text{-rarefaction-shock}, \\
\mathcal{R}S^R_p(\varepsilon) & \text{if admissible } p\text{-shock-rarefaction}.
\end{cases}
\] (4.2)

Backward wave curves (4.2) are obtained by replacing the elementary forward wave curves in (4.1) by elementary backward wave curves. It amounts to replace rarefaction-shock curves by shock-rarefaction curves, and vice versa. Here too, the curve \( \Psi^R_p \) is only translated vertically when \( v_R \) changes. Also, one can remark that \( v_R = \Phi^L_p(\varepsilon_R) \) is equivalent to \( v_L = \Psi^R_p(\varepsilon_L) \).

The intermediate state \( U_M \) is connected to \( U_L \) through an admissible 1-wave and to \( U_R \) through an admissible 2-wave. Thus, it satisfies

\[ v_M = \Phi^L_1(\varepsilon_M) = \Psi^R_2(\varepsilon_M), \] (4.3)

or equivalently,

\[
\begin{cases} 
v_M = \Phi^L_1(\varepsilon_M), \\
v_R = \Psi^R_2(\varepsilon_R).
\end{cases}
\] (4.4)

The existence of the solution to (4.3) will be discussed in the next sections. If the solution exists, one can find the intermediate state \( U_M \) numerically. To do so, \( \varepsilon_M \) is computed by solving (4.3) with the Newton-Raphson method, and by computing \( v_M = \Phi^L_1(\varepsilon_M) \). The form of the solution \( U(x, t) \) is then deduced from the corresponding elementary solutions (3.4), (3.18), (3.33) or (3.39).

\section*{4.2 Concave constitutive laws}

Let us assume that \( \sigma'' \) is strictly negative over \( [\varepsilon_{\inf}, \varepsilon_{\sup}] \). Therefore, the characteristic fields are genuinely nonlinear and \( \sigma \) is strictly concave. In this case, compound waves are not admissible. Also, discontinuities and rarefactions have to satisfy the admissibility conditions (3.10) and (3.19) respectively. Thus, forward and backward wave curves become

\[
\Phi^L_1(\varepsilon) = \begin{cases} 
S^L_1(\varepsilon) & \text{if } \varepsilon < \varepsilon_L, \\
R^L_1(\varepsilon) & \text{if } \varepsilon \geq \varepsilon_L,
\end{cases} \quad \Phi^L_2(\varepsilon) = \begin{cases} 
S^L_2(\varepsilon) & \text{if } \varepsilon > \varepsilon_L, \\
R^L_2(\varepsilon) & \text{if } \varepsilon \leq \varepsilon_L,
\end{cases}
\] (4.5)

\[
\Psi^R(\varepsilon) = \begin{cases} 
S^R(\varepsilon) & \text{if } \varepsilon > \varepsilon_R, \\
R^R(\varepsilon) & \text{if } \varepsilon \leq \varepsilon_R,
\end{cases} \quad \Psi^R_2(\varepsilon) = \begin{cases} 
S^R_2(\varepsilon) & \text{if } \varepsilon < \varepsilon_R, \\
R^R_2(\varepsilon) & \text{if } \varepsilon \geq \varepsilon_R.
\end{cases}
\]

Since the characteristic fields are genuinely nonlinear, \( \Phi^L_1 \) and \( \Psi^R_2 \) are of class \( C^2 \) (section I.6 in (9)). From the properties of each elementary curve studied before, we deduce that \( \Phi^L_1 \) is an increasing bijection over \( [\varepsilon_{\inf}, \varepsilon_{\sup}] \) and that \( \Psi^R_2 \) is a decreasing bijection. Lastly, theorem 6.1 in (9) states that for \( \|U_R - U_L\| \) sufficiently small, the solution of (2.2)-(2.3) is unique. Similarly to theorem 7.1 in (9), we get a condition on the initial data which ensures the existence of the solution.
Theorem 4.1. If the characteristic fields are genuinely nonlinear (2.10), then the solution to the Riemann problem (2.2)-(2.3) exists and is unique, provided that
\[
\lim_{\varepsilon \to \varepsilon_{inf}^+} \Psi_2^R(\varepsilon) - \Phi_1^L(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{sup}^-} \Psi_2^R(\varepsilon) - \Phi_1^L(\varepsilon) < 0, \tag{4.6}
\]
with \(\Phi_1^L\) and \(\Psi_2^R\) given in (4.5).

Proof. To ensure that the solution described above exists, the forward and backward wave curves \(\Phi_1^L\) and \(\Psi_2^R\) must intersect at a strain \(\varepsilon_M\) satisfying (4.3). The associated functions are continuous bijections over the interval \([\varepsilon_{inf}, \varepsilon_{sup}]\). Moreover, \(\Phi_1^L\) is strictly increasing while \(\Psi_2^R\) is strictly decreasing. Therefore, they intersect once over \([\varepsilon_{inf}, \varepsilon_{sup}]\) if and only if their ranges intersect. The latter are respectively
\[
\lim_{\varepsilon \to \varepsilon_{inf}^+} \Phi_1^L(\varepsilon), \lim_{\varepsilon \to \varepsilon_{sup}^-} \Phi_1^L(\varepsilon) \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{inf}^+} \Psi_2^R(\varepsilon), \lim_{\varepsilon \to \varepsilon_{sup}^-} \Psi_2^R(\varepsilon).
\]

A comparison between these bounds ends the proof (4.6).

Theorem 4.1 can be written in terms of \(v_R\). Indeed, (4.6) is equivalent to
\[
\Phi_2^{inf}(v_R) < v_R < \Phi_2^{sup}(v_R), \tag{4.7}
\]
where
\[
\Phi_2^{inf}(v_R) = \lim_{\varepsilon \to \varepsilon_{inf}^+} \Phi_1^L(\varepsilon) + v_R - \Psi_2^R(\varepsilon),
\]
\[
\Phi_2^{sup}(v_R) = \lim_{\varepsilon \to \varepsilon_{sup}^-} \Phi_1^L(\varepsilon) + v_R - \Psi_2^R(\varepsilon). \tag{4.8}
\]

The functions \(\Phi_2^{inf}\) and \(\Phi_2^{sup}\) in (4.7) are the forward wave curves passing through the states \(U_{inf}\) and \(U_{sup}\) respectively, such that
\[
U_{inf} = \lim_{\varepsilon \to \varepsilon_{inf}^+} (\varepsilon, \Phi_1^L(\varepsilon))^\top \quad \text{and} \quad U_{sup} = \lim_{\varepsilon \to \varepsilon_{sup}^-} (\varepsilon, \Phi_1^L(\varepsilon))^\top. \tag{4.9}
\]

Graphically, \(\Phi_2^{inf}\) and \(\Phi_2^{sup}\) correspond to the dashed curve \(\Phi_2^M\) on figure 9-(a) when \(\varepsilon_M\) tends towards \(\varepsilon_{inf}\) or \(\varepsilon_{sup}\) respectively. Since the curve \(\Phi_1^L\) is only translated vertically when \(v_R\) varies, the condition (4.7)-(4.9) can be written in terms of the velocity jump \(v_R - v_L\) by substituting \(v_L\) in (4.7). For analytical expressions and remarks, see (A.7) in appendix A.2.

In (4.7), \(\Phi_2^{inf}(v_R)\) is infinite if \(\varepsilon_{inf} = -\infty\) or if \(\sigma(\varepsilon)\) tends towards \(-\infty\) when \(\varepsilon\) tends towards \(\varepsilon_{inf}+\). The value of \(\Phi_2^{sup}(v_R)\) is infinite if \(C(\varepsilon)\) tends towards \(+\infty\) when \(\varepsilon\) tends towards \(\varepsilon_{sup}^-\). If both are infinite, then theorem 4.1 is satisfied for every initial data. Else, there exists a bound on \(v_R - v_L\) which ensures the existence of the solution. This result is new and is not known in the literature.

Now, we describe the admissibility regions, i.e. the regions of the \(\varepsilon-v\) plane where a given wave structure is admissible given \(U_L\). This is similar to the approach presented in theorem 7.1 of (9). Thus, we draw the forward wave curves \(\Phi_1^L\) and \(\Phi_2^L\) passing through \(U_L\). These curves divide the plane into four regions (figure 9-(a)). When \(U_M\) belongs to \(\Phi_1^L\), (4.5) states which kind of 1-wave connects \(U_M\) to \(U_L\). Then, we draw the forward wave curve \(\Phi_2^M\) passing through \(U_M\). For any \(U_R\) belonging to \(\Phi_2^M\), we know which kind of 2-wave connects it to \(U_M\) (4.5). Finally, we obtain a map of the admissible combinations of 1-waves and 2-waves (figure 9-(b)). If (4.7) is satisfied, then four regions are distinguished:
Model 1 (hyperbola). Here, $|\varepsilon_{\text{inf}}, \varepsilon_{\text{sup}}| = [-d, +\infty[$. The limit of $\sigma(\varepsilon)$ when $\varepsilon$ tends towards $-d$ is equal to $-\infty$. Also, the limit of $C(\varepsilon)$ when $\varepsilon$ tends towards $+\infty$ is equal to $+\infty$. Therefore, theorem 4.1 is satisfied for every left and right states in $|\varepsilon_{\text{inf}}, \varepsilon_{\text{sup}}|$. The computation of the solution is detailed in section 5, for a configuration with two shocks and another configuration with two rarefactions.

Model 3 (Landau). Here, $\delta = 0$ in (2.17) and $|\varepsilon_{\text{inf}}, \varepsilon_{\text{sup}}| = [-\infty, 1/2\beta[$. At the lower edge, $\varepsilon_{\text{inf}} = -\infty$. But at the upper edge, $C(\varepsilon)$ vanishes when $\varepsilon$ tends towards $1/2\beta$. Therefore, theorem 4.1 is not satisfied for high values of the velocity jump. To illustrate, we take $v_R - v_L \leq 13.07 \text{ m.s}^{-1}$. A graphical interpretation is given on figure 9-(b).

### 4.3 Convex-concave constitutive laws

Let us assume that $\sigma''$ is strictly decreasing and equals zero at $\varepsilon = \varepsilon_0$. Therefore, the characteristic fields are neither linearly degenerate nor genuinely nonlinear. The stress function $\varepsilon \mapsto \sigma(\varepsilon)$ is strictly convex for $\varepsilon < \varepsilon_0$ and strictly concave for $\varepsilon > \varepsilon_0$. For any $a$ and $b$, let us denote

\[
\begin{align*}
    a \leq_L b & \iff (\varepsilon_L - \varepsilon_0) a \leq (\varepsilon_L - \varepsilon_0) b, \\
    a \leq_R b & \iff (\varepsilon_R - \varepsilon_0) a \leq (\varepsilon_R - \varepsilon_0) b.
\end{align*}
\]
Similar notations are used for other kinds of inequalities, such as $a > b$, etc. From the graphical method in section 3.4 based on convex hull constructions, forward and backward wave curves write:

$$
\begin{align*}
\Phi^L_1(\varepsilon) &= \begin{cases} 
S_1^L(\varepsilon) & \text{if } \varepsilon^*_L \leq \varepsilon < \varepsilon_L, \\
R_1^L(\varepsilon) & \text{if } \varepsilon \geq \varepsilon_L, \\
SR_1^L(\varepsilon) & \text{if } \varepsilon < \varepsilon^*_L,
\end{cases} \\
\Phi^L_2(\varepsilon) &= \begin{cases} 
S_2^L(\varepsilon) & \text{if } \varepsilon < \varepsilon^*_L \text{ or } \varepsilon > \varepsilon_L, \\
R_2^L(\varepsilon) & \text{if } \varepsilon_0 \leq \varepsilon \leq \varepsilon_L, \\
SR_2^L(\varepsilon) & \text{if } \varepsilon^*_L \leq \varepsilon < \varepsilon_0,
\end{cases} \\
\Psi^R_1(\varepsilon) &= \begin{cases} 
S_1^R(\varepsilon) & \text{if } \varepsilon < \varepsilon^*_R \text{ or } \varepsilon > \varepsilon_R, \\
R_1^R(\varepsilon) & \text{if } \varepsilon_0 \leq \varepsilon \leq \varepsilon_R, \\
SR_1^R(\varepsilon) & \text{if } \varepsilon^*_R \leq \varepsilon < \varepsilon_0,
\end{cases} \\
\Psi^R_2(\varepsilon) &= \begin{cases} 
S_2^R(\varepsilon) & \text{if } \varepsilon^*_R \leq \varepsilon < \varepsilon_R, \\
R_2^R(\varepsilon) & \text{if } \varepsilon \geq \varepsilon_R, \\
SR_2^R(\varepsilon) & \text{if } \varepsilon < \varepsilon^*_R.
\end{cases}
\end{align*}
$$

When $\varepsilon_0 \to -\infty$, the constitutive law $\sigma(\varepsilon)$ becomes strictly concave. In this case, $\varepsilon$, $\varepsilon_L$, and $\varepsilon_R$ are always higher than $\varepsilon_0$. Thus, $\varepsilon^*_L$ can be replaced by $\varepsilon_0$ in (4.10) (idem for similar notations). Moreover, $\varepsilon^*_L$, $\varepsilon^*_R$, $\varepsilon^*_L$ and $\varepsilon^*_R$ tend towards $-\infty$. Therefore, we recover the wave curves (4.5).

Forward and backward wave curves are Lipschitz continuous and they are $C^2$ in the vicinity of the states $U_L$ or $U_R$. Their regularity may be reduced to $C^1$ after the first crossing with the line $\varepsilon = \varepsilon_0$ (sections 9.3 to 9.5 of [13]). From the properties of each elementary curve studied before, we deduce that $\Phi^L_1$ is an increasing bijection over $[\varepsilon_{inf}, \varepsilon_{sup}]$ and $\Psi^R_1$ a decreasing bijection. Lastly, theorem 9.5.1 in ([13]) states that for $\|U_R - U_L\|$ sufficiently small, the solution is unique. Similarly to theorem 4.1, we deduce a condition which ensures the existence of the solution for any initial data.

**Theorem 4.2.** If the constitutive law is strictly convex for $\varepsilon < \varepsilon_0$ and strictly concave for $\varepsilon > \varepsilon_0$, then the solution to the Riemann problem (2.2)-(2.3) exists and is unique, provided that

$$
\begin{align*}
\lim_{\varepsilon \to \varepsilon_{inf}^+} \Psi^R_2(\varepsilon) - \Phi^L_1(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{sup}^-} \Psi^R_2(\varepsilon) - \Phi^L_1(\varepsilon) < 0,
\end{align*}
$$

with $\Phi^L_1$ and $\Psi^R_2$ given in (4.10).

**Proof.** Similarly to theorem 4.1, we can reduce the existence criterion to a comparison between the ranges of $\Phi^L_1$ and $\Psi^R_2$. \qed

Theorem 4.2 can be written in terms of the velocity jump $v_R - v_L$. The analytical expressions (A.8)-(A.11) are given in appendix A.2. If both limits of $C(\varepsilon)$ are infinite when $\varepsilon$ tends towards $\varepsilon_{inf}^+$ or $\varepsilon_{sup}^-$, then (4.11) is satisfied for every initial data. Else, there exists a bound on the velocity jump, which ensures the existence of the solution.

**Case $\varepsilon_L = \varepsilon_0$.** We describe the admissibility regions when the left state is on the inflexion point. As we did for concave constitutive laws, we draw the forward wave curve $\Phi^L_1$ passing through $U_L$ (figure 10-(a)). Let us consider an intermediate state $U_M$ belonging to $\Phi^L_1$. It is connected to $U_L$ through a 1-rarefaction (4.10). Then, we draw the forward wave curve $\Phi^M_2$ passing through $U_M$. For any $U_R$ belonging to $\Phi^M_2$, one knows which kind of 2-wave
connects $U_M$ to $U_R$ (4.10). On figure 10-(a), $\varepsilon_M > \varepsilon_0$. Therefore, we have a 2-shock if $\varepsilon_R < \varepsilon_M^1$ or $\varepsilon_R > \varepsilon_M$, a 2-rarefaction if $\varepsilon_0 \leq \varepsilon_R \leq \varepsilon_M$ and a 2-rarefaction-shock else. Here, the 2-wave is a rarefaction-shock.

To achieve the partition of the $\varepsilon$-$v$ space into admissibility regions, we introduce the curve $\Lambda^L_2$ which marks the equality case in Liu’s entropy condition for 2-shocks (3.11). The curve $\Lambda^L_2$ marks the frontier between the admissibility regions of 2-shocks and 2-rarefaction-shocks. It is the set of right states $u$ belonging to $\Phi^M_L$ such that $\varepsilon = \varepsilon_M^1$, or equivalently $\varepsilon^* = \varepsilon_M^1$, when $U_M$ varies along $\Phi^L_1$ (figure 10-(a)). Hence, $u$ satisfies $v = \mathcal{R}\mathcal{S}^M_2(\varepsilon)$, where $U_M = (\varepsilon^*, \Phi^L_1(\varepsilon^*))^T$: $v = \Phi^L_1(\varepsilon^*) + c(\varepsilon^*)(\varepsilon^* - \varepsilon) \equiv \Lambda^L_2(\varepsilon)$. (4.12)

Finally, we obtain a map of the admissible combinations of 1-waves and 2-waves (figure 10-(b)). If (4.7) is satisfied and $\varepsilon_L = \varepsilon_0$, then three regions are distinguished:

- If $v_R \geq \Phi^L_1(\varepsilon_R)$, region $\mathcal{R}_1\mathcal{R}_2$,
- Else, if $v_R \geq \Lambda^L_2(\varepsilon_R)$, region $\mathcal{R}_1\mathcal{S}_2$,
- Else, region $\mathcal{R}_1\mathcal{S}\mathcal{R}_2$.

Case $\varepsilon_L \neq \varepsilon_0$. Figure 11 represents the admissibility regions for $\varepsilon_L > \varepsilon_0$. Similarly, figure 12 shows the admissibility regions for $\varepsilon_L > \varepsilon_0$. In both cases, we draw the forward wave curves $\Phi^L_1$ and $\Phi^L_2$ passing through $U_L$. For any intermediate state $U_M$ belonging to $\Phi^L_1$, equation (4.10) selects the 1-wave which connects $U_M$ to $U_L$: a 1-shock if $\varepsilon^*_L \leq \varepsilon_M < \varepsilon_L$, a 1-rarefaction if $\varepsilon_M \geq \varepsilon_L$ and a 1-shock-rarefaction else. Then, we draw the curve $\Lambda^L_1$ marking Liu’s condition for 2-shocks. Thus, we can already qualify six admissibility regions.

To achieve the partition of the $\varepsilon$-$v$ space, we introduce the curve $\Lambda^L_1$ which corresponds to the equality case in Liu’s entropy condition for 1-shocks (3.11). The curve $\Lambda^L_1$ marks the frontier between the admissibility regions of 1-shocks and 1-shock-rarefactions. It
Fig. 11 Case $\varepsilon_L > \varepsilon_0$. Admissibility regions and hyperbolicity domain (white) for Landau’s law (2.12) with a cubic nonlinearity and the parameters from table 1. Here, $\varepsilon_L = 1.8 \times 10^{-4}$.
Fig. 12 Case $\varepsilon_L < \varepsilon_0$. Same as figure 11, but with $\varepsilon_L = -2.2 \times 10^{-4}$. 
Model 2 (tanh). Here, $\Phi^M_2$, where the intermediate state is $U_M = (\epsilon^+_L, \Phi^+_2(\epsilon^+_L))^T$. Since $(\epsilon^+_L - \epsilon_0)(\epsilon_L - \epsilon_0) \leq 0$, the inequalities depending on $\epsilon_M - \epsilon_0$ in $\Phi^M_2(\epsilon)$ (4.10) can be changed in inequalities depending on $\epsilon_L - \epsilon_0$. Hence,

$$v = \begin{cases} S^M_2(\epsilon) & \text{if } \epsilon > \epsilon_L \text{ or } \epsilon < \epsilon^*_L \\ \mathcal{R}^M_2(\epsilon) & \text{if } \epsilon_0 \geq \epsilon \geq \epsilon^*_L \\ \mathcal{R}S^M_2(\epsilon) & \text{if } \epsilon_L \geq \epsilon \geq \epsilon_0 \end{cases} \equiv \Lambda^I_1(\epsilon). \quad (4.13)$$

Finally, if (4.7) is satisfied and $\epsilon_L \neq \epsilon_0$, then nine regions are distinguished:

- If $v_R \geq \Phi^I_2(\epsilon_R)$, $v_R \geq \Phi^I_1(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{R}_1\mathcal{R}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$ and $v_R \geq \Phi^I_1(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{R}_1\mathcal{S}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{R}_1\mathcal{S}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{R}_1\mathcal{S}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$, $v_R \geq \Phi^I_1(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{S}_1\mathcal{R}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{S}_1\mathcal{R}_2$,
- Else, if $v_R \geq \Phi^I_2(\epsilon_R)$ and $\epsilon_R \geq \epsilon_0$, region $\mathcal{S}_1\mathcal{R}_2$.

Model 2 (tanh). Here, $|\varepsilon_{inf}, \varepsilon_{sup}| = \mathbb{R}$. The limit of $C(\varepsilon)$ when $\varepsilon$ tends towards $\pm \infty$ is equal to $\pm \frac{\pi}{2} c_0 d$. Therefore, the velocity jump is always bounded. This property is illustrated on figure 13. If $\varepsilon_L = -\varepsilon_R = 10^{-4}$, the velocity jump must satisfy $|v_R - v_L| \leq 6.16 \text{ m.s}^{-1}.$

Model 3 (Landau). Here, $|\varepsilon_{inf}, \varepsilon_{sup}|$ is bounded (2.19). The limit of $C(\varepsilon)$ when $\varepsilon$ tends towards $\varepsilon_{sup}$ or $\varepsilon_{inf}$ is equal to $\pm \frac{\pi}{2} c_0 \frac{\varepsilon^2 + 34}{84\sqrt{3}}$. Therefore, the velocity jump $v_R - v_L$ is also bounded, which is illustrated on figures 10 and 11. With the parameters from table 1, it must belong to $[-1.91, 1.66] \text{ m.s}^{-1}$ if $\varepsilon_L = -\varepsilon_R = 10^{-4}$. The computation of the solution is detailed in section 5, for a configuration with two compound waves.

5. Numerical examples

With the parameters issued from table 1, we give two examples for the hyperbola constitutive law (2.12) and one for Landau’s law (2.17).

1-shock, 2-shock (hyperbola). On figure 14, we display the solution with initial data $\varepsilon_L = -10^{-4}$, $\varepsilon_R = 10^{-4}$, $v_L = 0.5 \text{ m.s}^{-1}$ and $v_R = -0.5 \text{ m.s}^{-1}$. The solution consists of two shocks:

$$U(x, t) = \begin{cases} U_L & \text{if } x < s_1 t, \\ U_M & \text{if } s_1 t < x < s_2 t, \\ U_R & \text{if } s_2 t < x. \end{cases} \quad (5.1)$$
Fig. 13 Existence domain for the tanh constitutive law with parameters from table 1 and $\varepsilon_L = 10^{-4}$.

Here $\varepsilon_M \approx -2.282 \times 10^{-4}$. Therefore, the shock speeds are $s_1 \approx -2.353$ km/s and $s_2 \approx 2.129$ km/s (3.3).

1-rarefaction, 2-rarefaction (hyperbola). On figure 15, we represent the solution with initial data $\varepsilon_L = -10^{-4}$, $\varepsilon_R = 10^{-4}$, $v_L = -0.5$ m.s$^{-1}$ and $v_R = 0.5$ m.s$^{-1}$. It consists of two rarefactions:

$$U(x, t) = \begin{cases} U_L & \text{if } x < -c(\varepsilon_L) t, \\ V_1(x/t) & \text{if } -c(\varepsilon_L) t \leq x \leq -c(\varepsilon_M) t, \\ U_M & \text{if } -c(\varepsilon_M) t \leq x \leq c(\varepsilon_M) t, \\ V_2(x/t) & \text{if } c(\varepsilon_M) t \leq x \leq c(\varepsilon_R) t, \\ U_R & \text{if } c(\varepsilon_R) t \leq x, \end{cases}$$

(5.2)

where $V_1(\xi)$ and $V_2(\xi)$ satisfy (3.23) with $p = 1$ and $p = 2$ respectively. Here, $\varepsilon_M \approx 2.839 \times 10^{-4}$.

1-shock-rarefaction, 2-rarefaction-shock (Landau). On figure 16, we display the solution with initial data $\varepsilon_L = -10^{-4}$, $\varepsilon_R = -2 \times 10^{-4}$, $v_L = -0.6$ m.s$^{-1}$ and $v_R = 0.6$ m.s$^{-1}$. It consists of two compound waves:

$$U(x, t) = \begin{cases} U_L & \text{if } x < -c(\varepsilon_L^*) t, \\ V_1(x/t) & \text{if } -c(\varepsilon_L^*) t \leq x \leq -c(\varepsilon_M) t, \\ U_M & \text{if } -c(\varepsilon_M) t \leq x \leq c(\varepsilon_M) t, \\ V_2(x/t) & \text{if } c(\varepsilon_M) t \leq x \leq c(\varepsilon_R^*) t, \\ U_R & \text{if } c(\varepsilon_R^*) t \leq x, \end{cases}$$

(5.3)

Here, $\varepsilon_M \approx 1.604 \times 10^{-4}$. The rarefactions break at $\varepsilon_L^* = 0$ and $\varepsilon_R^* = 0.5 \times 10^{-4}$ (3.43).
Fig. 14 (a) Solution to the Riemann problem for the hyperbola (2.12) with two shock waves. (b) Hugoniot loci. (c) Analytical solution at $t = 0$ and $t = 0.05$ ms.

Fig. 15 (a) Solution to the Riemann problem for the hyperbola (2.12) with two rarefactions. (b) Rarefaction curves. (c) Analytical solution at $t = 0$ and $t = 0.05$ ms.
6. Conclusion

When the constitutive law is convex or concave, the system of 1D elastodynamics is similar to the $p$-system of barotropic gas dynamics. The $\varepsilon$-$v$ plane can be split into four admissibility regions: one for each combination of a 1-wave and a 2-wave (9). In this case, we obtain a new condition on the velocity jump $v_R - v_L$ which ensures the existence of the solution to the Riemann problem, whether the hyperbolicity domain is bounded or not. Also, we provide analytic expressions to compute the solution straightforwardly for the hyperbola and the quadratic Landau’s law.

These results have been extended to constitutive laws which are neither convex nor concave. Indeed, for constitutive laws with one inflection point, we obtain a new condition on the velocity jump which ensures the existence of the solution to the Riemann problem. Furthermore, we propose a partition of the $\varepsilon$-$v$ plane into nine admissibility regions. An application and a Matlab toolbox are freely available at http://gchiavassa.perso.centrale-marseille.fr/RiemannElasto/. The mathematics and the approach presented here could be applied to more complicated constitutive laws, e.g. with a disjoint union of inflexion points.
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APPENDIX A

A.1 Elementary wave curves

Here, we list some properties of the curves $S_p^\ell, R_p^\ell, SR_p^\ell$ and $RS_p^\ell$.

**Discontinuities.** Let us differentiate equation (3.15). We obtain

$$\frac{d}{de}S_p^\ell(e) = \frac{1}{2} \sqrt{\frac{\sigma(e) - \sigma(\varepsilon_l)}{\rho_0 (e - \varepsilon_l)}} \left(1 + \sigma'(\varepsilon) \frac{\sigma(\varepsilon) - \sigma(\varepsilon_l)}{\varepsilon - \varepsilon_l}\right) = -\frac{d}{de}S_p^\ell(e) > 0.$$  (A.1)

Therefore, $S_p^\ell$ is an increasing bijection and $S_p^\ell$ is a decreasing bijection.

**Rarefactions.** Since $C$ is the primitive of a strictly positive continuous function, $C$ is strictly increasing and continuous. Therefore, $R_p^\ell$ is an increasing bijection and $R_p^\ell$ is a decreasing bijection (3.24).
Shock-rarefactions. Shock-rarefraction curves (3.38) have the same properties as rarefaction curves (3.24). Indeed, they differ only by a constant, which equals zero if $\varepsilon_0 = \varepsilon'_0 = \varepsilon^*_0$.

Rarefaction-shocks. Let us differentiate equation (3.41). We obtain

$$
\frac{d}{d\varepsilon} RS^L_1(\varepsilon) = c(\varepsilon^*) - \frac{dc^*}{d\varepsilon}(\varepsilon^* - \varepsilon) = -\frac{d}{d\varepsilon} RS^R_2(\varepsilon),
$$

(A.2)

where

$$
c(\varepsilon^*) = \sqrt{\frac{\sigma(\varepsilon^*)}{\rho_0}} \quad \text{and} \quad c'(\varepsilon^*) = \frac{\sigma''(\varepsilon^*)}{2\sqrt{\rho_0 \sigma(\varepsilon^*)}}.
$$

(A.3)

Applying the implicit functions theorem to $F(\varepsilon^*, \varepsilon)$ in (3.13) requires $\partial F/\partial a(\varepsilon^*, \varepsilon) \neq 0$. Since $\partial F/\partial a(\varepsilon^*, \varepsilon) = \sigma''(\varepsilon^*)$, the hypotheses of the theorem are satisfied if $\varepsilon^* \neq \varepsilon_0$ (2.11).

Finally,

$$
\frac{d}{d\varepsilon} RS^L_1(\varepsilon) = \frac{\sigma'(\varepsilon^*) + \sigma'(\varepsilon)}{2\sqrt{\rho_0 \sigma(\varepsilon^*)}} = \frac{d}{d\varepsilon} RS^R_2(\varepsilon) > 0.
$$

(A.5)

Therefore, $RS^L_1$ is an increasing bijection and $RS^R_2$ is a decreasing bijection.

A.2 Restriction on the velocity jump

In this section, we provide analytical expressions deduced from theorems 4.1 and 4.2.

Concave constitutive laws. We go back to the condition that must be satisfied by the initial data when the constitutive law is concave, i.e. equation (4.6) in theorem 4.1. According to the expressions of $\Phi^L_1$ and $\Psi^R_2$ in (4.5), one has

$$
\lim_{\varepsilon \to +\varepsilon_{inf}} S^R_1(\varepsilon) - S^L_1(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to -\varepsilon_{sup}} R^R_2(\varepsilon) - R^L_1(\varepsilon) < 0.
$$

(A.6)

This can be expressed in terms of the velocity jump $v_R - v_L$. Based on (3.15) and (3.24), condition (A.6) becomes

$$
\begin{aligned}
&v_R - v_L > -\lim_{\varepsilon \to +\varepsilon_{inf}} \left( \frac{\sigma(\varepsilon) - \sigma(\varepsilon_L)}{\rho_0} (\varepsilon - \varepsilon_L) + \sqrt{\frac{\sigma(\varepsilon) - \sigma(\varepsilon_R)}{\rho_0}} (\varepsilon - \varepsilon_R) \right), \\
&v_R - v_L < -\lim_{\varepsilon \to -\varepsilon_{sup}} 2C(\varepsilon) - C(\varepsilon_L) - C(\varepsilon_R).
\end{aligned}
$$

(A.7)

Convex-concave constitutive laws. The same condition (4.11) must be satisfied by the initial data when the constitutive law is strictly convex for $\varepsilon < \varepsilon_0$ and strictly concave for $\varepsilon > \varepsilon_0$ (theorem 4.2). The expressions of $\Phi^L_1$ and $\Psi^R_2$ are given by (4.10). For instance, when $\varepsilon$ tends towards $\varepsilon_{inf}$ in $\Phi^L_1(\varepsilon)$, one needs a comparison between $\varepsilon_L^*$ and $\varepsilon_{inf}$ to choose the correct elementary wave curve. Since $\sigma'(\varepsilon_L^*) > 0 = \sigma'(\varepsilon_{inf})$, it is immediate that $\varepsilon_L^* > \varepsilon_{inf}$. Similar comparisons can be written to select the correct elementary curve in $\Psi^R_2(\varepsilon)$ or when $\varepsilon$ tends towards $\varepsilon_{sup}$. Finally, (4.11) writes
Based on the expressions of the elementary wave curves (3.15), (3.24), (3.41) and (3.38), inequalities (A.8)-(A.11) become

- if $\varepsilon_L \geq \varepsilon_0$ and $\varepsilon_R \geq \varepsilon_0$
  \[
  \lim_{\varepsilon \to \varepsilon_{\inf}^+} \mathcal{S}\mathcal{R}_{\epsilon}^R(\varepsilon) - \mathcal{S}\mathcal{R}_{\epsilon}^L(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{\exp}^-} \mathcal{R}_{\epsilon}^L(\varepsilon) - \mathcal{R}_{\epsilon}^R(\varepsilon) > 0, \tag{A.8}
  \]
- if $\varepsilon_L \geq \varepsilon_0 > \varepsilon_R$
  \[
  \lim_{\varepsilon \to \varepsilon_{\inf}^+} \mathcal{R}_{\epsilon}^R(\varepsilon) - \mathcal{S}\mathcal{R}_{\epsilon}^L(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{\exp}^-} \mathcal{R}_{\epsilon}^L(\varepsilon) - \mathcal{S}\mathcal{R}_{\epsilon}^R(\varepsilon) > 0, \tag{A.9}
  \]
- if $\varepsilon_R \geq \varepsilon_0 > \varepsilon_L$
  \[
  \lim_{\varepsilon \to \varepsilon_{\inf}^+} \mathcal{S}\mathcal{R}_{\epsilon}^R(\varepsilon) - \mathcal{R}_{\epsilon}^L(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{\exp}^-} \mathcal{S}\mathcal{R}_{\epsilon}^L(\varepsilon) - \mathcal{R}_{\epsilon}^R(\varepsilon) > 0, \tag{A.10}
  \]
- if $\varepsilon_L < \varepsilon_0$ and $\varepsilon_R < \varepsilon_0$
  \[
  \lim_{\varepsilon \to \varepsilon_{\inf}^+} \mathcal{R}_{\epsilon}^R(\varepsilon) - \mathcal{R}_{\epsilon}^L(\varepsilon) > 0 \quad \text{and} \quad \lim_{\varepsilon \to \varepsilon_{\exp}^-} \mathcal{S}\mathcal{R}_{\epsilon}^L(\varepsilon) - \mathcal{R}_{\epsilon}^R(\varepsilon) > 0. \tag{A.11}
  \]