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Abstract
Automatic Speech Recognition (ASR) for (under-resourced) Sub-Saharan African languages faces several challenges: small amount of transcribed speech, written language normalization issues, few text resources available for language modeling, as well as specific features (tones, morphology, etc.) that need to be taken into account seriously to optimize ASR performance. This paper tries to address some of the above challenges through the development of ASR systems for two Sub-Saharan African languages: Hausa and Wolof. First, we investigate data augmentation technique (through speed perturbation) to overcome the lack of resources. Secondly, the main contribution is our attempt to model vowel length contrast existing in both languages. For reproducible experiments, the ASR systems developed for Hausa and Wolof are made available to the research community on github. To our knowledge, the Wolof ASR system presented in this paper is the first large vocabulary continuous speech recognition system ever developed for this language (only a digit and small vocabulary recognition system in Wolof was previously presented in [2]).

Languages studied
Hausa and Wolof are two African languages, largely spoken in the West of the continent. Hausa is part of the Afro-Asiatic phylum. The language is one of the most spoken languages in all the continent with more than 35 million of speakers (mostly in Niger and Nigeria) as a first language. Hausa is also widely used as a common language with an additional 15 million people using it as second and third language. Wolof is part of the Niger-Congo phylum. The language is considered as one of the common languages of West Africa. It is mostly spoken in Senegal (40% as native language by the Wolof people), Gambia (by 12% of the Wolof people) and Mauritania (by 8% of the Wolof people). The Wolof spoken in Mauritania is the same as the one spoken in Senegal, because the minority of speakers is located around the Senegal river that they share. But Gambian Wolof is quite different and two ISO 639-3 language code exist to distinguish both Wolof (respectively “WOL” and “WOF”). For our studies, we focus on the Senegalese Wolof because of population coverage. Hausa and Wolof both have length contrast at the phone level. Nonetheless, this phenomenon does not appear in the same way in both languages: contrast can be located on vowels as well as on consonants in Wolof while in Hausa this feature is only for vowels. Both languages have different complex vocalic system. The Wolof system attests 8 short vowels /i/, /e/, /æ/, /ɛ/, /ʌ/, /ɑ/, /ɔ/, /ø/ and /ʊ/. Each of them, except /a/, have a corresponding long phoneme. The Hausa presents a vocalic system with 5 vowels for which each one can be opposed to a corresponding long vowel. There are also 2 diphthongs /ai/ and /au/. Concerning the tones, Wolof is a non-tonal language unlike the majority of Sub-Saharan Africa languages. In Hausa, there are three tones: high, low and falling tones [3]. Length contrast and tones change the meaning of a word, but tones are not considered yet in this study.

Paper objective and contributions
This paper tries to address some of the above challenges through the development of ASR systems for two Sub-Saharan African languages: Hausa and Wolof. In term of phonology, their common characteristic is to appear with vowel length contrast. In other words, two versions (short / long) of the same vowel exist in the phoneme inventory of the language. We expect that taking into account this contrast in ASR might help and this is the first problem addressed in this paper. Also, since the transcribed speech databases available for these languages are limited, our second contribution is to investigate a data augmentation technique (through speed perturbation) to improve deep neural networks (DNN) based ASR. Finally, since for the Wolof language (mostly spoken and seldom written), few literate people can be found to correctly utter read speech, we also present a fast data cleaning procedure to improve the quality of the development and test set recorded. For reproducible experiments, the ASR systems developed for Hausa and Wolof are made available on our github repository¹. It is worth mentioning that the Wolof ASR system presented in this paper is the first large vocabulary continuous speech recognition system ever developed for this language (only a digit and small vocabulary recognition system in Wolof was previously presented in [2]).

Paper outline
This paper is organized as following. In Section 2, we summarize the recent works on data augmentation for ASR as well as on vowel length contrast modeling in ASR. In Section 3, we describe the data used and the baseline ASR systems de-

¹https://github.com/besacier/ALFFA_PUBLIC/tree/master/ASR
signed. Then, Section 4 details our speed perturbation experiments applied to Hausa and Wolof ASR. Section 5 illustrates the vowel length contrast in both languages and shows that length-contrasted DNN models are better than non length-contrasted models for ASR. Finally, Section 6 concludes this paper and gives a few perspectives.

2. Related Works

2.1. Data augmentation for ASR

Data augmentation consists of artificially increasing the quantity of training data and has been widely used in image processing [4] and speech processing against noise [5]. Recently, vocal tract length perturbation (VTLP) [6] was applied successfully for deep neural networks based ASR. VTLP was also successful to improve low-resource ASR as shown in [7] for Assamese and Haitian Creole, two languages of the IARPA Babel program. Last year, [8] presented an audio augmentation technique with low implementation cost. This method, based on speed perturbation, lead to a better word error rate (WER) improvement than VTLP on multiple speech databases while being very simple to implement. However, in [8], speed perturbation was only applied to English and Mandarin (well-resourced) languages. So, one contribution of this paper is to evaluate speed perturbation with low resource scenarios (Hausa and Wolof ASR).

2.2. Phone duration modeling for ASR

As far as phone duration modeling in speech recognition is concerned, [9] modeled word duration at the acoustic modeling level. Speech recognition performance was improved by rescoring N-best lists with the duration models built. Few years later, [10] worked on duration modeling at both word and phone levels. Lattice rescoring was used but the WER reduction was limited. Nonetheless, the technique implemented improved the transcription quality when combining systems. [11] also focused on the phone length in Finnish and compared different duration modeling techniques. A 8% relative reduction of the letter error rate compared to the baseline system (not handling duration) was obtained. However, the decoding speed was reduced. Finally, [12] used phone duration modeling in Estonian. Three different phone lengths exist in Estonian (short, long and overlong). A method was presented based on linguistic and phonological characteristics of phone as well as their surrounding phones context to calculate a decision tree that classifies phones into groups of similar durations. ASR performance was, again, only slightly improved. All these approaches take for granted the phoneme duration contrast while we believe that for under-documented languages, it is important to empirically verify its concrete realization before deciding to separate a given phone in two short/long units for ASR models. Our methodology is explained in more details in Section 5.

3. Data collection and baseline ASR systems

3.1. Speech and text data used

3.1.1. The Globalphone Hausa corpus

We exploited the GlobalPhone Hausa Speech Corpus [13] to train our ASR system in Hausa and all the resources provided. It was recorded in Cameroon with native Hausa speakers who read utterances written with the boko orthography. The training set is composed of 6h36mins of speech data (5,863 utterances in total, read by 24 males and 58 females). For the decoding, the development set (dev) is composed of 1,021 utterances (a total speech duration of 1h02mins) read by 4 males and 6 females. For the evaluation, the test set (test) is composed of 1,011 utterances (a total speech duration of 1h06mins) read by 5 males and 5 females.

3.1.2. Speech and text data collected for Wolof

We collected our own data to build an ASR system for Wolof. We exploit a set of very few electronic documents available for this language, gathered as part of [14] to build our read speech corpus. These resources contain dictionary’s sentences of [15], stories, proverbs, debates, lyrics. The read speech corpus was recorded in Dakar (Senegal) with native Wolof speakers (10 males, 8 females - from 24 to 48 years old). We recorded 21h22mins of speech signal (1,000 utterances read by each speaker). We split our collected speech corpus into 3 sets : the data set used to train the ASR system represents 16h49mins (8 males, 6 females have read 13,998 utterances in total); the development set (dev) contains 2h12mins of speech data (1 male, 1 female read 1,000 utterances each); the test set is composed of 1 male and 1 female, representing 2h20mins of speech (2,000 utterances read). Later, in order to build a language model with more textual data written in Wolof, we collected on the Web the Universal Declaration of Human Rights, the Bible and a book written by a humanist. We also crawled the Wikipedia database in Wolof using Wikipedia Extractor [16]. More description about the data collected in Wolof is available in [17].

3.1.3. Specific challenge for Wolof language: data cleaning

Our read speech corpus has been recorded with native Wolof speakers. However, Wolof is not learnt at school and our speakers faced reading issues. As a consequence, many speech utterances contain reading errors and differ from the initial transcript. While flawed transcripts are a well known problem for ASR training, we decided to focus, first, on cleaning the transcripts used for evaluation. Both dev and test sets were verified by an expert of Wolof. The task was to listen to the recordings and to confirm or not the perfect match between transcripts and audio. For this, we added a specific check mode to Lig-Aikuma3, our mobile app recently developed for speech data collection [18]. It turned out that half of the sentences were not correctly read2. After this manual check, cleaned data sets for Wolof are the following (similar in size to Hausa dev/test):

- **dev**: 1,120 utterances (instead of 2,000) - duration is 1h12mn
- **test**: 846 utterances (instead of 2,000) - duration is 55mn

3.2. Baseline ASR systems for Hausa and Wolof

We used Kaldi speech recognition toolkit [19] for building our ASR systems for both languages. Our systems are CD-DNN-HMM hybrid systems. We trained the network using state-level minimum Bayes risk [20] (sMBR). The initial acoustic models were built using 13 Mel-frequency cepstrum coefficients (MFCCs) and Gaussian mixture models (GMMs) on 6.6h training data for Hausa and on 16.8h for Wolof. We trained triphone models by employing 2,887 context-dependent states for Hausa and 3,401 context-dependent states for Wolof, and 40K Gaussian mixtures for both. Then, the acoustic states were used as targets of the DNN (6 hidden layers with 1024 units each). The initial weights for the network were obtained using Restricted Boltzmann Machines (RBMs) [21] and fine tuning was done using Stochastic Gradient Descent. The standard Kaldi recipe for CD-DNN-HMM training was used (see [17] for more details).

---

2https://forge.imag.fr/frs/download.php/706/MainActivity.apk

3We can expect the same trend on training data set - since utterances checking is very time consuming - we did not apply it yet to our train. Moreover, training is rather robust to imperfect transcripts so we kept all the data to learn our ASR models.
Concerning the language model (LM), we used a trigram model, in the decoding process, for each Hausa and Wolof ASR systems. For Hausa, we used the language model provided by [13]. It was built from a text corpus of about 8M words. Its perplexity, calculated on the dev set and the test set is low: respectively, 88 (0.19% of out of vocabulary words (OOVs) and 90 (0.21% of OOVs)). For Wolof, we built our own statistical language model with the SRILM toolkit. We interpolated a language model built from two LMs: the first model was built from the very few initial electronic documents mentioned in 3.1.2 and the second from Web data we crawled. Finally, this interpolated language model of Wolof was built from a rather small text corpus of 615,631 words. On both cleaned dev and test sets, the perplexity is respectively 268 (4.2% of OOVs) and 273 (3.6% of OOVs).

About the pronunciation dictionary, we also used the one of [13] for the training and decoding stages of the Hausa ASR. It contains 38,915 entries and 33 phonemes. For Wolof, we used our in-house pronunciation dictionary which contains 32,039 entries and a phoneme inventory of 34 phonemes. As a seed, we used the entries of Diouf’s [15] and Fal’s [22] dictionaries for which the phonetic transcription were specified. Then, we trained a Grapheme-to-Phoneme (G2P) model to automatically transcribe into phonetic symbols the vocabulary of our text corpus (used to built the LM) not phonetized yet4. At this stage, phoneme inventories (for both languages) do not take into account any length contrast.

We can see in table 1 below, the performance for the first Hausa and Wolof CD-DNN-HMM ASR systems. For Wolof, we report results on both initial and cleaned data sets (see 3.1.3). It is important to mention first that, while being trained on limited data, both CD-DNN-HMM systems overpass CD-HMM/GMM approaches (CD-HMM/GMM lead to 13.0% and 31.7% WERs on the dev sets of Hausa and Wolof (initial) respectively5). These baseline performances show that our first Hausa ASR system can reach WER below 10%, even without any special modeling of the vowel length.

Table 1: Results according to the baseline CD-DNN-HMM systems - Hausa and Wolof ASR - no modeling of vowel length.

<table>
<thead>
<tr>
<th>Language</th>
<th>WER (CER) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>test</td>
</tr>
<tr>
<td>Hausa</td>
<td>8.0 (2.1)</td>
</tr>
<tr>
<td>Wolof (initial)</td>
<td>27.2 (10.2)</td>
</tr>
<tr>
<td>Wolof (cleaned)</td>
<td>20.5 (7.3)</td>
</tr>
</tbody>
</table>

The poor performance of the ASR system for Wolof can be explained by the high perplexity of the language model and by the higher OOV rates (0.19% of unknown words for Hausa and 4.2% for Wolof). Another problem with Wolof ASR is the lack of normalisation in the writing of words which penalizes both language model and WER (for this reason, we also display character error rate - CER). Nonetheless, as we can observe in table 1, when we decode only the cleaned data sets (see 3.1.3), we clearly improve the performance of the ASR system with an absolute gain of 6.7% on the dev set and 8.7% on the test set. The difference between Wolof (initial) and Wolof (cleaned) results shows that data cleaning is an additional and mandatory step when collecting real speech in languages with low literacy.

4 The reason we consider the phoneme rather than the grapheme is because we want to analyse the phonetic realization in both languages. As we not only focus on the performance of the ASR systems but we also want to measure the duration of the vowels and its impact on the ASR system, a graphemic system was not considered in this study.

5 Results not reported in the table.

4. Speed Perturbation

4.1. Corpus augmentation through speed perturbation

We used the following process to apply speed perturbation to our existing training corpora: first, we convert the initial files in raw format. Then, we slightly modify the initial sampling rate \( f \) to \( cf \) (with \( c=0.9 \) or \( c=1.1 \)). Finally, we generate a wav file from the initial raw samples with new sampling rate \( cf \).

Unlike VTLN, this simple processing produces a warped time signal which is faster or slower (depending on the value of \( c \)) than initial signal. Also, in the frequency domain, this leads to spectral contraction or dilatation (depending on \( c \)).

What is described above is probably very similar to the speed function of the Sox6 audio manipulation tool (and used in [8]). However, using the function speed with a same factor \( c \) lead to different signal length compared to our algorithm above. In addition, we were not able to find a clear description of what the speed function does in Sox, so we decided to use both techniques in our experiments (later on, we will refer to \( \alpha \)-sampling and to sox/speed to identify each approach). Anyway, while listening to the signals, the perceptive differences between \( \alpha \)-sampling and sox/speed were small. Both approaches modify the pitch and spectral envelope of the signal simulating signals uttered by new speakers.

Both Hausa and Wolof training corpora were augmented using \( \alpha \)-sampling (size x 3) or sox/speed (size x 3). In anticipation to ASR training, we decided to assign a new speaker label to all transformed signals corresponding to a same initial speaker. In other words, the number of speakers was multiplied by 3 when one transformation approach was used.

4.2. ASR results

We re-iterate the training pipeline with the augmented corpora and analyzed the impact on the ASR performance. Table 2 shows the performance obtained with the different data augmentation (speed perturbation) techniques on Hausa and Wolof.

Table 2: Results according to the baseline CD-DNN-HMM systems - Hausa and Wolof ASR - with data augmentation (speed perturbation) - no modeling of vowel length so far.

<table>
<thead>
<tr>
<th>Language</th>
<th>( \alpha )-sampling</th>
<th>sox/speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev</td>
<td>test</td>
</tr>
<tr>
<td>Hausa</td>
<td>23.7 (7.3)</td>
<td>33.6 (13.9)</td>
</tr>
<tr>
<td>Wolof (cleaned)</td>
<td>20.3 (7.2)</td>
<td>24.4 (9.8)</td>
</tr>
</tbody>
</table>

As we can see, the difference between \( \alpha \)-sampling and sox/speed is small. On the Wolof, the sox/speed method provides a slight improvement in comparison to the \( \alpha \)-sampling method. Compared to the baseline presented in table 1 for the Wolof, we got an absolute gain of 0.5% on the dev set and 0.6% on the test set with the sox/speed method. On the contrary, neither approaches improve the performance of the ASR system for Hausa. One explanation might be that the speaker density on Hausa is already high (12.6 speakers per hour of train signal) while speaker density is much lower for Wolof (0.8 speakers per hour of train signal). The best absolute gain observed on Wolof (-0.6%) is similar to what was observed by [8] on English tasks: Librispeech (-0.4%), Ted-Lium (-0.5%) while bigger gains were observed on Switchboard (-1.4%). An analysis of the speaker density in these databases shows the same trend: data augmentation gains are bigger on Switchboard (density \( f \)) than on LibriSpeech and Ted-Lium (density from 2 to 5 spk/h). However, this explanation should be considered with caution and further investigations are needed to confirm it.

6 http://sox.sourceforge.net/sox.html
5. Vowel duration modeling in ASR

5.1. Empirical analysis of vowel length contrast

As said in Section 2.2, we wanted to empirically verify vowel length contrast before deciding to separate a given phone in two short/long units for ASR. For this, we trained new Wolof and Hausa acoustic models by forcing the system to represent this contrast (i.e., having different units in the phone set). While in Wolof the length mark is easy to annotate because it is marked on the orthography by a duplication of the grapheme (phones were marked with either a “short” or a “long” label), this is not the case in Hausa. In Hausa, the vowel length depends on several factors: the position of the vowel within the word (initial, middle, final), its position within the syllable, and also if the vowel is in pre-pausal position [23]. As the last two apply to very specific aspects of the language and even intrinsic values to the word, we have, for the moment, focused on the syllabic context only (phones marked as “closed” or “open” label). Based on these facts, we added length marks in the pronunciation dictionary according to the language treated. As a first step, we distinguished the length contrast for all the vowels of both languages. However, an analysis of the forced-alignments obtained showed that this contrast was not marked for all vowels. For instance, figure 1 shows that, for Wolof, the contrast is empirically observed for phoneme /e/ while it is not clearly marked for phoneme /i/ (which has few long occurrences). This machine assisted analysis of vowel length contrast shows that its concrete realization depends on the vowel considered. For Wolof, the contrast was only observed for the following phonemes: /l/, /e/, /o/ and /ɪ/ [7]. For Hausa, the contrast was only clearly observed for two phonemes: /e/ and /o/ (see figure 2 which shows the distribution of the vowel lengths for /e/ and /o/ depending on their syllabic context). Moreover, for the three other Hausa vowels, the syllabic context (i.e.: closed versus open) alone did not allow a clear decision on their length and due to this constraint, only /e/ and /o/ were kept contrasted.

Figure 1: Large scale empirical analysis of vowel length contrast for /i/ (no contrast observed) and /o/ (contrast observed) obtained by forced alignment - Wolof language.

Figure 2: Large scale empirical analysis of vowel length contrast for /e/ and /o/ (contrast observed) depending on their syllabic context - Hausa language.

Table 3: Summary of the vowel contrasts considered for each new ASR system trained.

<table>
<thead>
<tr>
<th>New system</th>
<th>Hausa ASR dev</th>
<th>Wolof ASR dev</th>
</tr>
</thead>
<tbody>
<tr>
<td># contrasts</td>
<td>2 ([e], [o])</td>
<td>3 ([e], [i], [o], [ɪ])</td>
</tr>
<tr>
<td>Label</td>
<td>/e_closed /e_open /o_closed /o_open</td>
<td>/e_short /e_long /o_short /o_long</td>
</tr>
</tbody>
</table>

At this step, the pronunciation dictionary of Hausa is composed of 37 phonemes (instead of 33) and the one for Wolof is composed of 39 phonemes (instead of 34).

Using these new pronunciation dictionaries, we trained for each language, a new system with the same protocol as in 3.2. The triphone model for Hausa is trained by using 2,969 context-dependent states, the one for Wolof by employing 3,406 context-dependent states and 40K Gaussians. The performance of these new systems is shown in table 4. The first results in the table remind the WER/CER score for the baseline ASR systems (no vowel length modeling). Below this row, we present the score obtained when we modeled the length contrast existing in a vowel. Finally, the last row displays the scores when we combine both systems.

Table 4: Results according to the new CD-DNN-HMM acoustic models - taking into account vowel length contrast.

<table>
<thead>
<tr>
<th>ASR systems</th>
<th>Hausa (dev)</th>
<th>Wolof (cleaned)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WER (%)</td>
<td>test</td>
<td>dev</td>
</tr>
<tr>
<td>No vowel length modeling</td>
<td>8.0 (2.1)</td>
<td>11.5 (3.7)</td>
</tr>
<tr>
<td>Vowel length modeling</td>
<td>7.9 (2.1)</td>
<td>10.6 (3.5)</td>
</tr>
<tr>
<td>Combination of systems with/o length modeling</td>
<td>7.3 (2.1)</td>
<td>10.9 (3.6)</td>
</tr>
</tbody>
</table>

The consideration of the length contrasts on vowels, and specifically the selection of vowels on which the length contrast modeling was empirically observed, improves the performance of the ASR systems. Furthermore, the modeling of vowel length contrast seems to bring complementary information to the baseline since the system combination leads to significant (p<0.01) improvements on Hausa test and Wolof dev and test.

6. Conclusion

This paper proposed to model vowel length contrast to optimize ASR for two Sub-Saharan African languages: Hausa and Wolof. As a by-product, the acoustic models trained can be used for large scale phonetic analysis. While vowel length modeling was proven useful for both languages, data augmentation through speed perturbation only worked for the Wolof language. As a last experiment in Wolof, we combined both CD-DNN-HMM-based acoustic models generated from systems handling vowel duration and speed perturbation (sox/speed). We reached 18.9% of WER (CER=7.2%) for the cleaned dev set and 22.7% of WER (CER=9.5%) for the cleaned test set which is the best performance obtained so far on our Wolof LVCSR system.
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