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Abstract

In this work we introduce and analyze a novel Hybrid High-Order method for the steady incompressible Navier–Stokes equations. The proposed method is inf-sup stable on general polyhedral meshes, supports arbitrary approximation orders, and is (relatively) inexpensive thanks to the possibility of statically condensing a subset of the unknowns at each nonlinear iteration. We show under general assumptions the existence of a discrete solution, which is also unique provided a data smallness condition is verified. Using a compactness argument, we prove convergence of the sequence of discrete solutions to minimal regularity exact solutions for general data. For more regular solutions, we prove optimal convergence rates for the energy-norm of the velocity and the $L^2$-norm of the pressure under a standard data smallness assumption. More precisely, when polynomials of degree $k \geq 0$ at mesh elements and faces are used, both quantities are proved to converge as $h^{k+1}$ (with $h$ denoting the meshsize).
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1 Introduction

In this work we introduce and analyze a novel Hybrid High-Order (HHO) method for the steady incompressible Navier–Stokes equations. The proposed method is inf-sup stable on general meshes including polyhedral elements and nonmatching interfaces, it supports arbitrary approximation order, and has a reduced computational cost thanks to the possibility of statically condensing a subset of both velocity and pressure degrees of freedom (DOFs) at each nonlinear iteration. A complete analysis covering general data is provided.

Let $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$, denote a bounded connected open polyhedral domain. We additionally assume that $\Omega$ does not have cracks, i.e., it lies on one side of its boundary. The incompressible Navier–Stokes problem consists in finding the velocity field $u : \Omega \rightarrow \mathbb{R}^d$ and the pressure field $p : \Omega \rightarrow \mathbb{R}$ such that

\begin{align}
-\nu \Delta u + \nabla u \cdot u + \nabla p &= f \quad \text{in } \Omega, \quad (1a) \\
div u &= 0 \quad \text{in } \Omega, \quad (1b) \\
u &= 0 \quad \text{on } \partial \Omega, \quad (1c) \\
\int_{\Omega} p &= 0, \quad (1d)
\end{align}
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where \( \nu > 0 \) denotes the (constant) kinematic viscosity and \( f \in L^2(\Omega)^d \) a volumetric body force. For the convective term, here and in what follows we will use the matrix-vector product notation with vector quantities treated as column vectors, so that, e.g., \( \nabla u \cdot u = \sum_{j=1}^d (\partial_j u_i) u_j \) with \( u_i \) denoting the \( i \)th component of \( u \) and \( \partial_j \) the derivative along the \( j \)th direction. Let \( U := H_0^1(\Omega)^d \) and \( P := L^2(\Omega) \) with \( L^2(\Omega) := \{ q \in L^2(\Omega) | \int_\Omega q = 0 \} \). A classical weak formulation of problem (1) reads: Find \((u, p) \in U \times P\) such that

\[
\nu (u, v) + (u, \nabla v) + (b(v, p) = \int_\Omega f \cdot v \quad \forall v \in U, \\
-(u, q) = 0 \quad \forall q \in P,
\]

with bilinear forms \( a : U \times U \rightarrow \mathbb{R} \) and \( b : U \times P \rightarrow \mathbb{R} \) and trilinear form \( t : U \times U \times U \rightarrow \mathbb{R} \) such that

\[
a(u, v) := \int_\Omega \nabla u : \nabla v, \quad b(v, q) := -\int_\Omega (\text{div} v) q, \quad t(w, u, v) = \frac{1}{2} \int_\Omega v^T \nabla w - \frac{1}{2} \int_\Omega u^T \nabla v \quad (3)
\]

where \( ^T \) denotes the transpose operator. Notice that all the discussion below can be extended to more general boundary conditions, but we stick to the homogeneous Dirichlet case for simplicity of exposition. Also, the modifications to handle variable kinematic viscosities are briefly discussed in Remark 5.

The literature on the numerical approximation of problem (2) is vast, and giving a detailed account lies out of the scope of the present work. We therefore mention here only those numerical methods which share similar features with our approach. The possibility to increase the approximation order and, possibly, to use general meshes meshes analogous to the ones considered here are supported by discontinuous Galerkin (DG) methods. Their application to the incompressible Navier–Stokes problem has been considered in several works starting from the early 00’s; a non exhaustive list of references includes \(8, 15, 19, 33, 35, 42, 43\); cf. also Chapter 6) for a pedagogical introduction. The Hybridizable discontinuous Galerkin (HDG) method of \(10, 14\) has also been applied to the discretization of the incompressible Navier–Stokes equations in several recent works \(11, 31, 39, 11, 44\). Albeit this is not explicitly pointed out in all of the above references, also HDG methods often support general meshes as well as the possibility to increase the approximation order. The relation between HDG and HHO methods (originally introduced in \(21\) in the context of quasi-incompressible linear elasticity) has been recently explored in \(13\) for a pure diffusion problem. High-order discretizations on general meshes are also provided by the Virtual Element Method; see, e.g., \(6\), where a divergence-free virtual space for the Stokes problem is proposed.

The HHO scheme studied in this work hinges on DOFs located at mesh elements and faces that are discontinuous polynomials of degree \( k \geq 0 \). Based on these DOFs, by solving local problems inside each element we obtain reconstructions of the velocity and of its gradient that are used to formulate the diffusive and convective terms in the momentum balance equation, as well as a reconstruction of the divergence used in the velocity-pressure coupling terms. More precisely, the discretization of the viscous term stems from a variation of the diffusive bilinear form originally introduced in \(22\); for the convective term, we use a skew-symmetric formulation designed so as not to contribute to the kinetic energy balance; the velocity-pressure coupling is, on the other hand, analogous to that of \(23\).

The resulting method has several advantageous features: (i) it supports general meshes possibly including polyhedral elements and nonmatching interfaces (resulting, e.g., from nonconforming mesh refinement); (ii) it allows one to increase the spatial approximation order to accelerate convergence in the presence of (locally) regular solutions; (iii) it is (relatively) inexpensive thanks to the possibility of statically condensing all element-based velocity DOFs and all but one pressure DOF per element at each nonlinear iteration (cf. Remark 10 below for further details). Additionally, thanks to the underlying fully discontinuous polynomial spaces, the proposed method can be expected to accommodate abrupt spatial variations of the unknowns. Existence of a discrete solution is proved in Theorem 12 below for general data resorting to classical arguments in nonlinear analysis \(16\). Uniqueness, on the other hand, is shown in Theorem 13 below under a standard smallness assumption on the volumetric body force.

A complete convergence analysis of the method is carried out. First, using a compactness argument inspired by the recent literature on finite volume methods (cf., e.g., \(12, 28, 30\)), we show in Theorem 14 below that the sequence of discrete solutions on a refined mesh family converges (up to a subsequence)
to the continuous one for general data and without assuming more regularity for the exact solution than required by the weak formulation. Convergence extends to the whole sequence when the continuous solution is unique. The use of compactness techniques in the context of high-order methods is quite original; see, e.g., \cite{19,20,38} concerning the incompressible Navier–Stokes problem. Key technical results required to prove convergence by compactness are the discrete Sobolev embeddings and Rellich–Kondrachov compactness results recently proved in \cite{17} in the context of nonlinear Leray–Lions problems.

Then, in Theorem 15 below, we prove error estimates for regular exact solutions under a suitable data smallness assumption. When polynomials of degree $k \geq 0$ are used, we show that both the energy-norm of the velocity and the $L^2$-norm of the pressure converge as $h^{k+1}$ ($h$ denotes here the meshsize). These convergence rates are similar to the ones recently derived in \cite{41} for a HDG method with pressure and velocity spaces chosen as in \cite{26,45}. A major difference with respect to \cite{11,41} is that our trilinear form is expressed in terms of a discrete gradient reconstruction and designed so that it does not contribute to the kinetic energy balance, a feature which simplifies several arguments in the analysis; cf. Remark 5 for further details. We also show numerically that the $L^2$-norm of the error on the velocity converges as $h^{k+2}$.

The rest of this paper is organized as follows. In Section 2 we introduce mesh-related notations and recall a few basic results on broken functional spaces. In Section 3 we define the local reconstructions, formulate the discretizations of the various terms appearing in (2), and state the discrete problem. In Section 4 we discuss the existence and uniqueness of a discrete solution, prove convergence to minimal regularity exact solutions for general data, and estimate the convergence rate for smooth exact solutions and small data. The theoretical results are illustrated on a numerical example including a comparison with a HDG-inspired trilinear form. In Section 5 we give proof of the properties of the viscous and velocity-pressure coupling bilinear forms and of the convective trilinear form used in the analysis.

2  Mesh and basic results

Let $\mathcal{H} \subset \mathbb{R}^+_*$ denote a countable set of meshsizes having 0 as its unique accumulation point. We consider refined mesh sequences $(\mathcal{T}_h)_{h \in \mathcal{H}}$ where, for all $h \in \mathcal{H}$, $\mathcal{T}_h = \{T\}$ is a finite collection of nonempty disjoint open polyhedral elements such that $\overline{\Omega} = \bigcup_{T \in \mathcal{T}_h} T$ and $h = \max_{T \in \mathcal{T}_h} h_T$ ($h_T$ stands for the diameter of $T$). For all $h \in \mathcal{H}$, the set of mesh faces $\mathcal{F}_h$ is a finite collection of disjoint subsets $F$ of $\overline{\Omega}$ such that, for any $F \in \mathcal{F}_h$, $F$ is an open subset of a hyperplane of $\mathbb{R}^d$ such that $|F|_{d-1} > 0$ and $|\partial F|_{d-1} = 0$ with $|\cdot|_{d-1}$ denoting the $(d-1)$-dimensional Hausdorff measure. Additionally, it holds that $\bigcup_{T \in \mathcal{T}_h} \partial T = \bigcup_{F \in \mathcal{F}_h} F$ and, for all $F \in \mathcal{F}_h$, (i) either there exist $T_1, T_2 \in \mathcal{T}_h$ such that $F = \partial T_1 \cap \partial T_2$ (and $F$ is an interface) or (ii) there exists $T \in \mathcal{T}_h$ such that $F = \partial T \cap \partial \Omega$ (and $F$ is a boundary face). The set of interfaces is denoted by $\mathcal{I}_h$, the set of boundary faces by $\mathcal{B}_h$, and it holds that $\mathcal{F}_h = \mathcal{I}_h \cup \mathcal{B}_h$. For all $T \in \mathcal{T}_h$, the set $\mathcal{F}_T := \{F \in \mathcal{F}_h \mid F \subset \partial T\}$ collects the faces lying on the boundary of $T$ and, for all $F \in \mathcal{F}_T$, we denote by $n_{TF}$ the normal to $F$ pointing out of $T$. A normal vector $n_F$ is associated to each internal face by fixing once and for all (an arbitrary) orientation, whereas for boundary faces $n_F$ points out of $\Omega$.

We assume that $(\mathcal{T}_h)_{h \in \mathcal{H}}$ is admissible in the sense of \cite{20} Chapter 1, i.e., for all $h \in \mathcal{H}$, $\mathcal{T}_h$ admits a matching simplicial submesh $\mathcal{S}_h$ and there exists a real number $\varrho > 0$ (the mesh regularity parameter) independent of $h$ such that the following conditions hold: (i) for all $h \in \mathcal{H}$ and every simplex $S \in \mathcal{S}_h$ of diameter $h_S$ and inradius $r_S$, $g_{hS} \leq r_S$; (ii) for all $h \in \mathcal{H}$, all $T \in \mathcal{T}_h$, and all $S \in \mathcal{S}_h$ such that $S \subset T$, $g_{hT} \leq h_S$. We refer to \cite{20} Chapter 1 and \cite{17,18} for a set of geometric and functional analytic results valid on admissible meshes. We recall, in particular, that, under these regularity assumptions, the number of faces of each element is uniformly bounded.

Let $X$ be a subset of $\mathbb{R}^d$ and, for an integer $l \geq 0$, denote by $P^l(X)$ the space spanned by the restrictions to $X$ of polynomials in the space variables of total degree $l$. In what follows, the set $X$ will represent a mesh element or face. We denote by $\pi_X : L^2(X) \to P^l(X)$ the $L^2$-orthogonal projector such that, for all
\( v \in L^1(X), \)
\[
\int_X (v - \pi_X^l v) w = 0 \quad \forall w \in \mathbb{P}^l(X).
\] (4)

The vector- and matrix-valued \( L^2 \)-orthogonal projectors, both denoted by \( \pi_X^l \), are obtained applying \( \pi_X^l \) component-wise. The following optimal \( W^{s,p} \)-approximation properties are proved in [17, Appendix A.2] using the classical theory of [25] (cf. also [9, Chapter 4]): There is \( C > 0 \) such that, for all \( l \geq 0 \), all \( h \in \mathcal{H} \), all \( T \in \mathcal{T}_h \), all \( s \in \{1, \ldots, l + 1\} \), all \( p \in [1, +\infty] \), all \( v \in W^{s,p}(T) \), and all \( m \in \{0, \ldots, s - 1\} \),
\[
|v - \pi_T^l v|_{W^{m,p}(T)} + h_T^\frac{1}{p} |v - \pi_T^l v|_{W^{m,p}(F_T)} \leq C h_T^{s-m} |v|_{W^{s,p}(T)},
\] (5)
where \( W^{m,p}(F_T) \) is spanned by functions that are in \( W^{m,p}(F) \) for all \( F \in \mathcal{F}_T \). At the global level, the space of broken polynomial functions on \( \mathcal{T}_h \) of degree \( l \) is denoted by \( \mathbb{P}^l(\mathcal{T}_h) \), and \( \pi_h^l \) is the corresponding \( L^2 \)-orthogonal projector. The broken gradient operator on \( \mathcal{T}_h \) is denoted by \( \nabla_h \).

Let \( p \in [1, +\infty] \). We recall the following continuous trace inequality: There is \( C > 0 \) such that, for all \( h \in \mathcal{H} \) and all \( T \in \mathcal{T}_h \) it holds for all \( v \in W^{1,p}(T) \),
\[
h_T^\frac{1}{p} \|v\|_{L^p(\mathcal{T})} \leq C \left( \|v\|_{L^p(T)} + h_T \|\nabla v\|_{L^p(T)^d} \right).
\] (6)

Let an integer \( l \geq 0 \) be fixed. Using (6) followed by the discrete inverse inequality
\[
\|\nabla v\|_{L^p(T)^d} \leq C h_T^{-1} |v|_{L^p(T)},
\] (7)
valid for all \( T \in \mathcal{T}_h \) and \( v \in \mathbb{P}^l(T) \) with \( C > 0 \) independent of \( h \) and of \( T \), we obtain the following discrete trace inequality: There is \( C > 0 \) such that, for all \( h \in \mathcal{H} \) and all \( T \in \mathcal{T}_h \) it holds for all \( v \in \mathbb{P}^l(T) \),
\[
h_T^\frac{1}{p} \|v\|_{L^p(\mathcal{T})} \leq C |v|_{L^p(T)}.
\] (8)

Throughout the paper, we often write \( a \preceq b \) (resp. \( a \succeq b \)) to mean \( a \leq C b \) (resp. \( a \geq C b \)) with real number \( C > 0 \) independent of the meshsize \( h \) and of the kinematic viscosity \( \nu \). Constants are named when needed in the discussion.

### 3 Discretization

In this section we define the discrete counterparts of the various terms appearing in (2), state their properties, and formulate the discrete problem.

#### 3.1 Discrete spaces

Let a polynomial degree \( k \geq 0 \) be fixed. We define the following hybrid space containing element-based and face-based velocity DOFs:

\[
U_h^k := \left( \times_{T \in \mathcal{T}_h} \mathbb{P}^k(T)^d \right) \times \left( \times_{F \in \mathcal{F}_h} \mathbb{P}^k(F)^d \right).
\] (9)

For the elements of \( U_h^k \) we use the underlined notation \( \underline{v}_h = ((v_T)_{T \in \mathcal{T}_h}, (v_F)_{F \in \mathcal{F}_h}) \). We define the global interpolator \( \underline{I}_h^k : H^1(\Omega)^d \to U_h^k \) such that, for all \( \underline{v} \in H^1(\Omega)^d \),
\[
\underline{I}_h^k \underline{v} := ((\pi_T^k v)_{T \in \mathcal{T}_h}, (\pi_F^k v)_{F \in \mathcal{F}_h}).
\]

For every mesh element \( T \in \mathcal{T}_h \), we denote by \( U_T^k \) and \( \underline{I}_T^k \) the restrictions to \( T \) of \( U_h^k \) and \( \underline{I}_h^k \), respectively. Similarly, \( \underline{v}_T = (v_T, (v_F)_{F \in \mathcal{F}_T}) \) denotes the restriction to \( T \) of a generic vector \( \underline{v}_h \in U_h^k \). Also, for an
element $\mathbf{v}_h \in \mathbf{U}_h^k$, we denote by $\mathbf{v}_h$ (no underline) the broken polynomial function in $\mathcal{P}(T_h)^d$ such that $\mathbf{v}_h|_T = \mathbf{v}_T$ for all $T \in T_h$. Finally, we define on $\mathbf{U}_h^k$ the following seminorm:

$$\|\mathbf{u}_h\|_{1,h}^2 := \sum_{T \in T_h} \|\mathbf{u}_T\|_{1,T}^2;$$

where, for all $T \in T_h$,

$$\|\mathbf{u}_T\|_{1,T}^2 := \|\nabla \mathbf{u}_T\|_T^2 + \|\mathbf{u}_T\|_{\partial T,T}^2, \quad \|\mathbf{u}_T\|_{\partial T,T}^2 := \sum_{F \in \partial T} h_F^{-1} \|\mathbf{u}_F - \mathbf{u}_T\|_F^2.$$

The following boundedness property holds for the global interpolator $I_h^k$; For all $\mathbf{v} \in H^1(\Omega)^d$,

$$\|I_h^k \mathbf{v}\|_{1,h} \leq C_I \|\mathbf{v}\|_{H^1(\Omega)^d},$$

with real number $C_I > 0$ independent of $h$. Its proof relies on the stability properties of the $L^2$-projectors on elements and faces proved in \cite{17}.

The following velocity and pressure spaces embed the homogeneous boundary conditions for the velocity and the zero-average constraint for the pressure, respectively:

$$\mathbf{U}_h^k := \left\{ \mathbf{v}_h \in \mathbf{U}_h^k \mid \mathbf{v}_F = 0 \quad \forall F \in \mathcal{F}_h \right\}, \quad \mathbf{P}_h^k := \left\{ q_h \in \mathcal{P}(T_h) \mid \int_{\Omega} q_h = 0 \right\}.$$

It is a simple matter to check that the map $\|\|_{1,h}$ defines a norm on $\mathbf{U}_h^k$. We also note the following discrete Sobolev embeddings, a consequence of \cite{17} Proposition 5.4: For all $p \in [1, +\infty)$ if $d = 2$, $p \in [1, 6]$ if $d = 3$, it holds for all $\mathbf{v}_h \in \mathbf{U}_h^k$, $\mathbf{v}_h \in L^p(\Omega)^d$, $\|\mathbf{v}_h\|_{L^p(\Omega)^d} \leq C_p \|\mathbf{v}_h\|_{1,h},$ with real number $C_p > 0$ independent of $h$.

### 3.2 Reconstructions of differential operators

Let an element $T \in T_h$ be fixed. For any polynomial degree $l \geq 0$, we define the local gradient reconstruction operator $G_T^l : \mathbf{U}_T^k \rightarrow \mathcal{P}(T)^{d \times d}$ such that, for all $\mathbf{v}_T \in \mathbf{U}_T^k$ and all $T \in \mathcal{T}^d$,

$$\int_T G_T^l \mathbf{v}_T : \mathbf{v}_T = -\int_T \mathbf{v}_T \cdot (\nabla \mathbf{v}_T) + \sum_{F \in \partial T} \int_F \mathbf{v}_F \cdot (\mathbf{v}_T \mathbf{n}_{TF})$$

$$= \int_T \nabla \mathbf{v}_T : \mathbf{v}_T + \sum_{F \in \partial T} \int_F \left( \mathbf{v}_F - \mathbf{v}_T \right) \cdot (\mathbf{v}_F \mathbf{n}_{TF}),$$

where we have used integration by parts to pass to the second line. In (15a), the right-hand is designed to resemble an integration by parts formula where the role of the function in volumetric and boundary integrals is played by element-based and face-based DOFs, respectively.

For the discretization of the viscous term, we will need the local velocity reconstruction operator $r_T^{k+1} : \mathbf{U}_T^k \rightarrow \mathcal{P}^{k+1}(T)^d$ obtained in a similar spirit as $G_T^l$ and such that, for all $\mathbf{v}_T \in \mathbf{U}_T^k$,

$$\int_T \nabla r_T^{k+1} \mathbf{v}_T : \nabla \mathbf{w} = -\int_T \mathbf{v}_T \cdot \Delta \mathbf{w} + \sum_{F \in \partial T} \int_F \mathbf{v}_F \cdot (\nabla \mathbf{w} \mathbf{n}_{TF}) \quad \forall \mathbf{w} \in \mathcal{P}^{k+1}(T)^d,$$

with closure condition $\int_T (r_T^{k+1} \mathbf{v}_T - \mathbf{v}_T) = 0$.

Finally, we define the discrete divergence operator $D_T^k : \mathbf{U}_T^k \rightarrow \mathcal{P}(T)$ such that, for all $\mathbf{v}_T \in \mathbf{U}_T^k$ and all $q \in \mathcal{P}(T)$,

$$\int_T D_T^k \mathbf{v}_T q = -\int_T \mathbf{v}_T \cdot \nabla q + \sum_{F \in \partial T} \int_F (\mathbf{v}_F \cdot \mathbf{n}_{TF}) q$$

$$= \int_T (\nabla \mathbf{v}_T) q + \sum_{F \in \partial T} \int_F (\mathbf{v}_F - \mathbf{v}_T) \cdot \mathbf{n}_{TF} q.$$
where we have used integration by parts to pass to the second line. By definition, we have
\[ D_T^k = \text{tr}(G_T^k). \] (18)

We also define global versions of the gradient, velocity reconstruction, and divergence operators letting \( G_h^l : U_h^l \to \mathbb{P}^l(T_h)^{d \times d} \), \( r_h^{k+1} : U_h^k \to \mathbb{P}^{k+1}(T_h)^d \), and \( D_h^k : U_h^k \to \mathbb{P}^k(T_h) \) be such that, for all \( v_h \in U_h^k \) and all \( T \in T_h \),
\[ (G_h^l v_h)|_T = G_T^l v_T, \quad (r_h^{k+1} v_h)|_T = r_{T}^{k+1} v_T, \quad (D_h^k v_h)|_T = D_T^k v_T. \]

**Proposition 1** (Properties of \( G_h^l \)). The global discrete gradient operator \( G_h^l \) satisfies the following properties:

1) Boundedness. For all \( l \geq 0 \) and all \( v_h \in U_h^k \), it holds
\[ |G_h^l v_h|_{L^2(T)^{d \times d}} \leq |v_h|_{1,h}. \] (19)

2) Consistency. For all \( l \geq 0 \) and all \( v \in H^m(\Omega)^d \) with \( m = l + 2 \) if \( l \leq k \), \( m = k + 1 \) otherwise,
\[ |G_h^l L_T^k v - \nabla v|_{L^2(\Omega)^{d \times d}} + \left( \sum_{T \in T_h} h_T |G_T^l L_T^k v - \nabla v|_{L^2(T)^{d \times d}}^2 \right)^{\frac{1}{2}} \leq h^{m-1} \|v\|_{H^m(\Omega)^d}. \] (20)

As a consequence, for all \( \Phi \in C_0^\infty(\Omega)^d \) and all \( l,k \) such that \( m > 1 \) (i.e., provided \( l = 0 \) if \( k = 0 \)), \( G_h^l L_T^k \Phi \to \nabla \Phi \) strongly in \( L^2(\Omega)^{d \times d} \).

3) Sequential consistency. Let \( \{v_h\}_{h \in H} \) denote a sequence in \( (U_h^k,0)_{h \in H} \) bounded in the \( \|\cdot\|_{1,h} \)-norm. Then, there is \( v \in U \) such that, as \( h \to 0 \), up to a subsequence,
- \( v_h \to v \) strongly in \( L^p(\Omega)^d \) for all \( p \in [1, +\infty) \) if \( d = 2 \), \( p \in [1, 6) \) if \( d = 3 \);
- \( G_h^l \varepsilon_h \to \nabla v \) weakly in \( L^2(\Omega)^{d \times d} \) for all \( l \geq 0 \).

**Proof.** 1) Boundedness. Let an element \( T \in T_h \) be fixed, make \( \tau = G_T^l v_T \) in \((15a)\) and use the Cauchy–Schwarz inequality followed by the discrete trace inequality \((8)\) with \( p = 2 \) to infer, for all \( \varepsilon_T \in U_T^k \),
\[ |G_T^l \varepsilon_T|_{L^2(T)^{d \times d}} \leq |\varepsilon_T|_{1,T}. \]
Squaring the above inequality and summing over \( T \in T_h \), \((19)\) follows.

2) Consistency. Let \( v \in H^m(\Omega)^d \). For all \( T \in T_h \), plugging the definition of \( L_T^k v \) into \((15a)\), we get, for all \( \tau \in \mathbb{P}^l(T)^{d \times d} \),
\[ \int_T (G_T^l L_T^k v - \nabla v) : \tau = - \int_T (\pi_T^k v - v) : (\text{div} \ \tau) + \sum_{F \neq \partial T} \int_F (\pi_T^k v - v) : (\tau n_{TF}). \] (21)
Recalling the definition \((1)\) of \( \pi_T^k \) and \( \pi_T^l \), we get from the previous expression that
\[ \forall n \leq k, \quad \int_T (G_T^l L_T^k v - \nabla v) : \tau = 0 \quad \forall \tau \in \mathbb{P}^n(T)^{d \times d}, \] (22)
since \( (\text{div} \ \tau) \in \mathbb{P}^{n-1}(T)^d \subset \mathbb{P}^k(T)^d \) and \( \tau_{|F} n_{TF} \in \mathbb{P}^n(F)^d \subset \mathbb{P}^k(F)^d \). If \( l \leq k \), this shows in particular that for all \( T \in T_h \) it holds
\[ G_T^l L_T^k v = \pi_T^l \nabla v, \] (23)
and \((20)\) is an immediate consequence of the approximation properties \((5)\) of the \( L^2 \)-orthogonal projector. On the other hand, if \( l > k \), making \( \tau = G_T^l L_T^k v - \pi_T^l \nabla v \) in \((21)\) and using the Cauchy–Schwarz, discrete inverse \((7)\) and trace \((5)\) inequalities (both with \( p = 2 \)) to bound the right-hand side, we infer
\[ |G_T^l L_T^k v - \pi_T^l \nabla v|_{L^2(T)^{d \times d}} \leq h^k \|v\|_{H^{k+1}(T)^d}. \] (24)
Hence, using the triangle inequality, we arrive at
\[ \|G_T^k L_T^k u - \nabla v\|_{L^2(\Omega)^{d \times d}} \leq h_T^k \|v\|_{H^{k+1}(\Omega)^d}, \]
and the bound for the first term in (20) follows squaring and summing over \( T \in T_h \). To prove the bound for the second term we observe that it holds, for all \( T \in T_h \),
\[ h_T^k \|G_T^k L_T^k u - \nabla v\|_{L^2(\Omega)^{d \times d}} \leq h_T^k \|G_T^k L_T^k u - \pi_T^I \nabla v\|_{L^2(\Omega)^{d \times d}} + h_T^k \|\pi_T^I \nabla v - \nabla v\|_{L^2(\Omega)^{d \times d}} \]
where we have inserted \( \pm \pi_T^I \nabla v \) inside the norm and used the triangle inequality in the first line, while we have used the discrete trace inequality [8] with \( p = 2 \), and the approximation properties of \( \pi_T^I \) to pass to the second line. Using (24) to estimate the first term in the right-hand side of the above inequality, we have used the discrete trace inequality (8) with \( \hat{\pi}_T^I \), and the bound for the first term in (20) follows squaring and summing over \( T \in T_h \).

3) Sequential consistency. The proof for \( l = k \) in the scalar case is given in [17] Proposition 5.6. A close inspection shows that the arguments still stand when \( l \neq k \) provided that we replace \( \pi_T^k \Phi \) by \( \pi_T^l \Phi \). □

Remark 2 (Commuting property for \( D_h^k \)). Combining (23) with (18), it is a simple matter to infer the following commuting property for \( D_h^k \): For all \( v \in U \),
\[ D_h^k L_h^k v = \pi_h^k (\text{div} \, v). \quad (25) \]

This property is crucial to prove the inf-sup condition of Proposition 3 below using classical arguments in the analysis of saddle-point problems (cf., e.g., the reference textbook [8]).

### 3.3 Viscous term

The viscous term is discretized by means of the bilinear form \( a_h \) on \( U_h^k \times U_h^k \) such that, for all \( u_h, v_h \in U_h^k \),
\[ a_h(u_h, v_h) := \int_\Omega G_h^k u_h : G_h^k v_h + s_h(u_h, v_h), \quad (26) \]
with stabilization bilinear form \( s_h \) defined as follows:
\[ s_h(u_h, v_h) := \sum_{T \in T_h} \sum_{F \in \mathcal{F}_T} h_T^{-1} \int_F \delta_T^k \text{div} \, u_h \cdot \delta_T^k \text{div} \, v_h, \]
where, for all \( T \in T_h \) and all \( F \in \mathcal{F}_T \), we have introduced the face-based residual operator \( \delta_T^k : U_T^k \rightarrow \mathbb{P}^k(F)^d \) such that
\[ \delta_T^k I_T \cdot v_T := \pi_T^k (v_T - r_T^{k+1} v_T - \pi_T^k (v_T - r_T^{k+1} v_T)). \quad (27) \]

This specific form of the penalized residual ensures the following consistency property (cf. [22] Remark 6) for further insight): For all \( v \in H^{k+2}(\Omega)^d \),
\[ s_h(L_h^k v, L_h^k v)^{1/2} \leq h^{k+1} \|v\|_{H^{k+2}(\Omega)}. \quad (28) \]

The proof of the following result is postponed to Section 5.1.

**Proposition 3** (Properties of \( a_h \)). The bilinear form \( a_h \) has the following properties:

1) Stability and boundedness. It holds, for all \( u_h \in U_h^k \),
\[ C_a^{-1} \|u_h\|_{a,h}^2 \leq a_h(u_h, u_h) \leq C_a \|u_h\|_{a,h}^2, \quad (29) \]
with real number \( C_a > 0 \) independent of \( h \). Consequently, the map \( \|\cdot\|_{a,h} \) defines a norm on \( U_{h,0}^k \) uniformly equivalent to \( \|\cdot\|_{1,h} \).
2) Consistency. For all \( v \in U \cap H^{k+2}(\Omega)^d \), it holds
\[
\sup_{w_h \in U_h^k} \left| \int_{\Omega} \Delta w_h \cdot w_h + a_h(F_h^k v, w_h) \right| \leq h^{k+1} \|v\|_{H^{k+2}(\Omega)^d}.
\]  

(30)

3) Sequential consistency. Let \((v_h^i)_{i \in \mathbb{N}}\) denote a sequence in \((U_h^k)_{i \in \mathbb{N}}\) bounded in the \(\|\cdot\|_{1,h}\)-norm with limit \(v \in U\) (cf. point 3) in Proposition [7]. Then, it holds for all \(\Phi \in C_c^\infty(\Omega)^d\), as \(h \to 0\), up to a subsequence,
\[
a_h(v_h^i, F_h^k \Phi) \to a(v, \Phi),
\]

Some remarks are of order.

**Remark 4** (Alternative viscous bilinear form). An alternative choice corresponding to the original HHO bilinear form of [22] is
\[
a_h(u_h, v_h) := \int_{\Omega} \nabla_h r_h^{k+1} u_h \cdot \nabla_h r_h^{k+1} v_h + s_h(u_h, v_h),
\]
where the difference with respect to (26) lies in the fact that \(\nabla_h r_{h}^{k+1}\) replaces \(G_{h}^{k}\) in the consistency term. Properties 1)–2) in Proposition 3 are straightforward consequences of [22, Lemma 4 and Theorem 8], respectively. Property 3), on the other hand, would require proving for \(\nabla_h r_{h}^{k+1}\) sequential consistency as in point 3) of Proposition 4.

**Remark 5** (Variable kinematic viscosity). A more general form for the viscous term in (1a) accommodating variable kinematic viscosities \(\nu : \Omega \to \mathbb{R}\) is
\[
-\text{div} \sigma(u), \quad \sigma(u) = 2\nu \nabla u,
\]

where \(\nabla\) denotes the symmetric gradient operator. Our discretization can be modified to accommodate this case adapting the ideas developed in [21] in the framework of linear elasticity. Assume, for the sake of simplicity, that \(\nu\) is piecewise constant on a partition of \(\Omega\), and that for all \(h \in \mathcal{H}\) the mesh \(T_h\) is compliant with the partition (so that jumps of \(\nu\) only occur at interfaces). For all \(T \in T_h\), we define the discrete symmetric gradient operator \(G_{s,T}^{k} := \frac{1}{2}(G_{h}^{k} + (G_{T}^{k})^T)\) (with \(G_{T}^{k}\) defined by (15a)) and we use instead of (16) the velocity reconstruction such that, for all \(v_T \in U_h^{k}\),
\[
\int_{T} \nabla_s r_T^{k+1} v_T \cdot \nabla_s w = -\int_{T} v_T \cdot \text{div}(\nabla_s w) + \sum_{F \in \mathcal{F}_T} \int_{F} v_F \cdot (\nabla_s w n_{TF}) \quad \forall w \in P^{k+1}(T)^d
\]
(31a) and
\[
\int_{T} (r_T^{k+1} v_T - v_T) = 0, \quad \int_{T} \nabla_s r_T^{k+1} v_T = \frac{1}{2} \sum_{F \in \mathcal{F}_T} \int_{F} \left( n_{TF} \otimes v_F - v_F \otimes n_{TF} \right).
\]
(31b)

Letting \(G_{s,h}^{k} : U_h^{k} \to P^{k+1}(T)^{d \times d}\) be such that, for all \(v_h \in U_h^{k}\), \((G_{s,h}^{k} v_h)|_T = G_{s,T}^{k} v_T\), the viscous term in (44a) below is discretized by means of the bilinear form
\[
a_{\nu,h}(u_h, v_h) := \int_{\Omega} 2\nu G_{s,h}^{k} u_h : G_{s,h}^{k} v_h + s_{\nu,h}(u_h, v_h),
\]
with stabilization bilinear form
\[
s_{\nu,h}(u_h, v_h) := \sum_{T \in T_h} \sum_{F \in \mathcal{F}_T} \frac{\nu_T}{h_F} \int_{F} \delta_{TF}^h u_T \cdot \delta_{TF}^h v_T,
\]
where \(\nu_T := \nu|_T \in P^{1}(T)\) and \(\delta_{TF}^h\) is formally defined as in (27) but using the velocity reconstruction operator defined by (33). In the analysis, the main difference with respect to constant kinematic viscosities is that the polynomial degree \(k\) should be taken \(\geq 1\) in order to ensure coercivity by a discrete Korn inequality (cf. in particular [21, Lemma 4] for insight into this point).
3.4 Convective term

For the discretization of the convective term, we consider here the following trilinear form on $\mathbf{U}_h^k \times \mathbf{U}_h^k \times \mathbf{U}_h^k$ expressed in terms of the discrete gradient operator $G_h^{2k}$:

$$t_h(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h) := \frac{1}{2} \int_{\Omega} \mathbf{v}_h^T G_h^{2k} \mathbf{u}_h \mathbf{w}_h - \frac{1}{2} \int_{\Omega} \mathbf{u}_h^T G_h^{2k} \mathbf{v}_h \mathbf{w}_h. \quad (32)$$

This expression mimicks the continuous one given in (3) with $G_h^{2k}$ replacing the continuous gradient operator. Notice that, in the practical implementation, one does not need to actually compute $G_h^{2k}$ as it appears in the terms involving it. Instead, the following expression can be used, obtained by applying (15a) twice to expand $G_h^{2k}$:

$$t_h(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h) = \sum_{T \in T_h} t_T(\mathbf{w}_T, \mathbf{u}_T, \mathbf{v}_T),$$

where, for all $T \in T_h$,

$$t_T(\mathbf{w}_T, \mathbf{u}_T, \mathbf{v}_T) := -\frac{1}{2} \int_T \mathbf{u}_T^T \nabla \mathbf{v}_T \mathbf{w}_T + \frac{1}{2} \int_T \mathbf{v}_T^T \nabla \mathbf{u}_T \mathbf{w}_T + \frac{1}{2} \sum_{F \in F_T} \left( \int_F (\mathbf{u}_F \cdot \mathbf{v}_T)(\mathbf{w}_T \cdot \mathbf{w}_F) - \frac{1}{2} \sum_{F \in F_T} \int_F (\mathbf{v}_F \cdot \mathbf{u}_T)(\mathbf{w}_T \cdot \mathbf{w}_F) \right). \quad (33)$$

The proof of the following result is postponed to Section 5.2.

**Proposition 6** (Properties of $t_h$). The trilinear form $t_h$ has the following properties:

1) Skew-symmetry. For all $\mathbf{w}_h, \mathbf{u}_h \in \mathbf{U}_h^k$, it holds

$$t_h(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h) = 0. \quad (34)$$

2) Boundedness. For all $\mathbf{w}_h, \mathbf{v}_h, \mathbf{u}_h \in \mathbf{U}_h^k$, it holds

$$|t_h(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h)| \leq C \|\mathbf{w}_h\|_{1,h} \|\mathbf{u}_h\|_{1,h} \|\mathbf{v}_h\|_{1,h}, \quad (35)$$

with real number $C \geq 0$ independent of $h$.

3) Consistency. For all $\mathbf{v} \in \mathbf{U} \cap H^{k+2}(\Omega)^d$ such that $\text{div} \mathbf{v} = 0$, it holds

$$\sup_{\mathbf{w}_h \in \mathbf{U}_h^k, \|\mathbf{w}_h\|_{1,h} = 1} \left| \int_{\Omega} \mathbf{w}_h^T \nabla \mathbf{v} - t_h(\mathbf{I}_h^k \mathbf{v}, \mathbf{I}_h^k \mathbf{v}, \mathbf{w}_h) \right| \leq h^{k+1} |\mathbf{v}|_{H^2(\Omega)^d} \|\mathbf{v}\|_{H^{k+2}(\Omega)^d}. \quad (36)$$

4) Sequential consistency. Let $(\mathbf{v}_h)_{h \in H}$ denote a sequence in $(\mathbf{U}_h^k)_{h \in H}$ bounded in the $\|\cdot\|_{1,h}$-norm with limit $\mathbf{v} \in \mathbf{U}$ (cf. point 3 in Proposition 3). Then, for all $\Phi \in C_c(\Omega)^d$ it holds, as $h \to 0$, up to a subsequence,

$$t_h(\mathbf{v}_h, \mathbf{v}_h, \mathbf{I}_h^k \Phi) \to t(\mathbf{v}, \mathbf{v}, \Phi). \quad (37)$$

Some remarks are of order of.

**Remark 7** (Design guidelines). The trilinear form $t_h$ appears in the analysis carried out in Section 4 only through its properties detailed in Proposition 6 with the sole exception of Step 4 in the proof of Theorem 14 (strong convergence of the pressure), which requires a more intimate use of its expression. Such properties can therefore be intended as design guidelines.

**Remark 8** (Comparison with a HDG discretization). A discretization of the convective term inspired by the recent HDG literature is obtained replacing $t_h$ by

$$t_h^{\text{HDG}}(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h) := \sum_{T \in T_h} t_T^{\text{HDG}}(\mathbf{w}_T, \mathbf{u}_T, \mathbf{v}_T), \quad (38)$$
where, for all \( T \in \mathcal{T}_h \),

\[
t^{\text{HDG}}_T(\mathbf{w}_T, \mathbf{u}_T, \mathbf{v}_T) := -\frac{1}{2} \int_T \mathbf{u}_T^T \nabla \mathbf{v}_T \cdot \mathbf{w}_T + \frac{1}{2} \int_T \mathbf{v}_T^T \nabla \mathbf{u}_T \cdot \mathbf{w}_T
+ \frac{1}{2} \sum_{F \in \mathcal{F}_T} \int_F (\mathbf{u}_F \cdot \mathbf{v}_T)(\mathbf{w}_F \cdot \mathbf{n}_T) - \frac{1}{2} \sum_{F \in \mathcal{F}_T} \int_F (\mathbf{v}_F \cdot \mathbf{u}_T)(\mathbf{w}_F \cdot \mathbf{n}_T) - \frac{\eta}{2} \sum_{F \in \mathcal{F}_T} \int_F \mathbf{w}_T \cdot (\mathbf{u}_F - \mathbf{u}_T)(\mathbf{v}_F - \mathbf{v}_T)(\mathbf{w}_F \cdot \mathbf{n}_T).
\]

This discretization has been recently proposed in [41] (cf. Definition 3.3 therein and also [11]), where a HDG method is considered with element-based DOFs that are polynomials of degree \((k+1)\) (recall that here we use polynomials of degree \(k\), cf. [9]) and the viscous term is discretized as in [37,40] in order to improve the convergence rates to match the ones of HHO methods (cf. [13] for further details, in particular Remark 2.2). Comparing the above expression of \( t^{\text{HDG}}_T \) with (33), we observe the following differences:

(i) \( \mathbf{w}_F \) replaces \( \mathbf{w}_T \) in both terms in the second line; (ii) a nonnegative stabilization corresponding to the term in the third line is added, including an user-dependent parameter \( \eta \geq 0 \) (taken equal to 1 in [41]). It can be proved that all the properties listed in Proposition 6 hold for \( t^{\text{HDG}}_T \) with \( \eta = 0 \).

### 3.5 Pressure-velocity coupling

The pressure-velocity coupling is realized by means of the bilinear form \( b_h \) on \( \mathcal{U}_h^k \times P_h^k \) such that, for all \((\mathbf{v}_h, q_h) \in \mathcal{U}_h^k \times P_h^k\),

\[
b_h(\mathbf{v}_h, q_h) := -\int_{\Omega} P_h^k \mathbf{v}_h \cdot q_h. \tag{39}
\]

The proof of the following result is postponed to Section 5.3.

**Proposition 9** (Properties of \( b_h \)). The bilinear form \( b_h \) has the following properties:

1) **Inf-sup stability.** For all \( q_h \in P_h^k \) (with \( P_h^k \) defined by (13)), it holds

\[
|q_h|_{L^2(\Omega)} \lesssim \sup_{\mathbf{v}_h \in \mathcal{U}_h^k, \|\mathbf{v}_h\|_{1,h} = 1} b_h(\mathbf{v}_h, q_h). \tag{40}
\]

2) **Consistency.** For all \( q \in H^{k+1}(\Omega) \) it holds

\[
\sup_{\mathbf{v}_h \in \mathcal{U}_h^k, \|\mathbf{v}_h\|_{1,h} = 1} \left| \int_{\Omega} \nabla q \cdot \mathbf{v}_h - b_h(\mathbf{v}_h, \pi^k_h q) \right| \lesssim h^{k+1}\|q\|_{H^{k+1}(\Omega)}. \tag{41}
\]

3) **Sequential consistency.** We have sequential consistency for \( b_h \) in the following sense:

- Let \((q_h)_{h \in \mathcal{H}}\) denote a sequence in \((P_h^k)_{h \in \mathcal{H}}\) bounded in the \( L^2(\Omega) \)-norm and weakly converging to \( q \in P \) as \( h \to 0 \), up to a subsequence. Then, for all \( \Phi \in \mathcal{C}^{\infty}_c(\Omega)^d \) it holds

\[
b_h(\mathcal{L}_h^k \Phi, q_h) \to b(\Phi, q). \tag{42}
\]

- Let \((\mathbf{v}_h)_{h \in \mathcal{H}}\) denote a sequence in \((\mathcal{U}_h^k,0)_{h \in \mathcal{H}}\) bounded in the \( |\cdot|_{1,h} \)-norm with limit \( \mathbf{v} \in \mathcal{U} \) (cf. point 3) in Proposition 7). Then, for all \( \varphi \in \mathcal{C}^{\infty}_c(\Omega) \) it holds

\[
b_h(\mathbf{v}_h, \pi^k_h \varphi) \to b(\mathbf{v}, \varphi). \tag{43}
\]
3.6 Discrete problem

The discrete problem reads: Find \((\mathbf{u}_h, p_h) \in \mathbf{U}_{h,0}^k \times P_h^k\) such that

\[
\nu a_h(\mathbf{u}_h, \mathbf{v}_h) + t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}_h) + b_h(\mathbf{v}_h, p_h) = \int_\Omega \mathbf{f} \cdot \mathbf{v}_h \quad \forall \mathbf{v}_h \in \mathbf{U}_{h,0}^k, \quad (44a)
\]
\[
- b_h(\mathbf{u}_h, q_h) = 0 \quad \forall q_h \in P_h^k. \quad (44b)
\]

Remark 10 (Efficient implementation). When solving the system of nonlinear algebraic equations corresponding to (44) by a first-order (Newton-like) algorithm, all element-based velocity DOFs and all but one pressure DOF per element can be locally eliminated at each iteration by computing the corresponding Schur complement element-wise. As all the computations are local, this static condensation procedure is a trivially parallel task which can fully benefit from multi-thread and multi-processor architectures. For the details, we refer to [23, Section 6.2], where the Stokes problem is considered (the only variation here is that also the linearized convective term appears in the matrices therein denoted by \(A_T\)).

4 Analysis of the method

In this section we study the existence and uniqueness of the solution to the HHO scheme (44), prove convergence to the exact solution for general data, and derive convergence rates under a standard data smallness assumption.

4.1 Existence and uniqueness

The existence of a solution to problem (44) can be proved using the following topological degree lemma (cf., e.g., [16]), as originally proposed in [27] in the context of finite volumes for nonlinear hyperbolic problems; see also [19,30] for the Navier–Stokes equations.

**Lemma 11 (Topological degree).** Let \(W\) be a finite-dimensional functional space equipped with a norm \(\| \cdot \|_W\), and let the function \(\Psi : W \times [0, 1] \rightarrow W\) satisfy the following assumptions:

1) \(\Psi\) is continuous;

2) There exists \(\mu > 0\) such that, for any \((w, \rho) \in W \times [0, 1],\) \(\Psi(w, \rho) = 0\) implies \(\|w\|_W \neq \mu;\)

3) \(\Psi(-, 0)\) is an affine function and the equation \(\Psi(w, 0) = 0\) has a solution \(w \in W\) such that \(\|w\|_W < \mu.\)

Then, there exists \(w \in V\) such that \(\Psi(w, 1) = 0\) and \(\|w\|_W < \mu.\)

**Theorem 12 (Existence and a priori bounds).** There exists a solution \((\mathbf{u}_h, p_h) \in \mathbf{U}_{h,0}^k \times P_h^k\) to (44), which satisfies the a priori bounds

\[
\|\mathbf{u}_h\|_{1,h} \leq C_0 C_s \nu^{-1} \|f\|_{L^2(\Omega)} \quad \|p_h\|_{L^2(\Omega)} \leq C \left( \|f\|_{L^2(\Omega)}^2 + \nu^{-2} \|f^2\|_{L^2(\Omega)}^2 \right), \quad (45)
\]

with \(C_0\) and \(C_s\) as in [20] and [14], respectively, and \(C > 0\) real number independent of both \(h\) and \(\nu.\)

**Proof.** We consider the finite-dimensional space \(W_h^k := \mathbf{U}_{h,0}^k \times P_h^k\) equipped with the norm

\[
\|(\mathbf{u}_h, r_h)\|_{W,h} := \|\mathbf{u}_h\|_{1,h} + \nu^{-1} \|r_h\|_{L^2(\Omega)}.
\]


and the function $\Psi : W_h^k \times [0, 1] \to W_h^k$ such that, for given $(w_h, r_h) \in W_h^k$ and $\rho \in [0, 1]$, $(\xi_h, \zeta_h) = (w_h, r_h, \rho)$ is defined as the unique solution of

$$
(\xi_h, \zeta_h)_{0,h} = \nu a_h(w_h, v_h) + \rho b_h(w_h, w_h, v_h) + b_h(w_h, r_h) - \int_\Omega f \cdot v_h \quad \forall v_h \in L_{0,\Omega}^k, 
$$

$$
\int_\Omega \zeta_h q_h = - b_h(w_h, q_h) \quad \forall q_h \in P_h^k,
$$

where $(.,.)_{0,h}$ is the $L^2$-like scalar product on $W_h^k$ defined by

$$(w_h, v_h)_{0,h} := \int_\Omega w_h v_h + \sum_{T \in T_h} \sum_{F \in F_T} h_F \int_F (w_F - w_T) \cdot (v_F - v_T).$$

We next check the assumptions of the topological degree lemma.

1) Since $W_h^k$ is a finite-dimensional space, the bilinear forms $a_h$ and $b_h$, the trilinear form $t_h$, and the scalar products are continuous, and so is the case for the function $\Psi$.

2) Let $(w_h, r_h) \in W_h^k$ be such that $\Psi((w_h, r_h), \rho) = (0, 0)$ for some $\rho \in [0, 1]$. We next show that

$$
\|(w_h, r_h)\|_{W_h^k} \leq (C_a C_s + C)\nu^{-1}\|f\|_{L^2(\Omega)^d} + C\nu^{-3}\|f\|^2_{L^2(\Omega)^d} + \epsilon
$$

with $\epsilon > 0$. Recalling the coercivity of $a_h$ expressed by the first inequality in (29), making $v_h = w_h$ in (46a) and observing that $t_h(w_h, w_h, w_h) = 0$ owing to skew-symmetry (34) and that $b_h(w_h, r_h) = 0$ owing to (46b) with $q_h = r_h$, we have

$$
\nu C_a^{-1} \|w_h\|^2_{1,h} \leq \|w_h\|^2_{0,h} = \int_\Omega f \cdot w_h \leq \|f\|_{L^2(\Omega)^d} \|w_h\|_{L^2(\Omega)^d} \leq C_s \|f\|_{L^2(\Omega)^d} \|w_h\|_{1,h},
$$

where we have used the discrete Poincaré inequality (14) with $p = 2$ to conclude. The bound on $w_h$ follows. To prove the bound on $r_h$, we proceed as follows:

$$
\|r_h\|_{L^2(\Omega)} \leq \sup_{v_h \in L_{0,\Omega}^k \setminus \{0\}, \|v_h\|_{1,h} = 1} b_h(w_h, r_h)
$$

$$
= \sup_{v_h \in L_{0,\Omega}^k \setminus \{0\}, \|v_h\|_{1,h} = 1} \left( \int_\Omega f \cdot v_h - \nu a_h(w_h, v_h) - \rho b_h(w_h, w_h, v_h) \right)
$$

$$
\leq \|f\|_{L^2(\Omega)^d} + \nu \|w_h\|_{1,h} + \rho \|w_h\|^2_{1,h} \leq \|f\|_{L^2(\Omega)^d} + \nu^{-2} \|f\|^2_{L^2(\Omega)^d},
$$

where we have used the inf-sup condition (40) on $b_h$ in the first line and (46a) to pass to the second line; the Cauchy–Schwarz and the discrete Poincaré inequalities together with the boundedness of $a_h$ and $t_h$ expressed by the second inequality in (29) and by (35), respectively, are used to pass to the third line; the bound on the velocity and the fact that $\rho \leq 1$ allow to conclude.

3) $\Psi(., 0)$ is an affine function from $W_h^k$ to $W_h^k$. The fact that $\Psi(., 0)$ is invertible corresponds to the well-posedness of the HHO scheme for the Stokes problem, and can therefore be proved using the arguments of (13) Lemma 3 (which classically rely on the coercivity of $a_h$ expressed by the first inequality in (29) and the inf-sup condition (40) for $b_h$). Additionally, the unique solution $(w_h, r_h) \in W_h^k$ to the equation $\Psi((w_h, r_h), 0) = 0$ satisfies $\|(w_h, r_h)\|_{W,h} < \mu$ as a consequence of point 2).

The existence of a solution to (43) is an immediate consequence of Lemma (11). Observing that, if $(w_h, p_h) \in W_h^k$ solves (43), then $\Psi((w_h, p_h), 1) = (0, 0)$, the bounds (45) follow from point 2) above.

We next consider uniqueness, which can be classically proved under a data smallness condition.
Theorem 13 (Uniqueness of the discrete solution). Assume that the right-hand side verifies
\[
|f|_{L^2(\Omega)} \leq \frac{\nu^2}{2C^2_0 C_1 C_3}
\]
with \( C_0, C_1 \) and \( C_3 \) as in (29), (35), (14) respectively. Then, the solution \((u_h, p_h) \in U_{h,0}^k \times P_h^k \) of (44) is unique.

Proof. Let \((u_{1,h}, p_{1,h}) \in U_{h,0}^k \times P_h^k \) and \((u_{2,h}, p_{2,h}) \in U_{h,0}^k \times P_h^k \) solve (44), and let
\[
\mathbf{w}_h := u_{1,h} - u_{2,h} \quad \text{and} \quad r_h := p_{1,h} - p_{2,h}.
\]
Taking the difference of the discrete momentum balance equation (44a) written for \((u_h, p_h) = (u_{1,h}, p_{1,h})\) and \((u_h, p_h) = (u_{2,h}, p_{2,h})\), we infer that for all \(\mathbf{w}_h \in U_{h,0}^k\),
\[
\nu \mathbf{a}_h(\mathbf{w}_h, \mathbf{u}_h) + t_h(\mathbf{u}_{1,h}, \mathbf{w}_h, \mathbf{p}_h) + t_h(\mathbf{w}_h, \mathbf{u}_{2,h}, \mathbf{p}_h) + b_h(\mathbf{w}_h, r_h) = 0. \tag{48}
\]
Making \(\mathbf{v}_h = \mathbf{w}_h\) in the above equation, observing that \(t_h(\mathbf{u}_{1,h}, \mathbf{w}_h, \mathbf{u}_h) = 0\) owing to skew-symmetry (cf. point 1) in Proposition 6, that \(b_h(\mathbf{w}_h, r_h) = 0\) (this is a consequence of the discrete mass balance equation (44a) written for \(u_{1,h}\) and \(u_{2,h}\) with \(q_h = r_h\)), and using the boundedness (29) of \(a_h\) and (35) of \(t_h\), we obtain
\[
(\nu C_0^{-1} - C_1 |u_{2,h}|_{1,h}) \|\mathbf{w}_h\|_{1,h}^2 \leq 0.
\]
By the a priori bounds (45) and the assumption (47) on \(f\), the first factor in the left-hand side is \(> 0\). As a result, we infer \(\mathbf{w}_h = 0\), thus proving uniqueness for the velocity. Plugging this result into (48), it is inferred that for all \(\mathbf{v}_h \in U_{h,0}^k\) it holds \(b_h(\mathbf{v}_h, r_h) = 0\). The inf-sup stability (cf. point 1) in Proposition 9 then gives
\[
\|r_h\|_{L^2(\Omega)} \leq \sup_{\mathbf{v}_h \in U_{h,0}^k, \|\mathbf{v}_h\|_{1,h} = 1} b_h(\mathbf{v}_h, r_h) = 0,
\]
which proves uniqueness for the pressure. \(\square\)

4.2 Convergence to minimal regularity solutions

Theorem 14 (Convergence to minimal regularity solutions). Let \((\mathcal{T}_h)_{h \in \mathcal{H}}\) denote admissible mesh sequence as in Section 3 and let \((u_h, p_h)_{h \in \mathcal{H}}\) be such that, for all \(h \in \mathcal{H}\), \((u_h, p_h) \in U_{h,0}^k \times P_h^k\) solves (44). Then, it holds up to a subsequence with \((u, p) \in U \times P\) solution of the continuous problem \(2\).

1) \(u_h \rightharpoonup u\) strongly in \(L^p(\Omega)^d\) for all \(p \in [1, +\infty)\) if \(d = 2\), \(p \in [1, 6)\) if \(d = 3\);
2) \(G_h^j \mathbf{u}_h \rightharpoonup \nabla u\) strongly in \(L^2(\Omega)^{d \times d}\);
3) \(s_h(u_h, u_h) \rightharpoonup 0\);
4) \(p_h \rightharpoonup p\) strongly in \(L^2(\Omega)\).

If, in addition, the solution to \(2\) is unique (which is the case if the smallness condition detailed in [33, Eq. (2.12), Chapter IV] holds for \(f\)), convergence extends to the whole sequence.

Proof. The proof proceeds in several steps. In Step 1 we prove the existence of a limit for the sequence of discrete solutions. In Step 2 we show that this limit is indeed a solution of the continuous problem \(2\). In Step 3 we prove the strong convergence of the velocity gradient and of the jumps, and in Step 4 the strong convergence of the pressure.

Step 1. Existence of a limit. Since, for all \(h \in \mathcal{H}\), \((u_h, p_h) \in U_{h,0}^k \times P_h^k\) solves (44), we infer combining the a priori bound (45) and point 3) in Proposition 1 that there exists \((u, p) \in U \times P\) such that, up to a subsequence as \(h \to 0\),
\[
\begin{align*}
&1) \, u_h \rightharpoonup u \text{ strongly in } L^p(\Omega)^d \text{ for all } p \in [1, +\infty) \text{ if } d = 2, \, p \in [1, 6) \text{ if } d = 3; \\
&2) \, G_h^j u_h \rightharpoonup \nabla u \text{ weakly in } L^2(\Omega)^{d \times d} \text{ for all } l \geq 0;
\end{align*}
\]
(iii) \( p_h \to p \) weakly in \( L^2(\Omega) \).

**Step 2. Identification of the limit.** We next prove that \((u, p) \in U \times P\) is a solution of \((2)\). Let \( \Phi \in C^\infty_c(\Omega)^d \). We apply the sequential consistency of the viscous, convective and pressure terms (respectively expressed by point 3 in Proposition 3 point 4) in Proposition 6 and point 3 in Proposition 9 to infer

\[
\nu a_h(u_h, \Pi_k^h \Phi) + t_h(u_h, u, \Pi_k^h \Phi) + b_h(I_h^k \Phi, p_h) \to \nu a(u, \Phi) + t(u, u, \Phi) + b(\Phi, p).
\]

Furthermore, we have \( \pi_h^k \Phi \to \Phi \) strongly in \( L^2(\Omega)^d \), which implies

\[
\int_\Omega f \cdot \pi_h^k \Phi \to \int_\Omega f \cdot \Phi.
\]

Finally, point 3 of Proposition 9 gives for all \( \varphi \in C^\infty_c(\Omega) \)

\[
b_h(u_h, \pi_h^k \varphi) \to b(u, \varphi).
\]

As a result, we can conclude by density that \((u, p) \in U \times P\) is a solution of \((2)\) and point 1 is proved.

**Step 3. Strong convergence of the velocity gradient and of the jumps.** Making \( v_h = u_h \) in \((44a)\) and observing that \( b_h(u_h, u_h, u_h) = 0 \) owing to skew-symmetry \((34)\) and that \( b_h(u_h, p_h) = 0 \) owing to \((44b)\) with \( q_h = p_h \), we have

\[
\nu \| G_h^k u_h \|_{L^2(\Omega)^{d \times d}} \leq \nu a_h(u_h, u_h) = \int_\Omega f \cdot u_h.
\]

Since \( u_h \) converges to \( u \) strongly in \( L^2(\Omega)^d \) and \( u \) is a solution of \((2)\), we have

\[
\nu \limsup \| G_h^k u_h \|_{L^2(\Omega)^{d \times d}} \leq \limsup \int_\Omega f \cdot u_h = \int_\Omega f \cdot u = \nu \| \nabla u \|_{L^2(\Omega)^{d \times d}}.
\]

This estimate combined with the weak convergence of \( G_h^k u_h \) to \( \nabla u \) implies the strong convergence of the velocity gradient \( G_h^k u_h \) to \( \nabla u \) in \( L^2(\Omega)^{d \times d} \). On the other hand, we also obtain that \( a_h(u_h, u_h) \) converges to \( \| \nabla u \|_{L^2(\Omega)^{d \times d}} \), and finally we get

\[
s_h(u_h, u_h) = a_h(u_h, u_h) - \int_\Omega G_h^k u_h : G_h^k u_h \to 0. \tag{49}
\]

This proves points 2 and 3.

**Step 4. Strong convergence of the pressure.** Observing that \( p_h \in P \), from the surjectivity of the continuous divergence operator from \( U \) to \( P \) we infer the existence of \( v_{p_h} \in U \) such that

\[
\text{div} \ v_{p_h} = p_h \quad \text{and} \quad \| v_{p_h} \|_{H^1(\Omega)^d} \leq \| p_h \|_{L^2(\Omega)}.
\]

We let, for all \( h \in H \), \( \hat{v}_{p_h, h} := I_h^k v_{p_h} \), and study the properties of the sequence \( (\hat{v}_{p_h, h})_{h \in H} \). For all \( h \in H \), it holds

\[
\| \hat{v}_{p_h, h} \|_{L^2(\Omega)^d} \leq \| v_{p_h} \|_{H^1(\Omega)^d} \leq \| p_h \|_{L^2(\Omega)} \leq \| f \|_{L^2(\Omega)^d} + \nu^{-2} \| \nabla u \|_{L^2(\Omega)^d},
\]

where we have used the boundedness \((12)\) of \( I_h^k \) in the first inequality, \((50)\) in the second, and the a priori bound \((45)\) on the pressure to conclude. Then, by point 3) in Proposition 4 there exists \( v_p \in U \) such that \( \hat{v}_{p_h, h} \to v_p \) strongly in \( L^p(\Omega)^d \) for all \( p \in [1, 4] \) and \( G_h^k \hat{v}_{p_h, h} \to \nabla v_p \) weakly in \( L^2(\Omega)^{d \times d} \) for all \( l \geq 0 \). Moreover, by uniqueness of the limit in the distribution sense, it holds that

\[
\text{div} \ v_p = p \tag{52}
\]

Making \( v_p = \hat{v}_{p_h, h} \) in the discrete momentum balance equation \((44a)\) and recalling the commuting property \((29)\), we have

\[
\| p_h \|_{L^2(\Omega)}^2 = -b_h(\hat{v}_{p_h, h}, p_h) = \nu a_h(u_h, \hat{v}_{p_h, h}) + t_h(u_h, u_h, \hat{v}_{p_h, h}) - \int_\Omega f \cdot \hat{v}_{p_h, h}. \tag{53}
\]
We study the limit of the three terms on the right of (53) using the convergence properties for the discrete solution proved in the previous points. Combining the strong converge of \( G_h^k \hat{\mathbf{u}}_{p_h, h} \) with the weak convergence of \( G_h^k \hat{\mathbf{p}}_{p_h, h} \) gives

\[
\int_{\Omega} G_h^k \mathbf{u}_h : G_h^k \hat{\mathbf{p}}_{p_h, h} \to \int_{\Omega} \nabla \mathbf{u} : \nabla \mathbf{v}_p.
\]

Moreover, the convergence (49) of the jumps of \( \mathbf{u}_h \) and the uniform bound (51) imply

\[
s_h(\mathbf{u}_h, \hat{\mathbf{p}}_{p_h, h}) \leq s_h(\mathbf{u}_h, \mathbf{u}_h) \frac{1}{2} \times s_h(\hat{\mathbf{p}}_{p_h, h}, \hat{\mathbf{p}}_{p_h, h}) \to 0,
\]

so that, in conclusion, we have for the viscous term

\[
a_h(\mathbf{u}_h, \hat{\mathbf{p}}_{p_h, h}) \to a(\mathbf{u}, \mathbf{v}_p).
\]

Observing that the convergence properties of the sequences \((\mathbf{u}_h)_{h \in \mathcal{H}}\) and \((\hat{\mathbf{p}}_{p_h, h})_{h \in \mathcal{H}}\) are respectively analogous to those of the sequences \((I_h^k \Phi)_{h \in \mathcal{H}}\) and \((v_h)_{h \in \mathcal{H}}\) in point 4) of Proposition 6, we can prove proceeding in a similar way that

\[
t_h(\mathbf{u}_h, \mathbf{u}_h, \hat{\mathbf{p}}_{p_h, h}) \to t(\mathbf{u}, \mathbf{u}, \mathbf{v}_p).
\]

Finally, by strong convergence of \( \hat{\mathbf{p}}_{p_h, h} \) to \( \mathbf{v}_p \) in \( L^2(\Omega)^d \), we readily infer for the source term

\[
\int_{\Omega} f \hat{\mathbf{p}}_{p_h, h} \to \int_{\Omega} f \mathbf{v}_p.
\]

Collecting the above convergence results and using the momentum balance equation (2a) together with (52) leads to

\[
\limsup \| p_h \|^2_{L^2(\Omega)} \leq \nu a(\mathbf{u}, \mathbf{v}_p) + t(\mathbf{u}, \mathbf{u}, \mathbf{v}_p) - \int_{\Omega} f \mathbf{v}_p = -b(v_p, p) = \| p \|^2_{L^2(\Omega)},
\]

and the strong convergence of the pressure in \( L^2(\Omega) \) stated in point 4) follows.

\[
\square
\]

### 4.3 Convergence rates for small data

**Theorem 15** (Convergence rates for small data). Let \((\mathbf{u}, p) \in U \times P\) and \((\mathbf{u}_h, p_h) \in U_{h, 0}^k \times P_h^k\) solve problems (2) and (11), respectively, and assume uniqueness (which holds, in particular, if both smallness conditions (32) Eq. (2.12), Chapter IV and (47) are verified). Assume, moreover, the additional regularity \((\mathbf{u}, p) \in H^{k+2}(\Omega)^d \times H^{k+1}(\Omega),\) as well as

\[
\| f \|_{L^2(\Omega)^d} \leq \frac{\nu^2}{2 C_f C_a C_t (1 + C_P^2)},
\]

with \(C_f\), \(C_a\) and \(C_t\) as in (12), (20) and (35), respectively, and \(C_P\) Poincaré constant only depending on \(\Omega\) such that, for all \(\mathbf{v} \in U\), \(\| \mathbf{v} \|_{L^2(\Omega)^d} \leq C_P \| \nabla \mathbf{v} \|_{L^2(\Omega)^{d+2}}\). Let

\[
\hat{\mathbf{u}}_h := I_h^k \mathbf{u}, \quad \hat{p}_h := \pi_h^k p.
\]

Then, there is \(C > 0\) independent of both \(h\) and \(\nu\) such that

\[
\| \mathbf{u}_h - \hat{\mathbf{u}}_h \|_{1, h} + \nu^{-1} \| p_h - \hat{p}_h \|_{L^2(\Omega)} \leq C h^{k+1} \left( 1 + \nu^{-1} \| \mathbf{u} \|_{H^2(\Omega)^d} \right) \| \mathbf{u} \|_{H^{k+2}(\Omega)^d} + \nu^{-1} \| p \|_{H^{k+1}(\Omega)}.
\]

**Corollary 16** (Convergence rates for small data). Under the above assumptions, it holds

\[
\| G_h^k \mathbf{u}_h - \nabla \mathbf{u} \|_{L^2(\Omega)^{d+2}} + \nu^{-1} \| p_h - p \|_{L^2(\Omega)} \leq h^{k+1} \left( 1 + \nu^{-1} \| \mathbf{u} \|_{H^2(\Omega)^d} \right) \| \mathbf{u} \|_{H^{k+2}(\Omega)^d} + \nu^{-1} \| p \|_{H^{k+1}(\Omega)},
\]

where the second term in the left-hand side accounts for the jumps of the discrete solution.
Proof. Using the triangle inequality, we infer
\[
\|G_h^k u_h - \nabla u\|_{L^2(\Omega)} + \|s_h(\mathbf{u}_h, \mathbf{u}_h)\|^2 + \nu^{-1}\|p - \hat{p}_h\|_{L^2(\Omega)} \
\leq \|\nabla - G_h^k \mathbf{u}_h\|_{L^2(\Omega)} + \|s_h(\mathbf{u}_h, \mathbf{u}_h)\|^2 + \nu^{-1}\|p - \hat{p}_h\|_{L^2(\Omega)} + \|\mathbf{u}_h - \mathbf{u}_h\|_{\Omega, h} + \nu^{-1}\|p - \hat{p}_h\|_{L^2(\Omega)}.
\]
The terms in the second line can be estimated recalling the consistency property (20) for the gradient reconstruction and using the approximation properties (5) of the \(L^2\)-orthogonal projector and the consistency properties (28) of \(s_h\). For the terms in the third line, recall the norm equivalence (29) and use (55).

Remark 17 (Extension to other hybrid discretizations). The following proof extends without modifications to any bilinear forms \(a_h\) and \(b_h\) and trilinear form \(t_h\) that match, respectively, the properties 1) and 2) in Proposition 3, 1)–3) in Proposition 9, and 1) and 2) in Proposition 6, respectively. Such properties can therefore be intended as design guidelines.

Proof of Theorem 15. Let, for the sake of brevity, \((\mathbf{e}_h, \epsilon_h) := (\mathbf{u}_h - \mathbf{u}_h, p_h - \hat{p}_h)\). The proof proceeds in three steps: in Step 1, we identify the consistency error and derive a lower bound in terms of \(\|\mathbf{e}_h\|_{1, h}\) using the data smallness assumption, in Step 2 we estimate the error on the velocity and in Step 3 the error on the pressure.

Step 1. Consistency error and lower bound. It is readily inferred from the discrete momentum balance equation (44a) that it holds, for all \(\mathbf{v}_h \in U_h^{k, 0}\),
\[
\nu a_h(\mathbf{e}_h, \mathbf{v}_h) + t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}_h) - t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}_h) + b_h(\mathbf{v}_h, \epsilon_h) = E_h(\mathbf{v}_h), \tag{56}
\]
with consistency error
\[
E_h(\mathbf{v}_h) := (f, \mathbf{v}_h) - a_h(\mathbf{u}_h, \mathbf{v}_h) - t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}_h) - b_h(\mathbf{v}_h, \epsilon_h).
\]
Making \(\mathbf{v}_h = \mathbf{e}_h\) in (56), and observing that \(t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{e}_h) = t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{e}_h)\) owing to the skew-symmetry property (54), and that \(b_h(\mathbf{e}_h, \epsilon_h) = b_h(\mathbf{u}_h, \epsilon_h) - b_h(\mathbf{u}_h, \epsilon_h) = 0\) owing to (44b) and since \(D_h^k \mathbf{u}_h = \pi_h^k(\nabla u) = 0\) (cf. (25) and (1d)), we infer
\[
E_h(\mathbf{e}_h) = \nu \|\mathbf{e}_h\|^2_{1, h} + t_h(\mathbf{e}_h, \mathbf{u}_h, \mathbf{e}_h) 
\geq \nu C_a^{-1} \|\mathbf{e}_h\|^2_{1, h} - C_t \|\mathbf{u}_h\|_1 \|\mathbf{e}_h\|_{1, h}^2 
\geq (\nu C_a^{-1} - C_t C_f(1 + C_r^2)\nu^{-1} \|\mathbf{f}\|_{H^{-1}(\Omega)^d}) \|\mathbf{e}_h\|^2_{1, h} \geq \nu \|\mathbf{e}_h\|^2_{1, h}, \tag{57}
\]
where we have used the coercivity of \(a_h\) expressed by the first inequality in (29) together with the boundedness (55) of \(t_h\) to pass to the second line, the boundedness (12) of \(L_h^k\) with the standard a priori estimate \(\|\mathbf{u}\|_{H^1(\Omega)^d} \leq (1 + C_p^2)\nu^{-1} \|\mathbf{f}\|_{H^{-1}(\Omega)^d}\) on the exact solution to infer
\[
\|\mathbf{u}_h\|_{1, h} \leq C_1 \|\mathbf{u}\|_{H^1(\Omega)^d} \leq C_1(1 + C_p^2)\nu^{-1} \|\mathbf{f}\|_{H^{-1}(\Omega)^d}, \tag{58}
\]
and the data smallness assumption (54) to conclude.

Step 2. Estimate on the velocity. Observing that \(\mathbf{f} = -\nu \Delta \mathbf{u} + \nabla \mathbf{u} + \mathbf{v} p\) a.e. in \(\Omega\) (cf. (1a)), it holds for all \(\mathbf{v}_h \in U_h^{k, 0}\),
\[
|E_h(\mathbf{v}_h)| \leq \nu \int_{\Omega} (\nabla \mathbf{u}) \cdot \mathbf{v}_h + a_h(\mathbf{u}_h, \mathbf{v}_h) + \int_{\Omega} \nabla \mathbf{v}_h \cdot \nabla \mathbf{u} - t_h(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}_h) + \int_{\Omega} \nabla p \cdot \mathbf{v}_h - b_h(\mathbf{v}_h, \epsilon_h). \tag{59}
\]
Using (30), (36) and (41), respectively, to estimate the three terms in the right-hand side, it is readily inferred that
\[
S := \sup_{\mathbf{v}_h \in U_h^{k, 0}} \|\mathbf{v}_h\|_{1, h} \leq \nu h^{k+1} (1 + \nu^{-1} \|\mathbf{u}\|_{H^2(\Omega)^d}) \|\mathbf{u}\|_{H^{k+2}(\Omega)^d} + h^{k+1} \|p\|_{H^{k+1}(\Omega)}, \tag{50}
\]
so that, in particular,
\[
|E_h(\mathbf{e}_h)| \leq S \|\mathbf{e}_h\|_{1, h} \leq \nu h^{k+1} (1 + \nu^{-1} \|\mathbf{u}\|_{H^2(\Omega)^d}) \|\mathbf{u}\|_{H^{k+2}(\Omega)^d} + h^{k+1} \|p\|_{H^{k+1}(\Omega)} \|\mathbf{e}_h\|_{1, h}. \tag{59}
\]
Combining (57) with (59), the estimate on the velocity in (55) follows.
Step 3. Estimate on the pressure. Let us now estimate the error on the pressure. We have

\[ \|e_h\|_{L^2(\Omega)} \leq \sup_{v_h \in \mathcal{V}^h_{\text{nat}}(\Omega)|_{1,h} = 1} b_h(v_h, e_h) \]

\[ = \sup_{v_h \in \mathcal{V}^h_{\text{nat}}(\Omega)|_{1,h} = 1} \left[ \mathcal{E}_h(v_h) - \nu a_h(v_h, v_h) - t_h(u_h, v_h) + t_h(\tilde{u}_h, v_h) \right] \]

\[ = \sup_{v_h \in \mathcal{V}^h_{\text{nat}}(\Omega)|_{1,h} = 1} \left[ \mathcal{E}_h(v_h) - \nu a_h(v_h, v_h) - t_h(u_h, v_h) + t_h(\tilde{u}_h, v_h) \right] \quad (61) \]

\[ \leq S + \nu \left( 1 + \nu^{-1} \|u_h\|_{1,h} + \nu^{-1} \|\tilde{u}_h\|_{1,h} \right) \|e_h\|_{1,h} \]

\[ \leq S + \nu \left( 1 + \nu^{-2} \|f\|_{L^2(\Omega)^d} + \nu^{-2} \|f\|_{H^{-1}(\Omega)^d} \right) \|e_h\|_{1,h} \leq S + \nu \|e_h\|_{1,h}. \]

In (61), we have used the inf-sup inequality (10) on \( b_h \) in the first line and the error equation (56) to pass to the second line; to pass to the third line, we have inserted \( \pm t_h(u_h, v_h) \) and used the linearity of \( t_h \) in its first and second arguments; to pass to the fourth line, we have used the boundedness (29) of \( a_h \) and (55) of \( t_h \); to pass to the fifth line, we have used the a priori bounds (45) on \( \|u_h\|_{1,h} \) and (58) on \( \|\tilde{u}_h\|_{1,h} \); the data smallness assumption (54) gives the conclusion. The estimate on the pressure then follows using (59) and (55), respectively, to further bound the addends in the right-hand side of (61).

4.4 Numerical example

To close this section, we provide a numerical example that demonstrates the convergence properties of our method. We solve on the two-dimensional square domain \( \Omega := (-0.5,1.5) \times (0,2) \) the Dirichlet problem corresponding to the exact solution \((u,p)\) of (38) with \( u = (u_1, u_2) \) such that, introducing the Reynolds number \( \text{Re} := (2\nu)^{-1} \) and letting \( \lambda := \text{Re} - (\text{Re}^2 + 4\pi^2)^{\frac{1}{2}} \),

\[ u_1(x) := 1 - \exp(\lambda x_1) \cos(2\pi x_2), \quad u_2(x) := \frac{\lambda}{2\pi} \exp(\lambda x_1) \sin(2\pi x_2), \]

and pressure given by

\[ p(x) := -\frac{1}{2} \exp(2\lambda x_1) + \frac{\lambda}{2} (\exp(4\lambda) - 1). \]

We take here \( \nu = 1 \) and consider two sequences of refined meshes obtained by linearly mapping on \( \Omega \) the mesh family 2 of (34) and the (predominantly) hexagonal mesh family of (24) (both meshes were originally defined on the unit square). The implementation uses the static condensation procedure discussed in Remark 10. The convergence results for \( k = 2 \) and \( k = 3 \) are reported in Figures 1 and 2, respectively. Using the notation of Theorem 15, we separately plot the \( H^1 \)-error on the velocity \( \|u_h - \hat{u}_h\|_{1,h} \), the \( L^2 \)-error on the pressure \( \|p_h - \hat{p}_h\|_{L^2(\Omega)} \), and the \( L^2 \)-error on the velocity \( \|u_h - \hat{u}_h\|_{L^2(\Omega)^d} \). For the sake of completeness, we consider both the trilinear forms \( t_h \) given by (32) and \( t_h^{\text{HDC}} \) given by (38) (with \( \eta = 0 \)). In both cases, we obtain similar results, and the \( H^1 \)-error on the velocity as well as the \( L^2 \)-error on the pressure converge as \( h^{k+1} \) as expected. The \( L^2 \)-error on the velocity, on the other hand, converges as \( h^{k+2} \). Notice also that this means that the error \( \|r_h^+ u_h - \hat{u}_h\|_{L^2(\Omega)^d} \) can be proved to converge as \( h^{k+2} \) following a similar reasoning as in [2] Corollary 4.6]. The details are omitted for the sake of brevity.

5 Properties of the discrete bilinear and trilinear forms

We gather in this section the proofs of Propositions 3, 6 and 9.

5.1 Viscous bilinear form

Proof of Proposition 3. We only sketch the proof and provide references for the details.

1) This norm equivalence follows taking \( p = 2 \) in (17) Lemma 5.2, where the scalar case is considered; cf. also (22) Lemma 4], where a slightly different expression for \( a_T \) is studied (cf. Remark 4).
Integrating by parts element-by-element, and using the single-valuedness of \( \nabla G \) properties (20) of \( w \) on boundary faces to insert \( w_F \) into the second term, we have

\[
\int_{\Omega} \Delta v \cdot w_h = - \sum_{T \in \mathcal{T}_h} \left( \int_T \nabla v : \nabla w_T + \sum_{F \in \mathcal{F}_T} \int_F (w_F - w_T)^T \nabla v \cdot n_{TF} \right).
\]  

(62)

On the other hand, using on each element \( T \in \mathcal{T}_h \) the definition (15b) of \( G^b_T \) (with \( v_T = w_T \) and \( \tau = G^b_T \hat{\tau}_T \)), we have

\[
a_h(\hat{w}_h, \tilde{w}_h) = \sum_{T \in \mathcal{T}_h} \left( \int_T G^b_T \hat{\tau}_T ; \nabla w_T + \sum_{F \in \mathcal{F}_T} \int_F (w_F - w_T)^T G^b_T \hat{\tau}_T n_{TF} \right) + s_h(\hat{w}_h, \tilde{w}_h).
\]  

(63)

Summing (62) and (63), observing that the first terms in parentheses cancel out as a result of the Euler equation (22) for \( G^b_T \), and using the Cauchy–Schwarz inequality followed by the trace approximation properties (20) of \( G^b_T \), the consistency properties (28) of \( s_h \), and the norm equivalence (29), we get

\[
\left| \int_{\Omega} \Delta v \cdot w_h + a_h(\hat{w}_h, \tilde{w}_h) \right|
\]

\[
\leq \left( \sum_{T \in \mathcal{T}_h} h_T \| G^b_T \hat{\tau}_T - \nabla w \|_{L^2(\partial T)}^{2} + s_h(\hat{w}_h, \tilde{w}_h) \right)^{\frac{1}{2}} \times \left( \sum_{T \in \mathcal{T}_h} \| w_F \|_{H^{1, \Omega}}^{2} + s_h(\tilde{w}_h, \tilde{w}_h) \right)^{\frac{1}{2}}
\]

\[
\leq h^{k+1} \| v \|_{H^{k+1, \Omega}} \| \tilde{w}_h \|_{1, \Omega}.
\]
that recalling that div $B$.

Proof of Proposition 6.

1) Convective trilinear form

5.2 Convective trilinear form

For all $\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h \in \mathcal{U}^k_{h,0}$, using Hölder inequalities, we have

$$|\mathbf{t}_h(\mathbf{w}_h, \mathbf{u}_h, \mathbf{v}_h)| \leq \|\mathbf{v}_h\|_{L^\infty(\Omega)^d} \|G_{\mathbf{u}_h}^{2k}\|_{L^2(\Omega)^d} \|\mathbf{w}_h\|_{L^1(\Omega)^d} + \|\mathbf{u}_h\|_{L^1(\Omega)^d} \|G_{\mathbf{v}_h}^{2k}\|_{L^2(\Omega)^d} \|\mathbf{w}_h\|_{L^1(\Omega)^d}$$

where the conclusion follows using several times the discrete Sobolev embedding (14) with $p = 4$ and the boundedness (19) of $G_{\mathbf{u}_h}^{2k}$.

3) Consistency. Set, for the sake of brevity, $\mathbf{t}_h := \mathcal{L}_h \mathbf{v}$. Integrating by parts element-by-element, recalling that div $\mathbf{v} = 0$, and using the single-valuedness of $(\mathbf{v} \cdot \mathbf{n}_T)\mathbf{v}$ at interfaces together with the fact that $\mathbf{w}_F = 0$ on boundary faces to insert $\mathbf{w}_F$ into the third term, we have

$$\int_{\Omega} \mathbf{w}_h^T \nabla \mathbf{v} \cdot \mathbf{v} = \frac{1}{2} \left( \int_{\Omega} \mathbf{w}_h^T \nabla \mathbf{v} \cdot \mathbf{v} - \int_{\Omega} \mathbf{v}^T \nabla \mathbf{w}_h \cdot \mathbf{v} - \sum_{T \in T_h} \sum_{F \in \partial T} \int_F (\mathbf{v} \cdot \mathbf{n}_T)(\mathbf{w}_F - \mathbf{w}_T) \cdot \mathbf{v} \right).$$

which concludes the proof of (30).

3) The sequential consistency can be proved following steps 1) and 2) of [17, Theorem 4.6], where the scalar case is considered.  

Figure 2: Hexagonal mesh family, errors versus $h$. The triangles indicate reference slopes. The trilinear forms $t_h$ and $t_h^{\text{HDG}}$ are defined by (32) and (38), respectively.
On the other hand, using on each element $T \in \mathcal{T}_h$ the definition \((15)\) of $G_T^{2k}$ (with $v_T = w_T$ and $\tau = \hat{v}_T \otimes \hat{v}_T$), we have

$$t_h(\hat{v}_h, \hat{w}_h, w_h) = \frac{1}{2} \left( \int_T w_T^T G_T^{2k} \hat{v}_h \hat{v}_h - \int_T \hat{v}_h^T \nabla_h w_h \hat{v}_h - \sum_{T \in \mathcal{T}_h} \sum_{F \in \mathcal{F}_T} \int_F (\hat{v}_T \cdot n_{TF})(w_F - w_T) \cdot \hat{v}_T \right). \tag{65}$$

Subtracting \((65)\) from \((64)\) and inserting in the right-hand side of the resulting expression the quantity

$$\pm \frac{1}{2} \left( \int_\Omega w_T^T G_h^{2k} \hat{v}_h v + \int_\Omega v^T \nabla_h w_h \hat{v}_h + \sum_{T \in \mathcal{T}_h} \sum_{F \in \mathcal{F}_T} \int_F (v \cdot n_{TF})(w_F - w_T) \cdot \hat{v}_T \right),$$

we arrive at

$$\int_\Omega w_T^T \nabla v v - t_h(L_h^k v, L_h^k v, w_h) = \frac{1}{2} \int_\Omega w_T^T (\nabla v - G_h^{2k} \hat{v}_h)v + \frac{1}{2} \int_\Omega w_T^T G_h^{2k} \hat{v}_h (v - \hat{v}_h)$$

$$+ \frac{1}{2} \int_\Omega (\hat{v}_h - v)^T \nabla_h w_h \hat{v}_h + \frac{1}{2} \int_\Omega v^T \nabla_h w_h (\hat{v}_h - v)$$

$$+ \frac{1}{2} \sum_{T \in \mathcal{T}_h} \sum_{F \in \mathcal{F}_T} \int_F ((\hat{v}_T - v) \cdot n_{TF})(w_F - w_T) \cdot \hat{v}_T$$

$$+ \frac{1}{2} \sum_{T \in \mathcal{T}_h} \sum_{F \in \mathcal{F}_T} \int_F (v \cdot n_{TF})(w_F - w_T) \cdot (\hat{v}_T - v). \tag{66}$$

Denote by $\Xi_1, \ldots, \Xi_6$ the addends in the right-hand side of the above expression. For the first term, using for all $T \in \mathcal{T}_h$ the Euler equation \((22)\) with $\tau = w_T \otimes \pi_T^h v \in \mathbb{P}^k(T)^{d \times d}$, we infer

$$\Xi_1 = \frac{1}{2} \int_\Omega w_T^T (\nabla v - G_h^{2k} \hat{v}_h)(v - \pi_T^h v).$$

Hence, using the Hölder inequality followed by the approximation properties \((20)\) of $G_h^{2k}$ and \((5)\) of $\pi_T^h$ (with $m = 0$, $p = 4$, $s = 1$), we obtain

$$|\Xi_1| \leq h^{k+1} \|w_h\|_{L^4(\Omega)^d} \|v\|_{H^{k+1}(\Omega)^2} \|v\|_{W^{1,4}(\Omega)} \leq h^{k+1} \|w_h\|_{1,h} \|v\|_{H^{k+1}(\Omega)^2} \|v\|_{W^{1,4}(\Omega)}, \tag{67}$$

where the conclusion follows using the discrete Sobolev embedding \((14)\) with $p = 4$ to bound the first factor and the continuous injection $H^2(\Omega) \rightarrow W^{1,4}(\Omega)$ valid in $d \in \{2, 3\}$ on domains satisfying the cone condition to the third (cf. \([1\) Theorem 4.12]).

Using again the Hölder inequality, the boundedness \((19)\) of $G_h^{2k}$ and \((12)\) of $L_h^k$ to infer $\|G_h^{2k} \hat{v}_h\|_{L^2(\Omega)^{d \times d}} \leq \|v\|_{H^{1}(\Omega)^2}$, and the approximation properties \((5)\) of $\pi_T^h$ (with $m = 0$, $p = 4$, and $s = k + 1$), we infer

$$|\Xi_2| \leq h^{k+1} \|w_h\|_{L^4(\Omega)^d} \|v\|_{H^{k}(\Omega)^2} \|v\|_{W^{k+1,4}(\Omega)} \leq h^{k+1} \|w_h\|_{1,h} \|v\|_{H^{k}(\Omega)^2} \|v\|_{H^{k+1}(\Omega)}, \tag{68}$$

where the conclusion follows from the discrete Sobolev embedding \((14)\) with $p = 4$ together with the continuous injection $H^{k+2}(\Omega) \rightarrow W^{k+1,4}(\Omega)$ valid for all $k \geq 0$ and $d \in \{2, 3\}$ on domains satisfying the cone condition (cf. \([1\) Theorem 4.12]).

Proceeding similarly, we have for the third and fourth terms

$$|\Xi_3| + |\Xi_4| \leq h^{k+1} \|\nabla_h w_h\|_{L^2(\Omega)^{d \times s}} \left( \|\hat{v}_h\|_{L^4(\Omega)^d} + \|v\|_{L^4(\Omega)^d} \right) \|v\|_{W^{k+1,4}(\Omega)}$$

$$\leq h^{k+1} \|w_h\|_{1,h} \|v\|_{H^{1}(\Omega)^2} \|v\|_{H^{k+2}(\Omega)}, \tag{69}$$

where, to pass to the second line, we have used the definition \((10)\) of the $\|\cdot\|_{1,h}$-norm to bound the first factor, the discrete and continuous Sobolev embeddings to estimate the $L^2(\Omega)^2$-norms in the second factor, the boundedness \((12)\) of $L_h^k$ to further bound $\|\hat{v}_h\|_{1,h} \leq \|v\|_{H^{1}(\Omega)^2}$, and the continuous injection $H^{k+2}(\Omega) \rightarrow W^{k+1,4}(\Omega)$ to conclude.
Finally, for the fifth and sixth term, using Hölder inequalities and the trace approximation properties of the $L^2$-orthogonal projector (with $m = 0$, $p = 4$, and $s = k + 1$), we obtain

$$
|\Sigma_5| + |\Sigma_6| \lesssim h^{k+1} \|\mathbf{v}\|_{W^{k+1,4}(\Omega)^d} \left( \sum_{T \in \mathcal{T}_h} |\mathbf{w}_T|^2 \right)^{\frac{1}{2}} \times \left( \sum_{T \in \mathcal{T}_h} h_T \left( \|\mathbf{v}\|_{L^4(\pi T)^d} + \|\hat{\mathbf{v}}_T\|_{L^4(\pi T)^d} + \|\mathbf{V}_T\|_{L^4(\pi T)^d} \right) \right)^{\frac{1}{2}}
$$

(70)

where, to pass to the second line, we have used the continuous injection $H^{k+2}(\Omega) \rightarrow W^{k+1,4}(\Omega)$ for the first factor, the definition (4) of the $\|\cdot\|_{1,h}$-norm for the second factor, and the continuous (8) and discrete (6) trace inequalities with $p = 4$ followed by the continuous injection $H^2(\Omega) \rightarrow W^{1,4}(\Omega)$ for the third factor. Taking absolute values in (66), and using (67)–(70) to bound the right-hand side, (56) follows.

4) Sequential consistency. We have, letting for the sake of brevity $\hat{\Phi}_h := \mathbf{I}_h^k \Phi$,

$$
t_h(v_h, \pi_h \hat{\Phi}_h) = \frac{1}{2} \int_{\Omega} \hat{\Phi}_h^T G_{h,\pi}^k \mathbf{v}_h - \frac{1}{2} \int_{\Omega} v_h^T G_{h,\pi}^k \hat{\Phi}_h \mathbf{v}_h := \Sigma_1 + \Sigma_2.
$$

Since $v_h \rightarrow v$ and $\hat{\Phi}_h \rightarrow \Phi$ strongly in $L^4(\Omega)^d$, $\hat{\Phi}_h \otimes v_h \rightarrow \Phi \otimes v$ strongly in $L^2(\Omega)^d \otimes \Omega$. Hence, recalling that $G_{h,\pi}^k \mathbf{v}_h \rightarrow \nabla v$ weakly in $L^2(\Omega)^d \otimes \Omega$ owing to point 3) in Proposition 7, we infer that

$$
\Sigma_1 = \frac{1}{2} \int_{\Omega} G_{h,\pi}^k \mathbf{v}_h : (\hat{\Phi}_h \otimes v_h) \rightarrow \frac{1}{2} \int_{\Omega} \Phi^T \nabla v \cdot \mathbf{v}.
$$

For the second term, observing that $v_h \otimes v_h \rightarrow v \otimes v$ and $G_{h,\pi}^k \hat{\Phi}_h \rightarrow \nabla \Phi$ strongly in $L^2(\Omega)^d \otimes \Omega$, we readily get

$$
\Sigma_2 = \frac{1}{2} \int_{\Omega} G_{h,\pi}^k \hat{\Phi}_h : (v_h \otimes \mathbf{v}_h) \rightarrow \frac{1}{2} \int_{\Omega} v^T \nabla \Phi \cdot \mathbf{v}.
$$

The conclusion follows from the above results recalling the definition (3) of $t$.

5.3 Velocity-pressure coupling bilinear form

Proof of Proposition 3. 1) Inf-sup stability. We deploy similar arguments as in [7, Lemma 4] and 23 Lemma 3. Let $q_h \in P_h^k$ and denote by $S$ the supremum in (40). Observing that $q_h \in P$, from the surjectivity of the continuous divergence operator from $U$ to $P$ we infer the existence of $v_{q_h} \in U$ such that $\text{div } v_{q_h} = q_h$ and $\|v_{q_h}\|_{H^1(\Omega)^d} \lesssim \|q_h\|_{L^2(\Omega)}$. Then, we have

$$
\|q_h\|_{L^2(\Omega)}^2 = -b_h(L_h^k v_{q_h}, q_h) \lesssim S \|L_h^k v_{q_h}\|_{1,h} \lesssim S \|v_{q_h}\|_{H^1(\Omega)^d} \lesssim S \|q_h\|_{L^2(\Omega)},
$$

where we have used the commutating property (25) for $D_h^k$, the definition of the supremum, the boundeness (12) of $L_h^k$, and $\|v_{q_h}\|_{H^1(\Omega)^d} \lesssim \|q_h\|_{L^2(\Omega)}$ to conclude.

2) Consistency. Integrating by parts element-by-element, and using the fact that the jumps of $q$ vanish at interfaces by the assumed regularity and that $\mathbf{v} \cdot \mathbf{n} = 0$ on boundary faces to insert $\mathbf{v} \cdot \mathbf{n}$ into the second term, we have

$$
\int_{\Omega} \nabla q \cdot v_h = - \sum_{T \in \mathcal{T}_h} \left( \int_T q(\text{div } v_T) + \sum_{F \subset \partial T} \int_F q(v_F - v_T) \cdot \mathbf{n}_{TF} \right).
$$

(71)

On the other hand, using (17b) on each element $T \in \mathcal{T}_h$ to express the right-hand side of (39), we have

$$
-b_h(\mathbf{x}_h, \pi_h^k q) = \sum_{T \in \mathcal{T}_h} \left( \int_T \pi_h^k q(\text{div } v_T) + \sum_{F \subset \partial T} \int_F \pi_h^k q(v_F - v_T) \cdot \mathbf{n}_{TF} \right).
$$

(72)

Summing (71) and (72), observing that the first terms in parentheses cancel out by the definition (2) of $\pi_h^k$ since $(\text{div } v_T) \in \mathbf{P}^{k-1}(T) \subset P^k(T)$, and using for the second terms the Cauchy–Schwarz inequality
followed by the trace approximation properties \([5]\) of \(\pi^k_T\), we infer that
\[
\left\| \int_\Omega \nabla q \varphi_h - b_h(\varphi_h, \pi^k_h q) \right\| \leq \left( \sum_{T \in T_h} h_T \| \pi^k_T q - q \|_{L^2(\partial T)}^2 \right)^{1/2} \times \left( \sum_{T \in T_h} |\psi_T|^2_{1,1,T} \right)^{1/2} \lesssim h^{k+1} \|q\|_{H^{k+1}(\Omega)} \|\varphi_h\|_{1,h}.
\]
Passing to the supremum in the above expression, \([41]\) follows.

3) **Sequential consistency.** Recalling \([18]\), \(D^k_h = \text{tr}(G^h)\) and the sequential consistency \([42]\) is a straightforward consequence of point 2) in Proposition \([1]\) combined with a weak-strong convergence argument. Similarly, the sequential consistency \([43]\) follows from the fact that \(D^k_h \varphi_h \rightharpoonup \varphi\) weakly in \(L^2(\Omega)\) as a consequence of point 3) in Proposition \([1]\) and \(\pi^k_h \varphi \rightharpoonup \varphi\) strongly in \(L^2(\Omega)\).

\[
\Box
\]
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