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Spectrum of deformed random matrices and free probability

M. Capitaine∗, C. Donati-Martin†

Abstract

The aim of this paper is to show how free probability theory sheds light on spectral
properties of deformed matricial models and provides a unified understanding of various
asymptotic phenomena such as spectral measure description, localization and fluctuations of
extremal eigenvalues, eigenvectors behaviour.

1 Introduction

The sum or product of large independent random matrices are models of interest in applica-
tions such as mathematical finance, wireless communication, statistical learning (see for example
Johnstone [50]). Indeed, in these contexts, one matrix is seen as the signal with significant pa-
rameters and the other one as the noise. The general question is to know whether the observation
of signal plus noise can give access to the significant parameters.

Pastur [61] and Marchenko-Pastur [60] investigated the limiting spectral distributions of
respectively additive deformation of Wigner matrices or multiplicative deformation of Wishart
matrices and by the way provide a description of the global asymptotic behavior of the spectrum.
Concerning the behavior of largest eigenvalues, the pionner works goes back to Furedi-Komlos
[45] where it is shown that for a non centered Wigner matrix, the largest eigenvalue separates
from the bulk of eigenvalues and has Gaussian fluctuations. In 2005, Baik, Ben Arous and Péché
[12] proved a phase transition phenomenon for the behavior of the largest eigenvalue of the so-
called non white Wishart matrices (that is multiplicative perturbations of a Wishart matrix).
The multiplicative perturbation they considered is a finite rank perturbation of the identity ma-
trix. The authors pointed out a threshold (depending on the covariance of the sample vectors)
giving two different behaviors : either the largest eigenvalue sticks to the bulk and fluctuates
according to the Tracy Widom distribution, either the largest eigenvalue separates from the bulk
and has Gaussian fluctuations. The phenomenon described is called the BBP transition. Later,
a phase transition phenomenon was proved for more general finite rank deformations of both
matrices of iid type or unitarily invariant models [13, 64, 25, 26, 58] and for general spiked sam-
ple covariance matrices [10]. Some papers investigated eigenvectors of finite rank deformations
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[63, 25, 26].

It is well known since Voiculescu’s works [76] that free probability sheds light on the global
asymptotic spectrum of the sum or product of large independent random matrices. In the last
five years, several articles have highlighted the role of the free analytic subordination functions
(introduced by Voiculescu [77, 78], Biane [29]) in the analysis of both global and local behaviour
of eigenvalues and eigenspaces of polynomials in asymptotically free random matrices. Thus, the
eigenvalue distribution of any polynomial in asymptotically free random matrices can be found
via its Cauchy-Stieltjes transform through a direct computation of the subordination functions
associated to a free additive convolution of matrix-valued free random variables. We refer to
[22] and [20] for the analysis of selfadjoint polynomials, and to [21] for the determination of
Brown measure for non-selfadjoint polynomials. More surprisingly, the analytic subordination
property for free convolutions turned out to be fundamental in the study of outliers of spiked
deformed models (eigenvalues of the deformed matrix converging outside the support of the lim-
iting spectral distribution) and allows the study to be performed on arbitrary classical deformed
models, while explaining the first order asymptotic in the BBP phenomenon [37, 19, 32, 33, 70].
The same subordination functions provide (via their derivatives) the limiting behaviour of the
eigenvectors associated to the outliers ([25, 26, 32, 19]). Very recently, the local laws of sums of
independent unitarily invariant random matrices is studied in ([14]) using subordination.

In this paper, we investigate three classical deformed models. It turns out that various
properties of the spectrum, i.e. convergence (or fluctuations) of eigenvalues and eigenvectors,
of these models can be presented in an unified way, using the framework of free probability,
free convolutions and free subordination functions. Therefore, this paper will focus on free
probability and take another look of various results in the literature from this point of view
without being exhaustive.

In the rest of this introduction, we describe the three models of deformed random matri-
ces: additive deformation of a Wigner or unitarily invariant matrix, multiplicative deformation
of a Wishart type or unitarily invariant matrix and information plus noise type model. We
then present the results on the limiting spectral distributions and the seminal works on the
convergence of extreme eigenvalues, for finite rank perturbations.

Section 2 is devoted to free probability : we first provide some background on the theory
and then focus on free convolutions and subordinations properties which will be central in the
study of general deformed models. In Section 3, we give a free probabilistic interpretation of the
limiting spectral distribution (LSD) of Section 1 and describe the support of the LSD, in terms
of subordinations functions. Section 4 is devoted to the behavior of outliers of general spikes
models. The location of these outliers as well as the norm of the projection of corresponding
eigenvectors onto the spikes eigengenspaces of the perturbation are described by means of the
subordinations functions. In the last section, we describe some results on fluctuations of outliers
and eigenvalues at soft edges of the LSD. The first results was obtained for Gaussian models with
finite rank deformations. For general deformations, one can get universal result by considering
mobile edges of the support of the Girko’s type deterministic equivalent measure obtained by
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replacing the LSD of AN by its empirical spectral measure in the free convolution describing the
limiting LSD of the deformed model. We also provide a free probabilistic interpretation of the
appearance of different rates or different asymptotic distributions for fluctuations as uncovered
by Johansson [49] and Lee and Schnelli [54].

Notations:
For a Hermitian matrix H of size N×N , we denote by {λ1(H) ≥ λ2(H) ≥ . . . ≥ λN (H)} the set

of eigenvalues of H, ranked in decreasing order, and by µH =
1

N

N∑
i=1

δλi(H) its spectral measure.

The Stieltjes transform of µH is defined for z ∈ C\R by

gµH (z) =

∫
R

1

z − x
dµH(x) =

1

N
Tr(zI −H)−1.

If µH converges weakly to some probability measure P as N goes to infinity, P is called the
limiting spectral measure (LSD) of H and supp(P) denotes its support.

1.1 Classical Random matricial models and deformations

We first review classical models in random matrix theory and the pionner works on the behavior
of their spectrum.

1.1.1 Wigner matrices

Wigner matrices are real symmetric or complex Hermitian random matrices whose entries are
independent (up to the symmetry condition). They were introduced by Wigner in the fifties, in
connection with nuclear physics. In this paper, we will consider Hermitian Wigner matrices of
the following form :

WN =
1√
N
XN

where (XN )ii,
√

2<e((XN )ij)i<j ,
√

2=m((XN )ij)i<j are i.i.d, with distribution τ with variance
σ2 and mean zero.
If τ = N (0, σ2), WN =: WG

N is a G.U.E.-matrix. The first result concerns the behavior of the
spectral measure.

Theorem 1 ([80, 81]).

µWN
:=

1

N

N∑
i=1

δλi(WN ) → µsc a.s when N → +∞

where
dµsc
dx

(x) =
1

2πσ2

√
4σ2 − x2 1[−2σ,2σ](x)

The second result establishes the behavior of the extremal eigenvalues.
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Theorem 2 ([11]). If
∫
x4dτ(x) < +∞, then

λ1(WN )→ 2σ and λN (WN )→ −2σ a.s when N → +∞.

1.1.2 Sample covariance matrices

Random matrices first appeared in mathematical statistics in the 1930s with the works of Hsu,
Wishart and others. They considered sample covariance matrices of the form:

SN =
1

p
XNX

∗
N (1)

where XN is a random matrix with i.i.d. entries.
We shall assume in the following (complex case) that N ≤ p(N), XN is a N × p(N) matrix,
<e((XN )ij),=m((XN )ij), i = 1, . . . , N , j = 1, . . . , p are i.i.d, with distribution τ with variance 1

2
and mean zero. Note that the spectra of 1

pXNX
∗
N and 1

pX
∗
NXN differ by |p−N | zero eigenvalues.

If τ is Gaussian, SN =: SGN is a L.U.E. matrix.

The behavior of the spectral measure for large size ( p = p(N) tends to ∞ as N tends to ∞)
was handled in the seminal work of Marchenko-Pastur.

Theorem 3 ([60]). If cN := N
p(N) → c ∈]0; 1] when N →∞,

µSN → µMP a.s when N → +∞

where

µMP(dx) =
1

2πcx

√
(b− x)(x− a) 1[a,b](x)dx

where a = (1−
√
c)2, b = (1 +

√
c)2.

For extremal eigenvalues of sample covariance matrices, we have :

Theorem 4 ([46, 9, 82]). If
∫
x4dτ(x) < +∞,

λ1(SN )→ (1 +
√
c)2 a.s when N → +∞,

λN (SN )→ (1−
√
c)2 a.s when N → +∞.

1.1.3 Deformations

Motivated by statistics, wireless communications or imaging one may consider deformations of
these models.
Let AN be a deterministic matrix. One may wonder how the spectrum of a classical random
model is impacted by the following perturbations.
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i) Additive perturbation of a Wigner matrix : AN is a N ×N Hermitian matrix and WN a
Wigner matrix (see section 1.1.1),

MN = WN +AN .

ii) Multiplicative perturbation: AN is non negative Hermitian N×N matrix and SN a sample
covariance matrix defined as in section 1.1.2,

MN = AN
1
2SNAN

1
2 .

iii) Information-Plus-Noise type model: AN , XN are rectangular N × p matrices with XN

a random matrix with i.i.d. entries defined as in section 1.1.2, σ is some positive real
number.

MN = (σ
XN√
p

+AN )(σ
XN√
p

+AN )∗.

In the litterature, these three kinds of deformations have been also considered for isotropic
models, replacing in i) and ii) WN , SN by UBU∗ with U Haar distributed and B deterministic,
and in iii) XN by a random matrix whose distribution is biunitarily invariant.

1.2 Convergence of spectral measures

This section is devoted to the study of the limiting spectral measure of the deformed matrix
MN for the different models i) to iii).

1.2.1 Finite rank deformations

When AN is a finite rank deformation of the null matrix in case i) and iii) (resp. of the identity
matrix in case ii)), the limiting spectral measure is not affected by the deformation.

Proposition 1. We assume that rank(AN ) = r, r fixed, independent of N in case i) and iii),
(resp. rank(AN − I) = r in case ii)). Then, when N goes to infinity,

• In case i), µMN
→ µsc,

• In case ii) and iii), µMN
→ µMP.

This follows from the rank inequalities (see [7, Appendix A.6]) where for a matrix A, FA denotes
the cumulative distribution function of the spectral measure µA and the norm is the supremum
norm:
- Let A and B two N ×N Hermitian matrices. Then,

‖FA − FB‖ ≤ 1

N
rank(A− B),

- Let A and B two N × p matrices. Then,

‖FAA∗ − FBB∗‖ ≤ 1

N
rank(A− B).

.

5



1.2.2 General deformations

We now assume that for some probability ν, the spectrum of the deformation AN satisfies

µAN −→
N→+∞

ν for cases i) and ii)

µANA∗N −→
N→+∞

ν for case iii).

The following theorem is a review of the pionner results concerning the limiting spectral distri-
bution, in the three deformed models. The spectral distribution is characterized via an equation
satisfied by its Stieltjes transform. In Section 3, we will give a free probabilistic interpretation
of these distributions.

Theorem 5. Convergence of the spectral measure µMN

i) Deformed Wigner matrices ([61], [3] Theorem 5.4.5)

µMN
−→

N→+∞
µ1 weakly

with

∀z ∈ C+, gµ1(z) =

∫
1

z − σ2gµ1(z)− t
dν(t). (2)

ii) Sample covariance matrices ([60, 71])

µMN
−→

N→+∞
µ2 weakly

with

∀z ∈ C+, gµ2(z) =

∫
1

z − t(1− c+ czgµ2(z))
dν(t). (3)

iii) Information-Plus-Noise type matrices ([42])

µMN
−→

N→+∞
µ3 weakly

with

∀z ∈ C+, gµ3(z) =

∫
1

(1− cσ2gµ3(z))z − t
1−cσ2gµ3 (z)

− σ2(1− c)
dν(t). (4)

Remark 1. The limiting measures µ1, µ2, µ3 are deterministic. Note that they are not always
explicit. They are universal (do not depend on the distribution of the entries of XN ) and only
depend on AN through the limiting spectral measure ν.

Remark 2. If ν = δ0 in (2), we recover the equation satisfied by the Stieltjes transform of the
semicircular distribution. The same is true for the Marchenko-Pastur distribution in (3) with
ν = δ1 and in (4) with ν = δ0.

Remark 3. Such functional equations for Stieltjes transforms have been obtained for deforma-
tions of unitarily invariant models by [62] and [73].
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1.3 Convergence of extreme eigenvalues

We now present the seminal works on the behavior of the largest (or smallest) eigenvalues of
classical models with finite rank deformation. As we have seen above, the limiting behavior of
the spectral measure is not modified by a deformation AN of finite rank (or such that IN −AN
is of finite rank in the multiplicative case). This is no longer true for the extremal eigenvalues.
The following results deal with finite rank perturbations and Gaussian type or unitarily invariant
models : we give the precise statement for the convergence of the largest eigenvalue in the
Gaussian case and refer to the original papers in the unitarily invariant case.

1.3.1 Multiplicative deformations

A complete study (convergence, fluctuations) of the behavior of the largest eigenvalue of a
deformation of a Gaussian sample covariance matrix was considered in a paper of Baik-Ben
Arous and Péché where they exhibit a striking phase transition phenomenon for the largest
eigenvalue, according to the value of the spiked eigenvalues of the deformation. They considered
the following sample covariance matrix :

MN = A
1/2
N SGNA

1/2
N

where SGN is a L.U.E. matrix as defined in Section 1.1.2 and the perturbation AN
1 is given by

AN = diag ( 1, . . . , 1︸ ︷︷ ︸
N−r times

, π1, . . . , πr)

where r is fixed, independent of N and π1 ≥ . . . ≥ πr > 0 are fixed, independent of N , such that
for all i ∈ {1, . . . , r}, πi 6= 1. The πi’s are called the spikes of AN .

Theorem 6. (BBP phase transition)[12, 13]
Let ωc = 1 +

√
c,

• If π1 > ωc, a.s when N → +∞

λ1 (MN )→ π1

(
1 +

c

(π1 − 1)

)
> (1 +

√
c)2.

Therefore the largest eigenvalue of MN is an “outlier” since it converges outside the support
of the limiting empirical spectral distribution and then does not stick to the bulk.

• If π1 ≤ ωc, a.s when N → +∞

λ1 (MN )→ (1 +
√
c)2.

1In the Gaussian case, we may assume, without loss of generality, that the perturbation is diagonal
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The same phenomenon of phase transition was established by Benaych-Georges and Nadaku-
diti [25] in the case of a deformation of an unitarily invariant model of the form :

MN = A
1/2
N UNBNU

∗
NA

1/2
N , (5)

where

• BN is a deterministic N ×N Hermitian non negative definite matrix such that:

• µBN := 1
N

∑N
i=1 δλi(BN ) weakly converges to some probability measure µ with compact

support [a, b].

• the smallest and largest eigenvalues of BN converge to a and b.

• UN is a random N ×N unitary matrix distributed according to Haar measure.

• AN − IN is a deterministic Hermitian matrix having r non-zero eigenvalues θ1 ≥ . . . ≥
θr > −1 r, θi, i = 1, . . . r, fixed independent of N .

1.3.2 Additive deformations

Let us consider MN = WG
N +AN where WG

N is a G.U.E. matrix as defined in Section 1.1.1 and
AN is defined by

AN = diag ( 0, . . . , 0︸ ︷︷ ︸
N−r times

, θ1, . . . , θr)

for some fixed r, independent of N , and some fixed θ1 ≥ · · · ≥ θr, independent of N .
An analog of the BBP phase transition phenomenon for this model was obtained by Péché [64].

Theorem 7. • If θ1 ≤ σ, then λ1(MN ) −→
N→+∞

2σ a.s..

• If θ1 > σ, then λ1(MN ) −→
N→+∞

ρθ1 a.s. with ρθ1 := θ1 + σ2

θ1
> 2σ.

A similar result has been obtained by Benaych-Georges and Nadakuditi [25] for

MN = UNBNU
∗
N +AN ,

where UN , BN satisfy the same hypothesis as in (5) and AN is a finite rank perturbation of the
null matrix.

1.3.3 Information plus noise type matrices

Such a phase transition phenomenon was established by Loubaton and Vallet in [58] for the
singular values of a finite rank deformation of a Ginibre ensemble.
Let XN be a N × p rectangular matrix as defined in Section 1.1.2 with iid complex Gaussian
entries, and AN be a finite rank perturbation of the null matrix with non zero eigenvalues θi.
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Theorem 8. ([58]) Let MN = (σXN√p +AN )(σXN√p +AN )∗. Then, as N → +∞ and N/p→ c ∈
]0; 1] , almost surely,

λi(MN ) −→

{
(σ2+θi)(σ

2c+θi)
θi

if θi > σ2√c,
σ2(1 +

√
c)2 otherwise.

Again, this result was extended in [26] to the case MN = (VN + AN )(VN + AN )∗ where VN
is a biunitarily invariant matrix such that the empirical spectral measure of VNV

∗
N converges to

a deterministic compactly supported measure µ with convergence of the largest (resp. smallest)
eigenvalue of VNV

∗
N to the right (resp. left) end of the support of µ.

1.4 Eigenvectors associated to outliers

Now, one can wonder in the spiked deformed models, when some eigenvalues separate from
the bulk, how the corresponding eigenvectors of the deformed model project onto those of the
perturbation. There are some pionneering results concerning finite rank perturbations: [63] in
the real Gaussian sample covariance matrix setting, and [25, 26] dealing with finite rank additive
or multiplicative perturbations of unitarily invariant matrices. Here is the result for eigenvector
projection corresponding to the largest outlier for finite rank additive perturbation.

Theorem 9. Let MN = UNBNU
∗
N + AN where UN is a Haar unitary matrix, BN satisfies the

same hypothesis as in (5) and AN has all but finitely many non zero eigenvalues θ1 > . . . > θJ .
Then, if θ1 > 1/ limz↓b gµ(z), almost surely,

λ1(MN ) −→
N→+∞

g−1
µ (1/θ1) := ρθ1

and for any i = 1, . . . , J , if ξ is a unit eigenvector associated to λ1(MN ),

‖PKer(θiI−A)ξ‖2 −→
N→+∞

− δi1
θ2

1g
′
µ(ρθ1)

.

It turns out that the results of the above Section may be interpreted in terms of free prob-
ability theory and this very analysis allows to extend the results of Subsections 1.3 and 1.4
to non-finite rank deformations. Therefore, in the next section, we start by recalling some
background in free probability theory for the reader’s convenience.

2 Free probability theory

We refer to [79] for an introduction to free probability theory.

A non-commutative probability space is a unital algebra A over C, endowed with a linear
functional φ : A → C such that φ(1) = 1. Elements of A are called non-commutative random
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variables.

If (ai)i=1,...,q is a family of non-commutative random variables in (A, φ), the distribution
µ(ai)i=1,...,q

of (ai)i=1,...,q is the linear functional on the algebra C〈Xi|i = 1, . . . , q〉 of polynomials
in the non commutating variables (Xi)i=1,...,q given by

µ(ai)i=1,...,q
(P ) = φ

(
P
(
µ(ai)i=1,...,q

))
.

If A is a C∗-algebra endowed with a state φ, then for any selfadjoint element a in A, there exists
a measure νa on R such that, for every polynomial P, we have

µa(P ) =

∫
P (t)dνa(t).

Then we identify µa and νa.

A family of unital subalgebras (Ai)i=1,...q in (A, φ) is freely independent if for every p ≥ 1,
for every (a1, . . . , ap) such that, for every k in {1, . . . , p}, φ(ak) = 0 and ak is in Ai(k) for some
i(k) in {1, . . . , q} with i(k) 6= i(k + 1), then φ(a1, . . . , ap) = 0. Random variables are free in
(A, φ) if the subalgebras they generate with 1 are freely independent.

For each n in N \ {0}, let (ani )i=1,...,q be a family of noncommutative random variables in
a noncommutative probability space (An, φn). The sequence of joint distributions µ(ani )i=1,...,q

converges as n tends to +∞, if there exists a distribution µ such that µ(ani )i=1,...,q
(P ) converges

to µ(P ) as n tends to +∞ for every P in C〈Xi|i = 1, . . . , q〉. µ is called the limit distribution of
(ani )i=1,...,q. If (ai)i=1,...,q is a family of noncommutative random variables with distribution µ,
we also say that (ani )i=1,...,q converges towards (ai)i=1,...,q. A family of noncommutative random
variables (ani )i=1,...,q is said to be asymptotically free as n tends to∞ if it has a limit distribution
µ and if (X1, . . . , Xq) are free in (C〈Xi|i = 1, . . . , q〉, µ).

Additive and multiplicative free convolutions arise as natural analogues of classical convo-
lutions in the context of free probability theory. For two Borel probability measures µ and ν
on the real line, one defines the free additive convolution µ � ν as the distribution of a + b,
where a and b are free self-adjoint random variables with distributions µ and ν, respectively.
Similarly, if both µ, ν are supported on [0,+∞), their free multiplicative convolution µ � ν is
the distribution of the product ab, where, as before, a and b are free positive random variables
with distributions µ and ν, respectively. The product ab of two free positive random variables
is usually not positive, but it has the same moments as the positive random variables a1/2ba1/2

and b1/2ab1/2. We refer to [74, 75, 59, 27] for the definitions and main properties of free convolu-
tions. In the following sections, we briefly recall the analytic approach developed in [74, 75] to
calculate the additive and multiplicative free convolutions of compactly supported measures and
the analytical definition of the rectangular free convolution introduced by F. Benaych-Georges
in [23]. Finally, we present the fundamental analytic subordination properties [77, 29, 78, 17] of
these three convolutions.
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2.1 Free convolution

2.1.1 Free additive convolution

The Stieltjes transform of a compactly supported probability measure µ is conformal in the
neighborhood of ∞, and its functional inverse g−1

µ is meromorphic at zero with principal part
1/z. The R-transform [74] of µ is the convergent power series defined by

Rµ(z) = g−1
µ (z)− 1

z
.

The free additive convolution of two compactly supported probability measures µ and ν is
another compactly supported probability measure characterized by the identity

Rµ�ν = Rµ +Rν

satisfied by these convergent power series.

2.1.2 Multiplicative free convolution on [0,+∞)

Recall the definition of the moment-generating function of a Borel probability measure µ on
[0,+∞):

ψµ(z) =

∫
[0,+∞)

zt

1− zt
dµ(t), z ∈ C \

{
z ∈ C :

1

z
∈ supp(µ)

}
.

This function is related to the Cauchy-Stieltjes transform of µ via the relation

ψµ(z) =
1

z
gµ

(
1

z

)
− 1.

Recall also the so-called eta transform

ηµ(z) =
ψµ(z)

1 + ψµ(z)
.

The Σ-transform [75, 27] of a compactly supported Borel probability measure µ 6= δ0 is the
convergent power series defined by

Σµ(z) =
η−1
µ (z)

z
,

where η−1
µ is the inverse of ηµ relative to composition. The free multiplicative convolution of

two compactly supported probability measures µ 6= δ0 6= ν is another compactly supported
probability measure characterized by the identity

Σµ�ν(z) = Σµ(z)Σν(z)

in a neighbourhood of 0.
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2.1.3 Rectangular free convolution

Let c be in ]0; 1]. Let τ be a probability measure on R+. Define for z in C \ [0; +∞[,

Mτ (z) =

∫
R+

t2z

1− t2z
dτ(t), H(c)

τ (z) := z (cMτ (z) + 1) (Mτ (z) + 1),

and T (c)(z) = (cz + 1)(z + 1).

The transform Cτ [23] defined as follows is called the rectangular R-transform:

C(c)
τ (z) = T (c)−1

(
z

H
(c)
τ

−1
(z)

)
, for z small enough.

The rectangular free convolution with ratio c of two probability measures µ and ν on R+ is the
unique probability measure on R+ whose rectangular R-transform is the sum of the rectangular
R-transforms of µ and ν, and it is denoted by µ�c ν. Then, we have for z small enough,

Cµ�cν(z) = Cµ(z) + Cν(z).

2.2 Analytic subordinations

The analytic subordination phenomenon for free convolutions was first noted by Voiculescu
in [77] for free additive convolution of compactly supported probability measures. Biane [29]
extended the result to free additive convolutions of arbitrary probability measures on R, and
also found a subordination result for multiplicative free convolution. A new proof was given
later, using a fixed point theorem for analytic self-maps of the upper half-plane [18]. Note that
such a subordination property allows to give a new definition of free additive convolution [39].
Finally, S. Belinschi, F. Benaych-Georges, and A. Guionnet [17] established such a phenomenon
for the rectangular free convolution.

2.2.1 Free additive subordination property

Let us define the reciprocal Cauchy-Stieltjes transform Jµ(z) = 1/gµ(z), which is an analytic
self-map of the upper half-plane. Given Borel probability measures µ and ν on R, there exist
two unique analytic functions ω1, ω2 : C+ → C+ such that

1. limy→+∞ ωj(iy)/iy = 1, j = 1, 2;

2.
ω1(z) + ω2(z)− z = Jµ(ω1(z)) = Jν(ω2(z)) = Jµ�ν(z), z ∈ C+. (6)

3. In particular (see [18]), for any z ∈ C+∪R so that ω1 is analytic at z, ω1(z) is the attracting
fixed point of the self-map of C+ defined by

w 7→ Jν(Jµ(w)− w + z)− (Jµ(w)− w).

A similar statement, with µ, ν interchanged, holds for ω2.
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In particular, according to (6), we have for any z ∈ C+,

gµ�ν(z) = gµ(ω1(z)) = gν(ω2(z)). (7)

2.2.2 Multiplicative subordination property

Given Borel probability measures µ, ν on [0,+∞), there exist two unique analytic functions
F1, F2 : C \ [0,+∞)→ C \ [0,+∞) so that

1. π > argFj(z) ≥ arg z for z ∈ C+ and j = 1, 2;

2.
F1(z)F2(z)

z
= ηµ(F1(z)) = ην(ω2(z)) = ηµ�ν(z), z ∈ C \ [0,+∞). (8)

3. In particular (see [18]), for any z ∈ C+ ∪ R so that F1 is analytic at z, the point h1(z) :=
F1(z)/z is the attracting fixed point of the self-map of C \ [0,+∞) defined by

w 7→ w

ηµ(zw)
ην

(
ηµ(zw)

w

)
.

A similar statement, with µ, ν interchanged, holds for ω2.

In particular (8) yields
ψµ�ν(z) = ψµ(F1(z)) = ψν(F2(z)). (9)

2.2.3 Rectangular free subordination property

Let c be in ]0; 1]. Let µ and ν be two probability measures on R+. Assume that the rectangular

R-transform C
(c)
µ of µ extends analytically to C\R+; this happens for example if µ is �c infinitely

divisible. Then there exist two unique meromorphic functions Ω1, Ω2 on C \ R+ so that

H(c)
µ (Ω1(z)) = H(c)

ν (Ω2(z)) = H
(c)
µ�cν(z),

Ωj(z) = Ωj(z) and limx↑0 Ωj(x) = 0, j ∈ {1; 2}.

The fonctions ωi, Fi and Ωi in the three previous subsections are called subordination func-
tions.

2.3 Asymptotic freeness of independent random matrices

Free probability theory and random matrix theory are closely related. Indeed the purely al-
gebraic concept of free relation of noncommutative random variables can be also modeled by
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random matrix ensembles if the matrix size goes to infinity. Let (Ω,F , P ) be a classical proba-
bility space and for every N ≥ 1, let us denote byMN the algebra of complex N ×N matrices.
Let AN be the algebra of N ×N random matrices (Ω,F , P )→MN . Define

ΦN :

{
AN → C
A→ 1

N TrA

For each N ≥ 1, (AN ,ΦN ) is a non-commutative probability space and we will consider random
matrices in this non-commutative context.
In his pioneering work [76], Voiculescu shows that independent Gaussian Wigner matrices con-
verge in distribution as their size goes to infinity to free semi-circular variables. The following
result from Corollary 5.4.11 [3] extends Voiculescu’s seminal observation.

Theorem 10. Let {DN (i)}1≤i≤p be a sequence of uniformly bounded real diagonal matrices
with empirical measure of diagonal elements converging to µi, i = 1, . . . , p respectively. Let
{UN (i)}1≤i≤p be independent unitary matrices following the Haar measure, independent from
{DN (i)}1≤i≤p.

• The noncommutative variables {UN (i)DN (i)UN (i)∗}1≤i≤p in the noncommutative proba-
bility space (AN ,ΦN ) are almost surely asymptotically free, the law of the marginals being
given by the µi’s.

• The spectral distribution of DN (1) + UN (2)DN (2)UN (2)∗ converges weakly almost surely
to µ1 � µ2 goes to infinity.

• Assume that DN (1) and DN (2) are nonnegative. Then, the empirical spectral measure of

(DN (1))
1
2UN (2)DN (2)UN (2)∗(DN (1))

1
2 converges weakly almost surely to µ1 � µ2 as N

goes to infinity.

Thus, if µ is the eigenvalue distribution of a large selfadjoint random matrix A and ν is
the eigenvalue distribution of a large selfadjoint random matrix B then, when A and B are in
generic position, µ � ν is nearly the eigenvalue distribution of A + B. Similarly, dealing with
nonnegative matrices µ� ν is nearly the eigenvalue distribution of A

1
2BA

1
2 .

Similarly, for independent rectangular n × N random matrices A and B such that n/N →
c ∈]0; 1], when A and B are in generic position, F. Benaych-Georges [23] proved that rectangular
free convolution with ratio c provides a good understanding of the asymptotic global behaviour
of the singular values of A+B.

Theorem 11. Let A and B be independent rectangular N × p random matrices such that A or
B is invariant, in law, under multiplication, on the right and on the left, by any unitary matrix.
Assume that there exists two laws µ and ν such that, for the weak convergence in probability, we

have
1

N

∑
s sing. val. of AN

δs → µ,
1

N

∑
s sing. val. of BN

δs → ν as n and N goes to infinity with
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N/p→ c ∈]0; 1]. Then
1

N

∑
s sing. val. of AN+BN

δs −→
N→+∞

µ�c ν,

for the weak convergence in probability.

3 Study of LSD of deformed ensembles through free probability
theory

In this section, we take an other look of the LSD described in Section 1.2, in the light of free
probability theory introduced in the previous Section. We also characterize the limiting supports
in terms of free subordination functions. This will prove to be fundamental to understand the
outliers phenomenon for spiked models in Section 4. We finish with an analysis of the different
behaviors of the density at edges of the support of free additive, multiplicative, rectangular
convolutions with semi-circular, Marchenko-Pastur and the square-root of Marchenko-Pastur
distributions respectively. This provides the rate for fluctuations of eigenvalues at edges as it
will discussed in Section 5.

3.1 Free probabilistic interpretation of LSD

As noticed in Remark 1, the limiting spectral distributions of the deformed models investigated
in Section 1.1.3 are universal in the sense that they do not depend on the distribution of the
entries of XN . Therefore, choosing Gaussian entries and applying Theorem 10 and Theorem 11,
we readily get the following free probabilistic interpretation of the limiting measures as well as
of the equations satisfied by the limiting Stieltjes transforms in Theorem 5.

• Deformed Wigner matrices

µMN
−→

N→+∞
µ1 weakly, µ1 = µsc � ν

• Sample covariance matrices

µMN
−→

N→+∞
µ2 weakly, µ2 = µMP � ν

• Information-Plus-Noise type matrices

µMN
−→

N→+∞
µ3 weakly, µ3 = (

√
µMP �c

√
ν)2.

The equations (2), (3) and (4) satisfied by the limiting Stieltjes transforms correspond to
free subordination properties and exhibit the subordination functions ωµsc,ν with respect to
the semi-circular distribution µsc for the free additive convolution, FµMP,ν with respect to the
Marchenko-Pastur distribution µMP for the free multiplicative convolution, and ΩµMP,ν with
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respect to the pushforward of the Marchenko-Pastur distribution by the square root function√
µMP for the rectangular free convolution.

• Deformed Wigner matrices

∀z ∈ C+, gµ1(z) =

∫
1

z − σ2gµ1(z)− t
dν(t) = gν(ωµsc,ν(z)).

ωµsc,ν(z) = z − σ2gµ1(z).

• Sample covariance matrices

∀z ∈ C+, gµ2(z) =

∫
1

z − t(1− c+ czgµ2(z))
dν(t).

→ ψµ1

(
1

z

)
= ψν(FµMP,ν

(
1

z

)
)

ψτ (z) =

∫
tz

1− tz
dτ(t) =

1

z
gτ (

1

z
)− 1,

FµMP,ν(z) = z − cz + cgµ1(
1

z
).

• Information-Plus-Noise type matrices

µ3 = (
√
µMP �c

√
ν)2

∀z ∈ C+, gµ3(z) =

∫
1

(1− cσ2gµ3(z))z − t
1−cσ2gµ3 (z)

− σ2(1− c)
dν(t).

→ H
(c)√
µ3

(
1

z

)
= H

(c)√
ν

(
ΩµMP,ν

(
1

z

))
H

(c)√
τ
(z) =

c

z
gτ (

1

z
)2 + (1− c)gτ (

1

z
),

ΩµMP,ν(z) =
1

1
z (1− cσ2gµ3(1

z ))2 − (1− c)σ2(1− cσ2gµ3(1
z ))

.

3.2 Limiting supports of LSD

For each deformed model introduced in Section 1.1.3 involving i.i.d entries, several authors
studied the limiting support [28, 40, 43, 57, 58, 33].

It turns out that in each case there is a one to one correspondance involving the subordi-
nation functions between the complement of the support of the limiting spectral measure and
some set in the complement of the limiting support of the deformation, as follows.
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• Deformed Wigner µ1 = µsc � ν

R \ supp(µ1)

ϕ1−→
←−
φ1

O1 ⊂ R \ supp(ν),

O1 := {u ∈ R \ supp(ν), φ′1(u) > 0}

u ∈ R \ supp(ν), φ1(u ) = u+ σ2gν(u).

x ∈ R \ supp(µ1), ϕ1(x ) = x− σ2gµ1(x).

• Sample covariance matrices µ2 = µMP � ν

R \ {supp(µ2)}
ϕ2−→
←−
φ2

O2 ⊂ R \ {supp(ν)}, (10)

O2 =
{
u ∈c {supp(ν)}, φ′2(u) > 0

}
u ∈ R \ supp(ν), φ2(u) = u+ cu

∫
t

u− t
dν(t).

x ∈ R \ supp(µ2), ϕ2(x) =

{
x

(1−c)+cxgµ2 (x) if c < 1
1

gµ2 (x) if c = 1.

Note that ϕ2 is well defined on R \ supp(µ2) since its denominator never vanishes according to
Lemma 6.1 in [7].

• Information-Plus-Noise type model µ3 = (
√
µMP �c

√
ν)2

R \ supp(µ3)

ϕ3−→
←−
φ3

O3 ⊂ R \ supp(ν),

O3 =

{
u ∈ R \ supp(ν), φ

′
3(u) > 0, gν(u) > − 1

σ2c

}
.

u ∈ R \ supp(ν), φ3(u) = u(1 + cσ2gν(u))2 + σ2(1− c)(1 + cσ2gν(u)) (11)

x ∈ R \ supp(µ3), ϕ3(x) = x(1− cσ2gµ3(x))2 − (1− c)σ2(1− cσ2gµ3(x))

Note that ϕ1 corresponds to the extension of ωµsc,ν on R \ supp(µ1) and for i = 2, 3, ϕi coin-
cides on R \ {supp(µi)∪ {0}}, with the extension of z 7→ 1/FµMP,ν(1/z) and z 7→ 1/ΩµMP,ν(1/z)
respectively.
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The above characterization of the support are explicitely given in [28, 33] for µ1 and µ3.
Now, it can be deduced for µ2 by the following arguments. In a W ∗-probability space endowed
with a faithful state, the support of the distribution of a random variable x corresponds to the
spectrum of x. Thus, considering µ2 as the distribution of b1/2ab1/2 where a and b are free
bounded operators whose distributions are µMP and ν respectively, one can easily see that for
c < 1, 0 belongs to the support of µMP � ν if and only if 0 belongs to the support of ν. The
latter equivalence and Lemma 6.1 in [7] readily yield (10).

When the support of ν has a finite number of connected components, we have the following
description of the support of the µi’s in terms of a finite union of closed disjoint intervals.

Theorem 12. [37, 33] Assume that the support of ν is a finite union of disjoint (possibly
degenerate) closed bounded intervals. For any i = 1, 3, there exists a nonnul integer number p
and u1 < v1 < u2 < . . . < up < vp (depending on i) such that

Oi =]−∞, u1[ ∪p−1
l=1 ]vl, ul+1[ ∪ ]vp,+∞[.

We have
supp(ν) ⊂ ∪pl=1[ul, vl]

and for each l ∈ {1, . . . , p}, [ul, vl] ∩ supp(ν) 6= ∅.
Moreover,

supp(µi) = ∪pl=1[φi(u
−
l ), φi(v

+
l )],

with
φi(u

−
1 ) < φi(v

+
1 ) < φi(u

−
2 ) < φi(v

+
2 ) < · · · < φi(u

−
p ) < φi(v

+
p ),

where φi(u
−
l ) = limu↑ul φi(u) and φi(v

+
l ) = limu↓vl φi(u).

Finally, for each l ∈ {1, . . . , p},

µi([φi(u
−
l ), φi(v

+
l )]) = ν([ul, vl]). (12)

Using the characterization of the support (10), Remark 3.6 in [32] and the fact that from
[16] the only possible mass of µ2 = µMP � ν is at zero, one may check that the above result
still holds for µ2 allowing u1 = v1 = 0 or φ2(u1) = φ2(v1) = 0 in Theorem 12. Note that
the latter cases occur only when ν has a Dirac mass at zero since from [16], µMP � ν({0}) =
max(µMP({0}), ν({0})) and therefore, since c ≤ 1, µ2 has a Dirac mass at zero if and only if ν
has a Dirac mass at zero. (12) can be seen as a consequence of the matricial exact separation
phenomenon described in Section 4.1.1 b) below letting N go to infinity.

3.2.1 Behavior of the density at edges

P. Biane proved in [28] that µ1 = µsc � ν has a continuous density. Choi and Silverstein [40]
and Dozier and Silverstein [43] proved respectively that, away from zero, µ2 = µMP � ν and
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µ3 = (
√
µMP �c

√
ν)2 possess a continuous density. Let us denote any of theses densities by p.

Using the notations of Theorem 12, we have

supp(ν) ⊂ ∪pl=1[ul; vl] = R \ Oi

and for each l ∈ {1, . . . , p}, [ul, vl] ∩ supp(ν) 6= ∅. If a =ul or vl are not in supp(ν) that is
if supp(ν) does not stick to the frontier of R \ Oi at these points, then the previous authors
established that the density exhibits behavior closely resembling that of

√
|x− d| for x near

d = φi(a). We will say that such an edge φi(a) is regular. This is for instance obviously always
the case dealing with a discrete measure ν.
Nevertheless for some measures ν with a density decreasing quite fast to zero at an edge of
the support of ν, such an edge may coincide with some ul or vl, that is supp(ν) may stick to
the frontier of R \ Oi at this point. Then, at the corresponding edge of the support of µi, the
density p may exhibit different behaviour. This can be seen for instance in the following example
investigated by Lee and Schnelli [53] :

dν(x) := Z−1(1 + x)a(1− x)bf(x)1[−1,1](x)dx

where a < 1, b > 1, f is a strictly positive C1-function and Z is a normalization constant. Indeed
let σ0 be such that ∫

1

(1− x)2
dν(x) =

1

σ2
0

.

Let us consider

R \ O1 = supp(ν) ∪ {u ∈ R \ supp(ν),

∫
1

(u− x)2
dν(x) ≥ 1

σ2
}.

It can be easily seen that for all σ > σ0, R \ O1 = [uσ, vσ] with uσ < −1 < 1 < vσ, so that

supp (µsc � ν) = [φ1(uσ), φ1(vσ)]; (13)

thus, φ1(vσ) is a regular edge and we have p(x) ∼ C(φ1(vσ)− x)
1
2 .

Now, for all σ ≤ σ0, one can see that R \ O1 = [uσ, 1], with uσ < −1, so that supp (µsc � ν) =
[φ1(uσ), φ1(1)]; it turns out that the density exhibits the following behaviour at the right edge

p(x) ∼ C(φ1(1)− x)b. (14)

We illustrate by the following picture the difference of behaviour of the density p at edges
of µi depending on wether the support of ν sticks to the frontier of R \ Oi or not. We consider
a measure ν whose support has three connected components [ai, bi], i = 1, 2, 3. Then, we know
that R \ Oi has at most three connected components and each of them contains at least a con-
nected component of the support of ν. We draw one possible case where [a1, b1] and [a2, b2] are
in the same connected component [u1, v1] of R \ Oi and b2 = v1 whereas [a3, b3] is in an other
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connected component [u2, v2] of R \ Oi.

supp(ν) ⊂ R \ Oi

-
[ [] ]

[ ]
[ ]

[ ]
u1 = v1 u2 v2a1 b1 a2 b2 a3 b3

supp(µi)

-
[ ] [ ]

φi(u1) φi(v1) φi(u2) φi(v2)

↑ ↑ ↖ ↗

p(x) ∼ C|d− x|
1
2

the singularity of p
may change!

p(x) ∼ C|d− x|
1
2

4 Outliers of general spiked models

In Section 1.3, we presented the seminal works on the behavior of the largest eigenvalues for
finite rank deformations of standard models. It turns out that the previous analysis in Section
3 allows to understand the appearence of outliers of general spikes models that is when AN
is a deformation with full rank and provides the good way to generalize the pioneering works.
Actually, the relevant criterion for a spiked eigenvalue of AN to generate an outlier in the
spectrum of the deformed model is to belong to some set related to the subordination functions.
In the finite rank case this criterion reduces to a critical threshold.
Note that in the iid case, we do not assume anymore that the entries are Gaussian; the results
stated in this section are obtained under different technical assumptions on the entries on the
non-deformed model that we do not precise here and we refer the reader to the corresponding
papers.
In order to adopt universal notations for the three types of deformations, we set

ÃN =

{
AN for additive or multiplicative deformations
ANA

∗
N for Information-plus-noise type deformation.

Thus, for each type of deformation, we assume the following on the perturbation ÃN :

• µÃN weakly converges towards a probability measure ν whose support is compact.

• The eigenvalues of ÃN are of two types :
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– N − r (r fixed) eigenvalues αi(N) such that

N−r
max
i=1

dist(αi(N), supp(ν)) −→
N→∞

0

– a finite number J of fixed (independent of N) eigenvalues called spikes θ1 > . . . > θJ
(> 0 for multiplicative deformations and information-plus-noise type models), ∀i =
1, . . . , J , θi 6∈ supp(ν), each θj having a fixed multiplicity kj ,

∑
j kj = r.

For technical reasons, for information-plus-noise type model, we assume moreover that AN is a
rectangular matrix of the type

AN =


a1(N) (0)

(0)
. . . (0)

(0)
aN (N) (0)

 (15)

4.1 Location of the outliers

Here is a naive intuition for general additive deformed models in order to make the reader
understand the occurence and role of free subordination functions. We have the following sub-
ordination property

gµ�ν(z) = gν(ωµ,ν(z))

For an Hermitian deformed model such that

MN = WN +AN ; µWN
→ µ;µAN → ν, µMN

→ µ� ν,

the intuition is that (see (17) below)

gµMN (z) ≈ gµAN (ωµ,ν(z)).

Assume that AN has a spiked eigenvalue θ outside its limiting support. If ρ /∈ supp (µ� ν) is a
solution of ωµ,ν(ρ) = θ, gµMN (ρ) ≈ gµAN (ωµ,ν(ρ)) explodes!

Therefore the conjecture is that the spikes θ’s of the perturbation AN that may generate outliers
in the spectrum of MN belong to ωµ,ν (R \ supp (µ� ν)) and more precisely that for large N ,
the θ’s such that the equation

ωµ,ν(ρ) = θi

has solutions ρ outside supp (µ� ν) generate eigenvalues of MN in a neighborhood of each of
these ρ.

This intuition in fact corresponds to true results for both models: i.i.d and isotropic. Nev-
ertheless, their proofs are different. In the following, we present the distinct approaches.
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4.1.1 The i.i.d case

In this section, we will denote by φ, ϕ,O any of φi, ϕi,Oi for i = 1, 2, 3 introduced in Section
3.2 related to the investigated deformed model. We choose to present a unified result covering
the three types of deformations. Nevertheless, results concerning the Information-Plus-Noise
type model involve some technical additionnal asumptions. We brievely precise them in remarks
following the unified result and refer the reader to the corresponding papers.

a) A deterministic equivalent
In the three deformed models, a deterministic measure plays a central role in the study of the
spectrum of the deformed models. This measure is a very good approximation of the spectral
measure µMN

in the sense that almost surely, for large N , each interval in the complement of the
support of this deterministic measure contains no eigenvalue of MN . This was first established
by Bai and Silverstein [5] in the multiplicative case. We now express this deterministic measure
νN in the three models :

i) Additive deformation of a Wigner matrix [37]:

νN = µsc � µAN .

ii) Multiplicative deformation of a sample covariance matrix ([5])

νN = µMP � µAN .

iii) Information plus noise model ([57] in the Gaussian case, [8])

νN = (
√
µMP �c

√
µANA∗N )2.

We denote by KN the support of νN and for ε > 0, (KN )ε denotes an ε neighborhood of KN .
We have the following result :

Proposition 2. ∀ε > 0, ∀[a, b] ⊂ (KN )ε,

P( for large N , MN has no eigenvalue in [a, b]) = 1 (16)

Remark 4. For non-Gaussian Information plus noise model, the result is proved only for a > 0.

The proof of (16) in [37, Theorem 5.1] relies on the estimation

E
(
gµMN (z)

)
− gνN (z) =

1

N
LN (z) +O(

1

N2
) (17)

with an explicit formula for LN . (17) is established using an integration by parts formula in the
Gaussian case (and an approximate integration by parts formula in the general Wigner case).
Note that the same method was used in [57] for Gaussian Information-Plus-Noise type matrices.
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To prove the inclusion of the spectrum (16) for sample covariance matrices and information-
plus-noise type matrices [5, 8], Bai and Silverstein provide a different approach although it also
makes use of Stieltjes transform.

b) An exact separation phenomenon
A next step in the analysis of the spectrum of deformed iid models is an exact separation
phenomenon between the spectrum of MN and the spectrum of ÃN , involving the subordination
functions : to a gap in the spectrum of ÃN , it corresponds, through the function φ defined in
Section 3.2, a gap in the spectrum of MN which splits the spectrum of MN exactly as that of ÃN .
Let [a, b] be a compact set such that for some δ > 0, for all large N , [a−δ, b+δ] ⊂ R\supp (νN ).
Then, almost surely, for large N , [ϕ(a), ϕ(b)] is in the complement of the spectrum of ÃN .
Hence, with the convention that for any N ×N matrix Z, λ0(Z) = +∞ and λN+1(Z) = −∞,
there is iN ∈ {0, . . . , N} such that

λiN+1(AN ) < ϕ(a) and λiN (AN ) > ϕ(b). (18)

Moreover, [a, b] splits the spectrum of MN exactly as [ϕ(a), ϕ(b)] splits the spectrum of ÃN
as stated by the following.

Theorem 13. With iN satisfying (18), one has

P[λiN+1(MN ) < a and λiN (MN ) > b, for all large N ] = 1. (19)

Remark 5. For non-Gaussian Information plus noise model, if c < 1, the result is proved only
for b such that ϕ(b) > 0.

The following picture illustrates this exact separation phenomenon.

[a, b] ⊂ R \ supp(νN )←→ [ϕ(a), ϕ(b)]

gap in Spect(MN ) ←→ gap in Spect(ÃN )

-

· · · λl+1(ÃN ) ϕ(a) ϕ(b) λl(ÃN ) · · ·

︸ ︷︷ ︸ ︸ ︷︷ ︸N − l eigenvalues of ÃN l eigenvalues of ÃN

-

· · · λl+1(MN ) a b λl(MN ) · · ·

︸ ︷︷ ︸ ︸ ︷︷ ︸N − l eigenvalues of MN l eigenvalues of MN
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Again, this was first observed by Bai and Silverstein [6], in the case of sample covariance
matrices. We refer to [37] for deformed Wigner matrices and to Loubaton-Vallet [58] (Gaussian
case), Capitaine [33] for information plus noise type models. This exact separation phenomenon
leads asymptotically to the relation (12) between the cumulative distribution function of the
µi’s and the cumulative distribution function of ν.

c) Convergence of eigenvalues
The following result gives the precise statement of the intuition given at the beginning of Section
4.1 and is a consequence of the inclusion of the spectrum and the exact separation.

Theorem 14. [10, 66, 37, 33] Assume that the LSD ν of AN has a finite number of connected
components. For each spiked eigenvalue θj, we denote by
nj−1 + 1, . . . , nj−1 + kj the descending ranks of θj among the eigenvalues of ÃN .
With the notations of Section 3.2,

1) If θj ∈ O, the kj eigenvalues (λnj−1+i(MN ), 1 ≤ i ≤ kj) converge almost surely outside
the support of µ towards ρθj = φ(θj).

2) If θj ∈ R\O then we let [slj , tlj ] (with 1 ≤ lj ≤ m) be the connected component of R\O
which contains θj.

a) If θj is on the right (resp. on the left) of any connected component of supp(ν) which
is included in [slj , tlj ] then the kj eigenvalues (λnj−1+i(MN ), 1 ≤ i ≤ kj) converge

almost surely to φ(t+lj ) (resp. φ(s−lj )) which is a boundary point of the support of µ.

b) If θj is between two connected components of supp(ν) which are included in [slj , tlj ]
then the kj eigenvalues (λnj−1+i(MN ), 1 ≤ i ≤ kj) converge almost surely to the
αj-th quantile of µ (that is to qαj defined by αj = µ(] −∞, qαj ])) where αj is such
that αj = 1− limN

nj−1

N = ν(]−∞, θj ]).

Remark 6. For Information-Plus-Noise type models, in 2)a) of Theorem 14, if θj is on the
left of any connected component of supp(ν) which are included in the first connected component
[s1, t1] of R\O, then the convergence of the corresponding eigenvalues of MN towards φ(s−1 ) is
established only for φ(s−1 ) = 0.

4.1.2 The isotropic case

Here we consider an additive spiked deformation of an isotropic matrix

MN = AN + U∗NBNUN .

UN is a unitary matrix whose distribution is the normalized Haar measure on the unitary group
U(N). BN is a deterministic Hermitian matrix of size N ×N such that µBN converges weakly
to µ compactly supported as N → ∞ and such that the eigenvalues of BN converge uniformly
to supp(µ) as N →∞. AN is a deterministic Hermitian N ×N perturbation as defined at the
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beginning of this Section.

Note that if AN has no outlier, that is if {θ1, · · · , θJ} = ∅, then the general study of Collins
and Male allows to deduce that neither does MN (see Corollary 3.1 in [41]) meaning that for all
large N , all the eigenvalues of XN are inside a small neighborhood of the support of µ� ν.

Assume now that AN has outliers. Then Belinschi, Bercovici, Capitaine and Février estab-
lished in [19] the following result.

Theorem 15. Set K = supp(µ� ν),

K ′ = K ∪

[
J⋃
i=1

ω−1
2 ({θi})

]
,

whith ω2 defined as in Section 2.2.1. The following results hold almost surely for large N :
Given ε > 0 and denoting by K ′ε an ε neighborhood of K, we have

spect(MN ) ⊂ K ′ε.

Let ρ be a fixed number in K ′ \ K and θi be such that ω2(ρ) = θi. For any ε > 0 such that
(ρ− 2ε, ρ+ 2ε) ∩K ′ = {ρ}, we have

card({spect(MN ) ∩ (ρ− ε, ρ+ ε)}) = ki.

Here we explain the sketch of the proof. Fix α ∈ supp(ν). Due to the left and right invariance
of the Haar measure on U(N) we may assume without loss of generality that both AN and BN
are diagonal matrices. More precisely, we let AN be the diagonal matrix

AN = Diag(θ1, . . . , θ1︸ ︷︷ ︸
k1times

, . . . , θJ , . . . , θJ︸ ︷︷ ︸
kJtimes

, α
(N)
1 , . . . , α

(N)
N−r),

and write AN = A′N +A′′N , where

A′N = Diag(α, . . . , α︸ ︷︷ ︸
r

, α
(N)
1 , . . . , α

(N)
N−r),

and
A′′N = Diag(θ1 − α, . . . , θ1 − α︸ ︷︷ ︸

k1times

, . . . , θJ − α, . . . , θJ − α︸ ︷︷ ︸
kJtimes

, 0, . . . , 0︸ ︷︷ ︸
N−r

).

We have A′′N = P ∗NΘPN , where PN is the r × N matrix representing the usual projection
CN → Cr onto the first r coordinates, and

Θ = Diag(θ1 − α, . . . , θ1 − α︸ ︷︷ ︸
k1times

, . . . , θJ − α, . . . , θJ − α︸ ︷︷ ︸
kJtimes

).
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The matrices A′N and BN have no spikes, and therefore [41, Corollary 3.1] applies to the
matrix M ′N = A′N + U∗NBNUN . Note that the limiting spectral measure is still µ� ν. The first
key idea is due to Benaych-Georges and Nadakuditi [25] and consists in reducing the problem
of locating outliers of the deformations to a convergence problem of a fixed size r × r random
matrix, by using the Sylvester’s determinant identity: for rectangular matrices X and Y such
that XY and Y X are square, we have

det(I +XY ) = det(I + Y X). (20)

Given z outside the support of µ� ν, we have

det(zIN − (AN + U∗NBNUN )) = det(zIN −M ′N ) det(IN −
(
zIN −M ′N

)−1
P ∗NΘPN ).

so that using Sylvester’s identity,

det(zIN − (AN + U∗NBNUN )) = det(zIN −M ′N ) det(Ir − PN
(
zIN −M ′N

)−1
P ∗NΘ).

We conclude that the eigenvalues of AN +U∗NBNUN outside µ� ν are precisely the zeros of the
function det(FN (z)), where

FN (z) = Ir − PN
(
zIN −M ′N

)−1
P ∗NΘ. (21)

The key idea is now to establish an approximate matricial subordination result. Biane [29]
proved the stronger result that for any a and b free selfadjoint random variables in a tracial
W*-probability space, there exists an analytic self-map ω : C+ → C+ of the upper half-plane so
that

EC[a]

[
(z − (a + b))−1

]
= (ω(z)− a)−1, z ∈ C+. (22)

Here EC[a] denotes the conditional expectation onto the von Neumann algebra generated by a.
It can be proved that an approximate version does hold in the sense that the compression

PN

[
E
[
(z − (A′N + U∗NBNUN ))−1

]−1
+A′N

]
PN

is close to ω2(z)Ir, as N goes to infinity. Thus, it turns out that almost surely the sequence
{FN}N converges uniformly on compact subsets of C \ supp(µ � ν) to the analytic function F
defined by

F (z) = Diag

1− θ1 − α
ω2(z)− α︸ ︷︷ ︸
k1times

, . . . , 1− θJ − α
ω2(z)− α︸ ︷︷ ︸
kJtimes

 ,

where ω2 is the subordination function from (7). The set of points z such that F (z) is not
invertible is precisely

⋃J
i=1 ω

−1
2 ({θi}).
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It follows from this result that a remarkable new phenomenon arises: a single spike of AN
can generate asymptotically a finite or even a countably infinite set of outliers of MN . This
arises from the fact that the restriction to the real line of some subordination functions may be
many-to-one, that is, with the above notation, the set ω−1

i ({θ}) may have cardinality strictly
greater than 1, unlike the subordination function related to free convolution with a semicircular
distribution that was used in section 4.1.1. The following numerical simulation, due to Charles
Bordenave, illustrates the appearance of two outliers arising from a single spike. We take
N = 1000 and MN = AN + UNBNU

∗
N , where BN = diag(−1, . . . ,−1︸ ︷︷ ︸

N
2

, 1, . . . , 1︸ ︷︷ ︸
N
2

), and

AN =

[
WG
N−1

2 0(N−1)×1

01×(N−1) 10

]
,

with WG
N−1 being sampled from a standard 999×999 G.U.E.. This is not a spiked deformed GUE

model and now, the spike θ = 10 is associated to the matrix approximating the semicircular
distribution. We have the subordination identities

gµsc�ν(z) = gν(ω2(z)) = gµsc(ω1(z))

where ω2 is injective on R \ supp (µsc � ν) but ω1 may be many to one. Actually ω1(ρ) = 10 has
2 solutions ρ1 and ρ2.
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Actually, one may consider additive models where both AN and BN have spiked outliers
([19]). Let us consider

MN = UNBNU
∗
N +AN

where UN is a Haar unitary matrix, AN and BN are deterministic diagonal matrices such that
µBN −→

N→+∞
µ and µAN −→

N→+∞
ν, both µ and ν being compactly supported. We also assume that
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there exist a spiked θ /∈ supp(ν) which is an eigenvalue of AN with multiplicity k and a spiked
α /∈ supp(µ) which is an eigenvalue of BN with multiplicity l, whereas the other eigenvalues are
uniformly close to the limiting supports. We have the subordination properties

gµ�ν(z) = gν(ω2(z)) = gµ(ω1(z)).

If there exists ρ ∈ R \ supp(µ� ν) such that{
ω1(ρ) = α
ω2(ρ) = θ

then for all large N , there are k + l outliers of MN in a neighborhood of ρ.

Such results are established for multiplicative perturbations of unitarily invariant matricial
models, based on similar ideas, with the subordination function replaced by its multiplicative
counterpart.

4.2 Eigenvectors

For a general perturbation, dealing with sample covariance matrices, S. Péché and O. Ledoit
[65] introduced a tool to study the average behaviour of the eigenvectors but it seems that this
did not allow them to focus on the eigenvectors associated with the eigenvalues that separate
from the bulk. It turns out that further studies [32, 19, 34] point out that the angle between
the eigenvectors of the outliers of the deformed model and the eigenvectors associated to the
corresponding original spikes is determined by free subordination functions.

The following theorem [32, 19] holds for spiked additive deformations in the i.i.d case as well
as in the isotropic case. Let AN be a deterministic deformation as defined as the beginning
of Section 4; dealing with either a deformed Wigner matrix or a deformed isotropic matrix as
defined at the beginning of Section 4.1.2, we have the following

Theorem 16. Set K = supp(µ� ν),

K ′ = K ∪

[
p⋃
i=1

ω−1
2 ({θi})

]
,

and let ω2 be the subordination function satisfying (7). Let ρ be a fixed number in K ′ \K and
θi be such that ω2(ρ) = θj. Let ε > 0 be such that (ρ − 2ε, ρ + 2ε) ∩K ′ = {ρ}. Let ξ be a unit
eigenvector associated to an eigenvalue of MN in (ρ− ε, ρ+ ε). Then when N goes to infinity,

‖PKer (θlIN−AN )(ξ)‖2 →
δjl
ω′2(ρ)

almost surely

Similar results are established for spiked multiplicative deformations in the i.i.d case as well
as in the isotropic case [32, 19] and for information-plus-noise type models in [34] in the i.i.d
case. See the following tabular. Note that in the i.i.d case everything is explicit and can be
rewritten as follows using the φi’s defined in Section 3.2.
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Theorem 17. Let nj−1 + 1, . . . , nj−1 + kj the descending ranks of θj among the eigenvalues of
ÃN and ξ(j) a unit eigenvector associated to one of the eigenvalues (λnj−1+q(MN ), 1 ≤ q ≤ kj).
Then when N goes to infinity,

• For any θl 6= θj,
‖PKer (θlIN−ÃN )(ξ(j))‖ → 0 almost surely

•
‖PKer (θjIN−ÃN )(ξ(j))‖

2 → αj almost surely

where αj =



φ′1(θj) = 1− σ2
∫

1
(θj−x)2

dν(x) for deformed Wigner matrices

θjφ
′
2(θj)

φ2(θj)
=

1−c
∫

x2

(θj−x)2
dν(x)

1+c
∫

x
(θj−x)

dν(x)
for sample covariance matrices

φ′3(θj)
1+σ2cgν(θj)

for information-plus-noise type matrices

Here are the common basic ideas of the proof of these results [32].
First note that if u1, . . . , uN and w1, . . . , wN are respectively a basis of eigenvectors associated
with λ1(ÃN ), . . . , λN (ÃN ) and with λ1(MN ), . . . , λN (MN ), we have

Tr
[
h(MN )f(ÃN )

]
=
∑
k,l

h(λk(MN ))f(λl(ÃN ))|〈ul, wk〉|2.

Thus, since the θl’s separate from the rest of the spectrum of ÃN and the outliers of MN

separate from the rest of the spectrum of MN , one can deduce the asymptotic norm of the
projection onto an eigenspace associated to a spike θi, of an eigenvector associated to an outlier

of MN from the study of the asymptotic behaviour of Tr
[
h(MN )f(ÃN )

]
for a fit choice of h

and f . Then, a concentration of measure phenomenon reduces the problem to the study of

E(Tr
[
h(MN )f(ÃN )

]
).

The third key point is to approximate the function h by its convolution by the Poisson Kernel
in order to exhibit the resolvent of the deformed model

E
[
Tr
[
h(MN )f(ÃN )

]]
= − lim

y→0+

1

π
=
∫

E
(

Tr
[
GN (t+ iy)f(ÃN )

])
h(t)dt

where GN (z) = (zIN −MN )−1. Finally, writing ÃN = U∗DU , with D diagonal and U unitary,
defining G̃N := UGNU

∗, the result follows from sharp estimations of E({G̃N}kk(z)), for any k
in {1, . . . , N}.
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4.3 Unified understanding

In conclusion, solving the problem of outliers consists in solving an equation involving the
free subordination function and the spikes of the perturbation. Moreover, the norm of the
orthogonal projection of an eigenvector associated to an outlier of the deformed model onto the
eigenspace of the corresponding spike of the perturbation is asymptotically determined by the
free subordination function. This is summarized in the following tabular.
In the tabular, YN denotes a Hermitian random matrix of iid type (YN = WN , SN or σXN√p
according to the deformations, see section 1.3) or YN is unitarily invariant (resp. biunitarily
invariant for the information plus noise model).

MN = AN + YN
µAN →N→+∞ ν
µYN →N→+∞ µ
θ ∈ Spect(AN )
θ multiplicity ki
θ /∈ supp(ν)

MN = A
1/2
N YNA

1/2
N

µANA∗N →N→+∞ ν

µYN →N→+∞ µ
θ ∈ Spect(AN )
θ multiplicity ki
θ > 0, θ /∈ supp(ν)

MN = (AN + YN )(AN + YN )∗

µANA∗N →N→+∞ ν

µYNY ∗N →N→+∞ µ√
µ or

√
ν �c infinitely divisible

θ ∈ Spect(ANA
∗
N )

θ multiplicity ki
θ > 0, θ /∈ supp(ν)

µMN
→N→+∞ µ� ν µMN

→N→+∞ µ� ν µMN
→N→+∞ (

√
µ�c

√
ν)2

gτ (z) =
∫
R
dτ(x)
z−x Ψτ (z) = 1

zgτ (1
z )− 1 H

(c)√
τ
= c

zgτ (1
z )2 + (1− c)gτ (1

z )

gµ�ν(z) = gν(ωµ,ν(z)) Ψµ�ν(z) = Ψν(Fµ,ν(z)) H
(c)√
µ�c
√
ν
(z) = H

(c)√
ν
(Ωµ,ν(z))

ki outliers of MN

in the neighborhood

of each ρ s.t

ωµ,ν(ρ) = θ

ki outliers of MN

in the neighborhood

of each ρ s.t
1

Fµ,ν(1/ρ) = θ

ki outliers of MN

in the neighborhood

of each ρ s.t
1

Ωµ,ν(1/ρ) = θ

ξ eigenvector of MN

associated to an outlier

in the neighborhood

of ρ s.t ωµ,ν(ρ) = θ

‖PKer(θI−A)ξ‖
2 →N→+∞

1
ω′
µ,ν(ρ)

ξ eigenvector of MN

associated to an outlier

in the neighborhood

of ρ s.t 1
Fµ,ν(1/ρ) = θ

‖PKer(θI−A)ξ‖
2 →N→+∞

ρFµ,ν(1/ρ)

F ′
µ,ν(1/ρ)

ξ eigenvector of MN

associated to an outlier

in the neighborhood

of ρ s.t 1
Ωµ,ν(1/ρ) = θ

‖PKer(θI−A)ξ‖
2 →N→+∞

ρ2g(√µ�c
√
ν)2 (ρ)

θ2gν(θ)Ω′
µ,ν(1/ρ)

Note that up to now, the formula in the lower right corner of the previous tabular, concerning
the limiting projection of the eigenvectors associated to outliers of Information-Plus-Noise type
models, has been proved only in the iid case for diagonal perturbation AN and in the isotropic
case for finite rank perturbation AN .
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5 Fluctuations at edges of spiked deformed models

In this section, we present results on fluctuations of outliers and eigenvalues at soft edges of the
limiting support, with particular stress on understanding the phenomena through free probability
theory.

5.1 The Gaussian case

5.1.1 Additive deformation

Let us consider the deformed G.U.E.. It is known from Johansson [48] (see also [31]) that the
joint eigenvalue density induced by the latter model can be explicitely computed. Furthermore
it induces a so-called “determinantal random point field”.
When AN is of finite rank, Péché [64] obtained a striking phase transition phenomenon for the
fluctuations of the largest eigenvalue of the deformed G.U.E..

Theorem 18. 1. If θ1 < σ, σ−1N2/3(λ1(MN )− 2σ) converges in distribution to the G.U.E.
Tracy Widom distribution F2.

2. If θ1 = σ, σ−1N2/3(λ1(MN ) − 2σ) converges in distribution to a ”generalized” Tracy
Widom distribution F3,k1.

3. If θ1 > σ, N1/2(λ1(MN ) − 2σ) converges in distribution to the largest eigenvalue of a
G.U.E. matrix of size k1 and parameter σθ1 = σ

√
1− (σ/θ1)2. In particular, if k1 =

1, N1/2(λ1(MN ) − 2σ) converges in distribution to a centered normal distribution with
variance σθ1.

The proof is based on the expression of the distribution of the largest eigenvalue in terms
of Fredholm determinant and then as a contour integral. The asymptotic properties rely on a
saddle point analysis.

The seminal works concerning full rank deformations of a G.U.E. matrix made strong as-
sumptions on the rate of convergence of µAN to ν. In [69], the author investigates the local edge
regime which deals with the behavior of the eigenvalues near any regular extremity point u0 of a
connected component of supp(µsc� ν). The typical size of the fluctuations of the eigenvalues at
regular edges (see Section 3.2.1) is N−2/3. [69] considers the case where µAN concentrate quite
fast to the measure ν. In particular, there are no spike. More precisely [69] makes a technical
assumption on the uniform convergence of the Stieltjes transform of µAN to gν :

sup
z∈K
|gµAN (z)− gν(z)| ≤ N−2/3−ε, (23)

where K is some compact subset of the complex plane at a positive distance of the support of ν.
Then, [69] proves that the joint distribution of the eigenvalues converging to u0 have universal
asymptotic behavior, characterized by the Tracy-Widom distribution. In [2] and [1], [30, 4] the
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authors consider the case where AN has two distinct eigenvalues ±a of equal multiplicity. They
proved the Tracy-Widom fluctuations at edges (which are all regular since ν is discrete).

It turns out that the above strong assumptions made on the rate of convergence of µAN to ν
can be removed by studying the asymptotic distribution of eigenvalues in the vicinity of mobile
edges namely the edges of the deterministic equivalent µsc � µAN of the empirical eigenvalue
distribution of the deformed GUE. In [38], the authors establish the following results.

Let d be a regular right edge of supp(µsc � ν). Assume moreover that for any θj such that∫ dν(s)
(θj−s)2 = 1/σ2, we have d 6= φ1(θj) = θj − σ2gν(θj). It turns out that for η small enough, for

all large N , there exists a unique right edge dN of supp(µsc � µAN ) in ]d − η, d + η[. and the
asymptotic distribution of eigenvalues in the vicinity of dN is universal as the following Theorem
19 states.

Theorem 19. Let k be a given fixed integer. Let λmax ≥ λmax−1 ≥ · · ·λmax−k+1 denote the k
largest of those eigenvalues of MN converging to d. There exists α > 0 depending on dN only
such that the vector

N2/3

α
(λmax − dN , λmax−1 − dN , . . . , λmax−k+1 − dN )

converges in distribution as N → ∞ to the so-called Tracy-Widom G.U.E. distribution for the
k largest eigenvalues (see [72]).

We now turn to the behavior of outliers. Let θi be a spiked eigenvalue with multiplicity ki,
such that

∫
1

(θi−x)2
dν(x) < 1/σ2. Recall that in [37], the authors prove that the spectrum of

MN exhibits ki eigenvalues in a neighborhood of

ρθi = θi + σ2

∫
dν(x)

θi − x
. (24)

Oncemore, dealing with mobile edges related to µsc � µAN , [38] obtains the following universal
result.

Theorem 20. Let θi be such that
∫ dν(x)

(θi−x)2
< 1/σ2 and ρθi = φ1(θi). Then, for ε > 0 small

enough, for all large N , supp(µsc � µAN ) has a unique connected component [Li(N), Di(N)]
inside ]ρθi − ε, ρθi + ε[. Moreover, the ki outliers of MN close to ρθi fluctuate at rate

√
N

around Li(N)+Di(N)
2 as the eigenvalues of a ki × ki GUE.

The basic tool is a saddle point analysis of the correlation functions of the deformed G.U.E.,
the contours involving the image of R by the continuous extension of the subordination function
ω2 defined by (7) with µ = µsc and ν = µAN .
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5.1.2 Sample covariance matrices

As in the above section, the distribution of the eigenvalues is explicit, with a determinantal
structure. The analysis of the fluctuations relies on an expression of the distribution of the
extremal eigenvalues in terms of a Fredholm determinant and then an asymptotic analysis based
on a saddle point method, or a steepest descent method.
The first result was obtained by Baik, Ben Arous and Péché [12] who described the fluctuations
of the largest eigenvalues at the right edge and revealed the phase transition phenomenon, in the
case of a finite rank perturbation AN of the identity. We refer to [12] for the precise statement,
their result being an analogue of Theorem 18.
The full rank case was investigated by Hachem, Hardy and Najim [47] for extremal eigenvalues
sticking to the bulk (the support of µMP � ν). As in Theorem 19, around regular soft edges,
the associated extremal eigenvalues, properly rescaled, in the vicinity of mobile edges namely
the edges of the deterministic equivalent µMP � µAN , converge in law to the Tracy-Widom
distribution at the scale N2/3.

5.1.3 Random perturbations

If one let the perturbation matrix AN be random then the mobile edges of the equivalent
measure become random and may lead to different rates of convergence and different asymptotic
distributions. We present two examples established respectively by Johansson [49] and Lee and
Schnelli [54] that we revisited through free convolutions.

• Johansson [49] considered
MN = WG

N +AN

where WG
N is a G.U.E. matrix as defined in Section 1.1.1 and

AN = N−1/6diag(y1, . . . , yN)

where the yi’s are iid real random variables with distribution τ and independent from WG
N .

Let us assume that τ is compactly supported and set v2 =
∫
x2dτ(x). Note that almost

surely µAN converges weakly to δ0 and µMN
converges weakly to µsc. Denote by d̃N the

deterministic upper right edge of µsc � τ
N1/6 where τ

N1/6 denotes the pushforward of τ by
the map x 7→ x

N1/6 . Johansson established that

σ−1N2/3
(
λmax(MN )− d̃N

)
D−→ X + Y (25)

where X and Y are independent random variables, X has the Tracy-Widom distribution
and Y has distribution N(0, v

2

σ2 ). Note that the upper right edge d̃N of µsc� τ
N1/6 is defined

by

d̃N = t̃N + σ2

∫
1

t̃N − x/N1/6
dτ(x), (26)
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where t̃N in the vicinity of σ satisfies∫
1

(t̃N − x/N1/6)2
dτ(x) =

1

σ2
. (27)

Consider now the random upper right edge dN of µsc � µAN . It is defined by

dN = tN + σ2 1

N

N∑
i=1

1

tN − yi/N1/6
, (28)

where tN in the vicinity of σ satisfies

1

N

N∑
i=1

1

(tN − yi/N1/6)2
=

1

σ2
. (29)

It is easy to see that (26), (27), (28) and (29) yield

dN − d̃N = σ2ZN +O((tN − t̃N )2) and tN − t̃N = O(ZN ),

where
N2/3ZN = N2/3

{
gµAN (t̃N )− g τ

N1/6
(t̃N )

}
converges weakly to a centered Gaussian distribution with variance v2/σ4. Thus, it comes
readily that

σ−1N2/3
{
dN − d̃N

}
D−→ N(0, v2/σ2). (30)

Now (25) readily follows since by Theorem 19, given AN , σ−1N2/3 (λ1(MN )− dN ) con-
verges weakly to the Tracy-Widom distribution.

• Another example is provided by [54] who considered the following deformed model

WN + diag(v1, . . . , vN )

where WN is a Wigner matrix and vi are i.i.d random variables independent with WN ,
with distribution

dν(x) = Z−1(1 + x)a(1− x)bf(x)1[−1,1](x)dx

with a < 1, b > 1 and f > 0 is a C1-function. Assume that WN is a G.U.E.. Let σ0 be
defined by

∫
1

(1−x)2
dν(x) = 1

σ2
0
. According to Section 3.2.1, we have supp (µsc � ν) =

[d−σ , d
+
σ ]. Morevover, by (13), for all σ > σ0, d+

σ is a regular edge, p(x) ∼ C(d+
σ − x)

1
2 .

Therefore denoting by d+
σ (N) the (random) upper right edge of supp (µsc � µAN ), Theo-

rem 19 yields

α−1N2/3(λ1(MN )− d+
σ (N))

D−→ TW.
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A similar study as in Johansson’s example shows that the random edge d+
σ (N) fluctuates

as √
N(d+

σ (N)− d+
σ )

D−→ N
(

0, σ2
(

1− σ2
(
gµsc�ν(d+

σ )
)2))

.

Thus, we can deduce that

√
N(λ1(MN )− d+

σ )
D−→ N

(
0, σ2

(
1− σ2

(
gµsc�ν(d+

σ )
)2))

.

Note that for all σ < σ0, according to (14), p(x) ∼ C(d+
σ − x)b. Lee and Schnelli also

investigate the fluctuations at the non-regular edge d+
σ and establish that

N
1
b+1 (λ1(MN )− d+

σ )
D−→ Gb+1(s)

as N goes to infinity, where Gb+1(s) = (1 − exp(( sc )
b+1))1I[0;+∞[(s) (Weibull distribution

with parameters b+ 1 and c = c(ν, σ)).

5.2 The general i.i.d case

We finish by some remarks concerning non Gaussian frameworks. We do not detail the results
since they do not fall under the scope of free probability theory.

• Universality at soft edges.
Several recent works proved the universality of the Tracy-Widom fluctuations at soft edges
for quite general deformed Wigner matrices or sample covariance matrices without outliers.
The methods pursue a Green function comparison strategy [15, 55, 56] or make use of
anisotropic local laws [52].

• Non universal fluctuations of outliers
A new phenomenon arises for the fluctuations of the outliers : the limiting distribution
can depend on the distribution of the entries (non universality), according to the local-
ization/delocalization of the eigenvectors of AN . Note that in the Gaussian case in the
previous subsection, the eigenvectors of the perturbation are irrelevant for the fluctuations,
due to the unitary invariance in Gaussian models. We illustrate this dependence on the
eigenvectors on AN in a very simple situation, in the additive case. Consider two finite

rank perturbations of rank 1, with one non null eigenvalue θ > σ. The first one A
(1)
N is

a matrix with all entries equal to θ/N (delocalized eigenvector associated to θ). The sec-

ond one A
(2)
N is a diagonal matrix (localized eigenvector). The fluctuations of the largest

eigenvalue λ1 of the matrix M
(i)
N = XN + A

(i)
N (i = 1, 2) around ρθ := θ + σ2

θ are given as
follows :

Proposition 3. Fluctuations of outliers

1. Delocalized case [44] : The largest eigenvalue λ1(M
(1)
N ) have Gaussian fluctuations :

√
N(λ1(M

(1)
N )− ρθ)

D−→ N (0, σ2(1− σ2/θ2)) (31)
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2. Localized case [35] : The largest eigenvalue λ1(M
(2)
N ) fluctuates as

√
N(1− σ2

θ2
)(λ1(M

(2)
N )− ρθ)

D−→ µ ?N (0, vθ). (32)

where µ is the distribution of the entries of the Wigner matrix, the variance vθ of the
Gaussian distribution depends on θ and the second and fourth moments of µ.

The proof of (31) is combinatorial and is based on the computation of large moments of
Tr(MN ). The proof of (32) relies on a determinant identity, analogous to (20), boiling
down to the behavior of a fixed rank determinant and a CLT for quadratic forms.

We refer to [10] (sample covariance case), [36, 67, 68, 51] for fluctuations of ouliers for more
general perturbations, in the case of iid models, and [24] for unitarily invariant models.
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