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Abstract. In this note, we derive a new logarithmic Sobolev inequality for the heat kernel on the Heisenberg group. The proof is inspired from the historical method of Leonard Gross based on a random walk and a Central Limit Theorem. Due to the non commutative nature of the group structure, the energy which appears in the right hand side involves an integral over some Brownian bridges on the Heisenberg group. This new inequality contains the optimal logarithmic Sobolev inequality for the Gaussian distribution in two dimensions. We compare this new inequality with the sub-elliptic logarithmic Sobolev inequality of Hong-Quan Li and with the more recent inequality of Fabrice Baudoin and Nicola Garofalo obtained using a generalized curvature criterion. Finally, we extend this inequality to the case of homogeneous Carnot groups of rank two.

1. The Heisenberg group and our main result

In this note, we derive a new logarithmic Sobolev inequality for the heat kernel on the Heisenberg group (Theorem 1.1). Our proof is inspired from the historical method of Leonard Gross based on a random walk and a Central Limit Theorem. Due to the non commutative nature of the group structure, the energy which appears in the right hand side involves an integral over some Brownian bridges on the Heisenberg group. To compare with other logarithmic Sobolev inequalities, we study Brownian bridges on the Heisenberg group and deduce a weighted logarithmic Sobolev inequality (Corollary 1.2). This weighted inequality is close to the symmetrized version of the sub-elliptic logarithmic Sobolev inequality of Hong-Quan Li. We also compare with inequalities due to Fabrice Baudoin and Nicola Garofalo, and provide a short semigroup proof of these inequalities in the case of the Heisenberg group.

We choose to focus on the one dimensional Heisenberg group, for simplicity; and also because very precise estimates and results are known in this particular case, which helps to compare our new inequality with existing ones. Nevertheless our new logarithmic Sobolev inequality remains more generally valid for homogeneous Carnot groups of rank two (Theorem 6.1).
The model. Let us briefly introduce the model and its main properties. The Heisenberg group \( \mathbb{H} \) is a remarkable simple mathematical object, with rich algebraic, geometric, probabilistic, and analytic aspects. Available in many versions (discrete or continuous; periodic or not), our work focuses on the continuous Heisenberg group \( \mathbb{H} \), formed by the set of \( 3 \times 3 \) matrices

\[
M(a, b, c) = \begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix}, \quad a, b, c \in \mathbb{R}.
\]

The Heisenberg group \( \mathbb{H} \) is a non commutative sub-group of the general linear group, with group operations \( M(a, b, c)M(a', b', c') = M(a + a', b + b', c + c' + ab') \) and \( M(a, b, c)^{-1} = (-a, -b, -c + ab) \). The neutral element \( M(0, 0, 0) \) is called the origin. The Heisenberg group \( \mathbb{H} \) is a Lie group i.e. a manifold compatible with group structure.

The Heisenberg algebra is stratified. The Lie algebra \( \mathfrak{h} \) i.e. the tangent space at the origin of \( \mathbb{H} \) is the sub-algebra of \( \mathcal{M}_3(\mathbb{R}) \) given by the \( 3 \times 3 \) matrices of the form

\[
\begin{pmatrix} 0 & x & z \\ 0 & 0 & y \\ 0 & 0 & 0 \end{pmatrix}, \quad x, y, z \in \mathbb{R}.
\]

The canonical basis of \( \mathbb{H} \)

\[
X := \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad Z := \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

satisfies an abstract version of the Dirac (or annihilation-creation) commutation relation

\[
[X, Y] := XY - YX = Z \quad \text{and} \quad [X, Z] = [Y, Z] = 0.
\]

This relation shows that the Lie algebra \( \mathfrak{h} \) is stratified

\[ \mathfrak{h} = \mathfrak{h}_0 \oplus \mathfrak{h}_1, \]

where \( \mathfrak{h}_0 = \text{span}(X, Y) \) and \( \mathfrak{h}_1 = \text{span}(Z) \) is the center of \( \mathfrak{h}_0 \). This makes the Baker-Campbell-Hausdorff formula on \( \mathfrak{h} \) particularly simple:

\[
\exp(A)\exp(B) = \exp \left( A + B + \frac{1}{2}[A, B] \right), \quad A, B \in \mathfrak{h}.
\]

Exponential coordinates. Lie groups such as \( \mathbb{H} \) with stratified Lie algebra (that is Carnot groups) have a diffeomorphic exponential map \( \exp : A \in \mathfrak{h} \mapsto \exp(A) \in \mathbb{H} \). This identification of \( \mathbb{H} \) with \( \mathfrak{h} \), namely

\[
\begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix} \equiv \exp \begin{pmatrix} 0 & x & z \\ 0 & 0 & y \\ 0 & 0 & 0 \end{pmatrix} = \exp(xX + yY + zZ),
\]

allows to identify \( \mathbb{H} \) with \( \mathbb{R}^3 \) equipped with the group structure

\[
(x, y, z) \cdot (x', y', z') = (x + x', y + y', z + z' + \frac{1}{2}(xy' - yx'))
\]

and \((x, y, z)^{-1} = (-x, -y, -z)\). The identity element is the “origin” \( e := (0, 0, 0) \). From now on, we use these “exponential coordinates”. Geometrically, the quantity \( \frac{1}{2}(xy' - yx') \) is the algebraic area in \( \mathbb{R}^2 \) between a piecewise linear path and its chord namely the area between

\[
[(0, 0), (x, y)] \cup [(x, y), (x + x', y + y')] \quad \text{and} \quad [(0, 0), (x + x', y + y')].
\]

This area is zero if \((x, y)\) and \((x', y')\) are collinear. The group product

\[
(x, y, 0)(x', y', 0) = (x + x', y + y', \frac{1}{2}(xy' - yx'))
\]

in \( \mathbb{H} \) encodes the sum of increments in \( \mathbb{R}^2 \) and computes automatically the generated area.
Vector fields on $\mathbb{H}$. Elements of $\mathfrak{h}$ can classically be extended to left-invariant vector fields. This identification will always be made implicitly and the same notation for element of $\mathfrak{h}$ and vector field is used. This gives for the canonical basis at a point $(x, y, z)$

$$X := \partial_x - \frac{y}{2} \partial_z, \quad Y := \partial_y + \frac{x}{2} \partial_z, \quad Z := \partial_z. \quad (1.1)$$

Metric structure of $\mathbb{H}$. On the Heisenberg group, a natural distance associated to the left-invariant diffusion operator $L = \frac{1}{4} (X^2 + Y^2 + \beta^2 Z^2)$, $\beta \geq 0$, is defined for all $h, g \in \mathbb{H}$ by

$$d(h, g) := \sup_f (f(h) - f(g))$$

where the supremum runs over all $f \in C^\infty(\mathbb{H}, \mathbb{R})$ such that

$$\Gamma(f) := (Xf)^2 + (Yf)^2 + \beta^2(Zf)^2 \leq 1.$$ 

In the case $\beta > 0$, this distance corresponds to the Riemannian distance obtained by asserting that $(X, Y, \beta Z)$ is an orthonormal basis of the tangent space in each point. In the case $\beta = 0$, it is known, see for instance [JSC, Prop. 3.1], that it coincides with the Carnot–Carathéodory sub-Riemannian distance obtained by taking the length of the shortest horizontal curve. Recall that a curve is horizontal if its speed vector belongs almost everywhere to the horizontal space $\text{Vect}\{X, Y\}$, and that the length of a horizontal curve is computed asserting that $(X, Y)$ is an orthonormal basis of this horizontal space in each point.

The Heisenberg group $\mathbb{H}$ is topologically homeomorphic to $\mathbb{R}^3$ and the Lebesgue measure on $\mathbb{R}^3$ is a Haar measure of $\mathbb{H}$ (translation invariant) but in the case $\beta = 0$ the Hausdorff dimension of the $\mathbb{H}$ for the Carnot–Carathéodory metric is 4.

Moreover, in the sub-elliptic case $\beta = 0$, the Carnot-Carathéodory distance admits the following continuous family of dilation operators:

$$\dil_\lambda(x, y, z) = (\lambda x, \lambda y, \lambda^2 z); \quad \lambda > 0.$$ 

A well known fact is that the Carnot-Carathéodory distance is equivalent to all homogeneous norm, see for instance [BLU, Prop. 5.1.4]. In particular there exist constants $c_2 > c_1 > 0$ such that

$$c_1(r^2 + |z|) \leq d(e, g)^2 \leq c_2(r^2 + |z|); \quad (1.2)$$

for all $g = (x, y, z) \in \mathbb{H}$ and $r^2 := x^2 + y^2$.

Random walks on $\mathbb{H}$. Let $\beta \geq 0$ be a real parameter. Let $(x_n, y_n, z_n)_{n \geq 0}$ be independent and identically distributed random variables on $\mathbb{R}^3$ (not necessarily Gaussian) with zero mean and covariance matrix $\text{diag}(1, 1, \beta^2)$. Now set $S_0 := 0$ and for all $n \geq 1$,

$$S_n := (X_n, Y_n, Z_n) := \left(\frac{x_1}{\sqrt{n}}, \frac{y_1}{\sqrt{n}}, \frac{z_1}{\sqrt{n}}\right) \cdots \left(\frac{x_n}{\sqrt{n}}, \frac{y_n}{\sqrt{n}}, \frac{z_n}{\sqrt{n}}\right). \quad (1.3)$$

The sequence $(S_n)_{n \geq 0}$ is a random walk on $\mathbb{H}$ started from the origin and with i.i.d. “non commutative multiplicative increments” given by a triangular array. In exponential coordinates,

$$X_n = \frac{1}{\sqrt{n}} \sum_{i=1}^n x_i, \quad Y_n = \frac{1}{\sqrt{n}} \sum_{i=1}^n y_i, \quad Z_n = A_n + \frac{1}{\sqrt{n}} \sum_{i=1}^n z_i,$$

where

$$A_n := \frac{1}{2n} \sum_{i=1}^n \sum_{j=1}^n x_i \epsilon_{ij} y_j \quad \text{and} \quad \epsilon_{ij} := \delta_{j>i} - \delta_{j<i}.$$ 

The random variable $A_n$ is the algebraic area between the path $(X_k, Y_k)_{0 \leq k \leq n}$ of a random walk in $\mathbb{R}^2$ and its chord $[(0, 0), (X_n, Y_n)]$. With

$$\dil_t(x, y, z) = (tx, ty, t^2 z)$$

being the dilation operator on $\mathbb{H}$, we have

$$(X_n, Y_n, A_n) = \dil_{\frac{1}{n}}((x_1, y_1, 0) \cdots (x_n, y_n, 0)).$$
According to a Functional Central Limit Theorem (or Invariance Principle) on Lie groups due to Daniel Stroock and Srinivasa Varadhan [SV] (see also Donald Wehn [W], cited in [P]),

\[ (S_{nt})_{t \geq 0} \overset{\text{law}}{\underset{n \to \infty}{\rightarrow}} (X_t, Y_t, Z_t)_{t \geq 0} = (X_t, Y_t, A_t + \beta W_t)_{t \geq 0} \quad (1.4) \]

where \((X_t, Y_t)_{t \geq 0}\) is a standard Brownian motion on \(\mathbb{R}^2\) started from the origin, where \((W_t)_{t \geq 0}\) is a standard Brownian motion on \(\mathbb{R}\) started from the origin and independent of \((X_t, Y_t)_{t \geq 0}\), and where \((A_t)_{t \geq 0}\) is the Lévy area of \((X_t, Y_t)_{t \geq 0}\). In other words the algebraic area between the Brownian path and its chord, seen as a stochastic integral:

\[ A_t := \frac{1}{2} \left( \int_0^t X_s dY_s - \int_0^t Y_s dX_s \right). \]

The heat process on \(\mathbb{H}\). The stochastic process \(\left( H_t \right)_{t \geq 0} = (h \cdot (X_t, Y_t, Z_t))_{t \geq 0}\) started from \(H_0 = h\) is a Markov diffusion process on \(\mathbb{R}^3\) admitting the Lebesgue measure as an invariant and reversible measure. The Markov semigroup \((P_t)_{t \geq 0}\) of this process is defined for all \(t \geq 0\), \(h \in \mathbb{H}\), and bounded measurable \(f : \mathbb{H} \to \mathbb{R}\), by

\[ P_t(f)(h) := E(f(H_t) \mid H_0 = h). \]

For all \(t > 0\) and \(h \in \mathbb{H}\), the law of \(H_t\) conditionally on \(H_0 = h\) admits a density and

\[ P_t(f)(h) = \int_{\mathbb{H}} f(g) p_t(h, g) \, dg. \]

Estimates on the heat kernel \(p_t\) are available, see [BGG] [L2] [HM]. For instance when \(\beta = 0\), there exist constants \(C_2 > C_1 > 0\) such that for all \(g = (x, y, z) \in \mathbb{H}\) and \(t > 0\),

\[ \frac{C_1}{\sqrt{t^3 + t^6 r^2 d(e, g)}} \exp\left(-\frac{d^2(e, g)}{4t}\right) \leq p_t(e, g) \leq \frac{C_2}{\sqrt{t^3 + t^6 r^2 d(e, g)}} \exp\left(-\frac{d^2(e, g)}{4t}\right) \quad (1.5) \]

where \(d\) is the Carnot–Carathéodory distance and where \(r^2 := x^2 + y^2\).

Let us define the family of probability measures (which depends on the parameter \(\beta\))

\[ \gamma_t := \text{Law}(H_t \mid H_0 = 0) = P_t(\cdot)(0). \]

The infinitesimal generator is the linear second order operator

\[ L = \frac{1}{2}(X^2 + Y^2 + \beta^2 Z^2) \]

where \(X, Y, Z\) are as in \([11]\). The Schwartz space Schwartz(\(\mathbb{H}, \mathbb{R}\)) of rapidly decaying \(C^\infty\) functions from \(\mathbb{H} \equiv \mathbb{R}^3\) to \(\mathbb{R}\) is contained in the domain of \(L\) and is stable by \(L\) and by \(P_t\) for all \(t \geq 0\). By the Dirac commutation relations \([X, Y] = Z = \partial_z\) and \([X, Z] = [Y, Z] = 0\), the operator \(L\) is hypoelliptic, and by the Hörmander theorem \(P_t\) admits a \(C^\infty\) kernel. The operator \(L\) is elliptic if \(\beta > 0\) and not elliptic if \(\beta = 0\) (singular diffusion matrix).

The operator \(L\) acts as the two dimensional Laplacian on functions depending only on \(x, y\) and not on \(z\). The one parameter family of operators obtained from \(L\) when \(\beta\) runs through the interval \([0, 1]\) interpolates between the sub-elliptic or sub-Riemannian Laplacian \(\frac{1}{4}(X^2 + Y^2)\) (for \(\beta = 0\)) and the elliptic or Riemannian Laplacian \(\frac{1}{4}(X^2 + Y^2 + Z^2)\) (for \(\beta = 1\)). The sub-Riemannian and Riemannian Brownian motions \((H_t)_{t \geq 0}\) have independent and stationary (non commutative) increments and are Lévy processes associated to non commutative) convolution semigroups \((P_t)_{t \geq 0}\) on \(\mathbb{H}\). When \(\beta = 0\) the probability measures \(\gamma_t\) behaves very well with respect to dilation, can be seen as a Gaussian measure on \(\mathbb{H}\), and a formula (oscillatory integral) for the kernel of \(P_t\) was computed by Paul Lévy using Fourier analysis. See the books [M] [BI] [N] and references therein for more information and details on this subject.
**Logarithmic Sobolev inequalities.** The entropy of \( f : \mathbb{H} \to [0, \infty) \) with respect to a probability measure \( \mu \) is defined by

\[
\text{Ent}_\mu(f) := E_\mu(\Phi(f)) - \Phi(E_\mu(f)) \quad \text{with} \quad E_\mu(f) := \int f \, d\mu
\]

where \( \Phi(u) = u \log(u) \). A logarithmic Sobolev inequality is of the form

\[
\text{Ent}_\mu(f^2) \leq \int T(f) \, d\mu
\]

where \( T \) is a “good” functional quadratic form. The most classical version involves \( T = \Gamma \) and contains many geometrical informations. The book [BGL] contains a general introduction to Sobolev type functional inequalities for diffusion processes. However (see the discussion below), the classical “carré du champ” does not capture the whole geometry of \( \mathbb{H} \). Define a weighted “carré du champ” \( T_a = \Gamma + a \Gamma^Z \), where \( a \) is a function and \( \Gamma^Z f = (Zf)^2 = (\partial_z f)^2 \). Such a gradient will naturally arise in the logarithmic Sobolev inequality we derive from the non commutativity.

**Main results.** We start with the left-invariant diffusion operator \( L = \frac{1}{\beta}(X^2 + Y^2 + \beta^2 Z^2) \) for \( \beta \geq 0 \) on the Heisenberg group. In the case \( \beta > 0 \), the operator is elliptic and it is not hard to see that a usual logarithmic Sobolev inequality holds for its heat kernel. Usual means here that the energy in the right hand side is given by the “carré du champ” operator \( \Gamma \) associated to \( \mu \) of \( \mathbb{R} \), and we show, by looking at the case \( \beta = 0 \), that a usual logarithmic Sobolev inequality holds for it s heat kernel. Usual means here that the Ricci curvature tends to \(-\infty\) when \( \beta \) goes to 0 and the Bakry–Émery theory fails. In this situation, the “carré du champ” operator contains only the horizontal part of the gradient. The question whether a logarithmic Sobolev inequality holds was answered positively by Hong-Quan Li in [L1] (see (2.2)), see also [3BC, HZ] and [DM].

In a different direction, even if the classical Bakry–Émery theory fails, Fabrice Baudoin and Nicola Garofalo developed in [BG] a generalization of the curvature criterion which is well adapted to the sub-Riemannian setting. One can then obtain some (weaker) logarithmic Sobolev inequalities with an elliptic gradient in the energy (see (2.4)).

Our approach is different. We follows the method developed by Leonard Gross in [G1] for the Gaussian and in [G2] for the path space on elliptic Lie groups. It is based on the tensorization property of the logarithmic Sobolev inequality and on the Central Limit Theorem for a random walk. It applies indifferently both for the sub-elliptic (\( \beta = 0 \)) or the elliptic (\( \beta > 0 \)) Laplacian on the Heisenberg group. At least when \( \beta > 0 \), our main result Theorem 1.1 below is in a way an explicit version of the abstract Theorem 4.1 in [G2].

The interest in our result is double: we compute explicitly for the first time the gradient which appears in the right hand side of Theorem 4.1 in [G2] in the case of the Heisenberg group for all \( \beta \geq 0 \), and we show, by looking at the case \( \beta = 0 \), that the method of Gross gives a non degenerate result for a sub-Riemannian model. This is surprising and unexpected.

The next theorem, that is the main result of the paper and is proved in Section 3, states the logarithmic Sobolev inequality for \( \gamma = \gamma_1 \). From the scaling property of the heat kernel, we can easily deduce a logarithmic Sobolev inequality for \( \gamma_t \) for every \( t > 0 \).

**Theorem 1.1** (Logarithmic Sobolev inequality). For all \( \beta \geq 0 \) and \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),

\[
\text{Ent}_\gamma(f^2) \leq 2 \int_0^1 E(g(H_1, H_t)) \, dt
\]

where for \( h = (x, y, z) \) and \( h' = (x', y', z') \),

\[
g(h, h') := \left( \partial_x f(h) - \frac{y - 2y'}{2} \partial_z f(h) \right)^2 + \left( \partial_y f(h) + \frac{x - 2x'}{2} \partial_z f(h) \right)^2 + \beta^2 (\partial_z f(h))^2
\]

\[
= ((X + y'Z)f(h))^2 + ((Y - x'Z)f(h))^2 + \beta^2 (Zf(h))^2.
\]
The shape of the right hand side of (1.6) comes from the fact that the increments are not commutative: the sum in \( S_n \) produces along (1.4) the integral from 0 to 1.

The following corollary is obtained via Brownian Bridge and heat kernel estimates.

**Corollary 1.2 (Weighted logarithmic Sobolev inequality).** If \( \beta = 0 \) then there exist a constant \( C > 0 \) such that for all \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),

\[
\text{Ent}_\gamma(f^2) \leq 2 \mathbb{E}_\gamma \left( \left( \partial_x f \right)^2 + \left( \partial_y f \right)^2 + C(1 + x^2 + y^2 + |z|)(\partial_z f)^2 \right).
\]

(1.7)

Corollary 1.2 is proved in Section 4.

**Structure of the paper.** Section 2 provides a discussion and a comparison with other inequalities such as the inequality of H.-Q. Li and the “elliptic” inequality of Baudoin and Garofalo. Section 3 is devoted to the proof of Theorem 1.1 which is based on the method of Gross using a random walk and the CLT. Section 4 provides the proof of Corollary 1.2 by using an expansion of (1.6), a probabilistic (Bayes formula), analytic (bounds for the heat kernel on \( \mathbb{H} \)), and geometric (bounds for the Carnot – Carathéodory distance) arguments for the control of the density of the Brownian bridge. For completeness, a short proof of the “elliptic” inequality of Baudoin and Garofalo in the case of the Heisenberg group (inequalities (2.4)-(2.5)) is provided in Section 5. Finally, in Section 6 we give the extension of our main result (Theorem 1.1) to the case of homogeneous Carnot groups of rank two (Theorem 6.1).

2. Discussion and comparison with other inequalities

**Novelty.** Taking \( \beta = 0 \) in (1.6) provides a new sub-elliptic logarithmic Sobolev inequality for the sub-Riemannian Gaussian law \( \gamma \), namely, for all \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),

\[
\text{Ent}_\gamma(f^2) \leq 2 \int_0^1 \mathbb{E}(g(H_1, H_t)) \, dt
\]

(2.1)

where

\[
g(h, h') := \left( \partial_x f(h) - \frac{y - 2y'}{2} \partial_z f(h) \right)^2 + \left( \partial_y f(h) + \frac{x - 2x'}{2} \partial_z f(h) \right)^2.
\]

**Horizontal optimality.** The logarithmic Sobolev inequality (2.1), implies the optimal logarithmic Sobolev inequality for the standard Gaussian distribution \( \mathcal{N}(0, I_2) \) on \( \mathbb{R}^2 \) with the Euclidean gradient, namely, for all \( f \in \text{Schwartz}(\mathbb{R}^2, \mathbb{R}) \),

\[
\text{Ent}_{\mathcal{N}(0, I_2)}(f^2) \leq 2 \mathbb{E}_{\mathcal{N}(0, I_2)}((\partial_x f)^2 + (\partial_y f)^2).
\]

To see it, it suffices to express (2.1) with a function \( f \) that does not depend on the third coordinate \( z \). This shows in particular the optimality (minimality) of the constant 2 in front of the right hand side in the inequality of Theorem 1.1 and in (2.1).

**Poincaré inequality.** Recall that the variance of \( f : \mathbb{H} \to \mathbb{R} \) with respect to \( \mu \) is

\[
\text{Var}_\mu(f) := \int \Phi(f) \, d\mu - \Phi \left( \int f \, d\mu \right) \quad \text{where this time} \quad \Phi(u) = u^2.
\]

As usual, the logarithmic Sobolev inequality (2.1) gives a Poincaré inequality by linearization. More precisely, replacing \( f \) by \( 1 + \varepsilon f \) in (2.1) gives, as \( \varepsilon \to 0 \),

\[
\text{Var}_\gamma(f) \leq \int_0^1 \mathbb{E}(g(H_1, H_t)) \, dt.
\]
Comparison with H.-Q. Li inequality. For \( \beta = 0 \), Hong-Quan Li has obtained in [L1] (see also [B3] for a Poincaré inequality) the following logarithmic Sobolev inequality: there exists a constant \( C_{\text{LSI}} > 0 \) such that for all \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),
\[
\text{Ent}_\gamma(f^2) \leq C_{\text{LSI}} \mathbb{E}_\gamma((Xf)^2 + (Yf)^2).
\] (2.2)

The right hand side in (2.2) involves the “carré du champ” of the sub-Laplacian \( L \), namely the functional quadratic form: \( \Gamma(f, f) := \frac{1}{2}(L(f^2) - 2Lf) = (Xf)^2 + (Yf)^2 \). Following the by now standard Bakry – Émery approach, the expansion of the scaled version shows that necessarily \( C_{\text{LSI}} > 2 \) but the optimal (minimal) constant is unknown.

One can deduce from (2.2) a weighted inequality. Namely, since the random variables \(-H_t\) and \( H_t \) have the same law conditionally to \( \{H_0 = 0\} \), one can cancel out by symmetry, in average, the cross terms involving \( x\partial_x f \partial_x f \) and \( y\partial_y f \partial_y f \) when expanding the right hand side of the sum in (2.2) and its rotated version. The symmetrized version of (2.2) that we obtained in this way appears as a weighted logarithmic Sobolev inequality: for all \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),
\[
\text{Ent}_\gamma(f^2) \leq C_{\text{LSI}} \mathbb{E}_\gamma((\partial_x f)^2 + (\partial_y f)^2 + \frac{x^2 + y^2}{4}(\partial_z f)^2).
\] (2.3)

Comparison with the “elliptic” inequality of Baudoin-Garofalo. Baudoin and Garofalo have developed in [BG] a generalization of the Bakry – Émery semigroup/curvature approach well adapted to the sub-Riemannian setting, see also [B2, Prop. 4.11], [BB], and [Bo, Prop. 5.3.7 p. 129]. Their framework is well-suited for studying weighted functional inequalities such as (1.7) and (2.3). More precisely, it allows first to derive the following result: if \( \beta = 0 \) then for all real number \( \nu > 0 \) and all function \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),
\[
\text{Ent}_\gamma(f^2) \leq 2\nu(e^{\nu} - 1) \mathbb{E}_\gamma(\nu^2 + (Xf)^2 + (Yf)^2 + \nu(Zf)^2).
\] (2.4)

The symmetrized version of (2.4) is given by the following new weighted logarithmic Sobolev inequality: if \( \beta = 0 \) then for all real number \( \nu > 0 \) and all function \( f \in \text{Schwartz}(\mathbb{H}, \mathbb{R}) \),
\[
\text{Ent}_\gamma(f^2) \leq 2\nu(e^{\nu} - 1) \mathbb{E}_\gamma((\partial_x f)^2 + (\partial_y f)^2 + (\nu + \frac{x^2 + y^2}{4})(\partial_z f)^2).
\] (2.5)

Our weighted inequality (1.7) is close to the weighted inequalities (2.3) and (2.4).

For the reader convenience, we provide a short proof of (2.4) and (2.5) in Section 5. This proof is the Heisenberg group specialization of the proof given in [Bo, Prop. 5.3.7 p. 129] (PhD thesis of the first author) see also [B2, Prop. 4.11] (PhD advisor of the first author).

Extensions and open questions. The Heisenberg group is the simplest non-trivial example of a Carnot group in other words stratified nilpotent Lie group. Those groups have a strong geometric meaning both in standard and stochastic analysis, see for instance [B1] for the latter point. Theorem 1.1 is extended to homogeneous Carnot group of rank two in Section 6. Note that the criterion of Baudoin and Garofalo [BG] holds for Carnot groups of rank two and an inequality similar to (2.4) holds in this context, see [B2].

The bounds on the distance and the heat kernel used to derive the weighted inequality (1.7) are not available for general Carnot groups and it should require more work to obtain an equivalent of Corollary 1.2. As a comparison, note that a version of (2.2) exists on groups with a so called H-structure, see [E1], but a general version on Carnot groups is unknown due to the lack of general estimates for the heat kernel. An extension of Theorem 1.1 in the case of higher dimensional Carnot groups or in the case of curved sub-Riemannian space as CR spheres or anti-de Sitter spaces is opened.

Moreover, in the context and spirit of the work of Leonard Gross [G2] in the elliptic case, an approach at the level of paths space should be available. It is also natural to ask about a direct analytic proof or semigroup proof of the inequality of Theorem 1.1 without using the Central Limit Theorem.
Fix a real $\beta \geq 0$. Consider $(x_n, y_n, z_n)_{n \geq 1}$ a sequence of independent and identically distributed random variables with Gaussian law of mean zero and covariance matrix diag$(1, 1, \beta^2)$. Let $S_n$ be as in \ref{eq:Sn}. The Central Limit Theorem gives

$$S_n \xrightarrow{n \to \infty} \gamma.$$

The law $\nu_n$ of $S_n$ satisfies $\nu_n = (\mu_n)^n$ where the convolution takes place in $\mathbb{H}$ and where $\mu_n$ is the Gaussian law on $\mathbb{R}^3$ with covariance matrix diag$(1/3, 1/3, \beta^2/n)$.

For all $i = 1, \ldots, n$, let us define

$$S_{n,i} := (X_n, Y_n, Z_n, X_{n,i}, Y_{n,i})$$

where

$$X_{n,i} \coloneqq -\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \epsilon_{ij} x_j \quad \text{and} \quad Y_{n,i} \coloneqq -\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \epsilon_{ij} y_j.$$

The optimal logarithmic Sobolev inequality for the standard Gaussian measure $\mathcal{N}(0, I_{3n})$ on $\mathbb{R}^{3n}$ gives, for all $g \in \text{Schwartz}(\mathbb{R}^{3n}, \mathbb{R})$,

$$\text{Ent}_{\mathcal{N}(0, I_{3n})}(g^2) \leq 2 \mathbb{E}_{\mathcal{N}(0, I_{3n})} \left( \sum_{i=1}^{n} (\partial_x g)^2 + (\partial_y g)^2 + (\partial_z g)^2 \right).$$

Let $s_n : \mathbb{R}^{3n} \to \mathbb{H}$ be the map such that $S_n = s_n((x_1, y_1, z_1), \ldots, (x_n, y_n, z_n))$. For some $f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})$ the function $g = f(s_n)$ satisfies

$$\partial_x g(s_n) = \frac{1}{\sqrt{n}} (\partial_x f - \frac{Y_{n,i}}{2} \partial_z f)(s_n),$$
$$\partial_y g(s_n) = \frac{1}{\sqrt{n}} (\partial_y f + \frac{X_{n,i}}{2} \partial_z f)(s_n),$$
$$\partial_z g(s_n) = \frac{\beta}{\sqrt{n}} (\partial_z f)(s_n).$$

It follows that for all $f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})$, denoting $\nu_n \coloneqq \text{Law}(S_n)$,

$$\text{Ent}_{\nu_n}(f^2) \leq \frac{2}{n} \sum_{i=1}^{n} \mathbb{E}(h(S_{n,i})) = 2 \mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} h(S_{n,i}) \right) \quad \text{(3.1)}$$

where $h : \mathbb{R}^{5} \to \mathbb{R}$ is defined from $f$ by

$$h(x, y, z, x', y') := ((\partial_x - \frac{y'}{2} \partial'_z) f(x, y, z))^2 + (\partial_y + \frac{x'}{2} \partial_z f(x, y, z))^2 + \beta^2 (\partial_z f(x, y, z))^2$$

The right hand side of (3.1) as $n \to \infty$ is handled by explaining the law of $S_{n,i}$ through a triangular array of increments of the process we anticipated in the limit. More precisely, let $((X_t, Y_t))_{t \geq 0}$ be a standard Brownian motion on $\mathbb{R}^2$ started from the origin, let $(A_t)_{t \geq 0}$ be its Lévy area, and let $(W_t)_{t \geq 0}$ be a Brownian motion on $\mathbb{R}$ starting from the origin, independent of $(X_t, Y_t)_{t \geq 0}$. Let us define, for $n \geq 1$ and $1 \leq i \leq n$,

$$\xi_{n,i} \coloneqq \sqrt{n} \left( X_{\frac{1}{n}} - X_{\frac{i-1}{n}} \right), \quad \eta_{n,i} \coloneqq \sqrt{n} \left( Y_{\frac{1}{n}} - Y_{\frac{i-1}{n}} \right), \quad \zeta_{n,i} \coloneqq \sqrt{n} \left( W_{\frac{1}{n}} - W_{\frac{i-1}{n}} \right).$$
For all fixed $n \geq 1$, the random variables $(\xi_{n,i})_{1 \leq i \leq n}$, $(\eta_{n,i})_{1 \leq i \leq n}$, and $(\zeta_{n,i})_{1 \leq i \leq n}$ are independent and identically distributed with Gaussian law $N(0,1)$. Let us define now

$$X_n := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_{n,i},$$

$$Y_n := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \eta_{n,i},$$

$$A_n := \frac{1}{2n} \sum_{i=1}^{n} \sum_{j=1}^{n} \xi_{n,i} \epsilon_{i,j} \eta_{n,j},$$

$$Z_n := \beta \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \zeta_{n,i} + A_n,$$

$$X_{n,i} := -\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \epsilon_{i,j} \xi_{n,j},$$

$$Y_{n,i} := -\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \epsilon_{i,j} \eta_{n,i}.$$

We have then the equality in distribution

$$(X_n, Y_n, Z_n - A_n, X_{n,i}, Y_{n,i}) := (X_1, Y_1, \beta W_1, X_1 - (X_{n-1} + X_n), Y_1 - (Y_{n-1} + Y_n)).$$

Moreover, as $i/n \to s \in [0,1]$, we have the convergence in distribution

$$S_{n,i} := (X_n, Y_n, Z_n, X_{n,i}, Y_{n,i}) \xrightarrow{d_{n \to \infty}} (X_1, Y_1, A_1 + \beta W_1, X_1 - 2X_s, Y_1 - 2Y_s).$$

It follows that for all continuous and bounded $h : \mathbb{R}^5 \to \mathbb{R}$,

$$\frac{1}{n} \sum_{i=1}^{n} E(h(S_{n,i})) = \int_0^1 E(h(X_n, Y_n, Z_n, X_{n,i}, Y_{n,i})) \, dt \xrightarrow{n \to \infty} \int_0^1 E(h(X_1, Y_1, A_1 + \beta W_1, X_1 - 2X_s, Y_1 - 2Y_s)) \, dt.$$

4. Proof of Corollary 1.2

Let us consider (1.6) with $\beta = 0$. By expanding the right-hand side, and using the fact that the conditional law of $H_1$ given $\{H_0 = 0\}$ is invariant by central symmetry, we get a symmetrized weighted logarithmic Sobolev inequality: for all $f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})$,

$$\text{Ent}_H(f^2) \leq 2E((\partial_x f)^2(H_1)) + \frac{1}{2} \int_0^1 E(E((X_1 - 2X_t)^2 + (Y_1 - 2Y_t)^2 | H_1)(\partial_x f)^2(H_1)) \, dt \leq 2E((\partial_x f)^2(H_1)) + E((\partial_x f)^2(H_1)) \int_0^1 E(X_t^2 + Y_t^2 | H_1) \, dt.$$

The desired result is a direct consequence of the following lemma.

**Lemma 4.1** (Bridge control). There exists a constant $C > 0$ such that for all $0 \leq t \leq 1$ and $h = (x, y, z) \in \mathbb{H}$,

$$E(X_t^2 + Y_t^2 | H_1 = h) \leq C(t^2 d^2(e, h) + t)$$

and

$$\int_0^1 E(X_t^2 + Y_t^2 | H_1 = h) \, dt \leq C(1 + x^2 + y^2 + |z|).$$

Note that for the classical euclidean Brownian motion

$$E(||B_t||^2 | B_0) = t^2 ||B_1||^2 + nt(1-t).$$

**Proof of Lemma 4.1** For all random variables $U, V$, we denote by $\varphi_U$ the density of $U$ and by $\varphi_U|V=v$, the conditional density of $U$ given $\{V = v\}$. For all $0 < t \leq 1$ and $k \in \mathbb{H}$,

$$E(X_t^2 + Y_t^2 | H_1 = k) = \int_{\mathbb{H}} r^2 \varphi_{H_1|H_1=k(g)} \, dg.$$
where \( r_g^2 = x_g^2 + y_g^2 \) and \( g = (x_g, y_g, z_g) \). Recall that \( p_t(h, g) := \varphi_{H_t = h \mid H_0 = g} \) and that \( e := (0, 0, 0) \) is the origin in \( \mathbb{H} \). Thanks to the Bayes formula, for all \( g, h \in \mathbb{H} \),

\[
\varphi_{H_t = h \mid H_0 = g}(g) = \frac{\varphi_{H_t, H_0 = h}(g, k)}{\varphi_{H_0}(k)} = \frac{\varphi_{H_t}(g)\varphi_{H_t, H_0 = g}(k)}{\varphi_{H_0}(k)} = \frac{p_t(e, g)p_{t-1}(g, k)}{p_t(e, k)}.
\]

Back to our objective, we have

\[
E(X_t^2 + Y_t^2 \mid H_1 = k) = \int p_t(e, g)r_g^2(e, g)p_{1-t}(g, k) \, dg \leq \int p_t(e, g)d^2(e, g)p_{1-t}(g, k) \, dg.
\]

In what follows, the constant \( C \) may change from line to line. The idea is to kill the polynomial term \( d^2 \) in the numerator by using the exponential decay of the heat kernel, at the price of a slight time change. Namely, using (1.3), we get, for all \( 0 < \varepsilon < 1/2 \),

\[
\int p_t(e, g)r_g^2(e, g)p_{1-t}(g, k) \, dg \leq \int \frac{C}{\sqrt{t^4 + t^4 rd(e, g)}} \, d^2(e, g) \exp \left( -\frac{d^2(e, g)}{4t} \right) p_{1-t}(g, k) \, dg \\
\leq \int \frac{Ct}{\varepsilon \sqrt{t^4 + t^4 rd(e, g)}} \exp \left( -(1 - \varepsilon) \frac{d^2(e, g)}{4t} \right) p_{1-t}(g, k) \, dg \\
\leq \int \frac{Ct}{\varepsilon} \left( \frac{t^4 \varepsilon^2}{2} + \left( \frac{t^4 \varepsilon^2}{2} \right)^3 rd(e, g) \right) \frac{p_{1-t}(e, g)p_{1-t}(g, k) \, dg}{p_{1-t}(e, k)} \\
\leq \frac{Ct}{\varepsilon(1 - \varepsilon)^2} \left( \frac{p_{1-t}(e, g)p_{1-t}(g, k) \, dg}{p_{1-t}(e, k)} \right).
\]

where we used \( x \exp(-x) \leq \frac{1}{x^2} \exp(-(1 - \varepsilon)x) \). Therefore, for all \( 0 < \varepsilon \leq 1/2 \),

\[
E(X_t^2 + Y_t^2 \mid H_1 = k) \leq \frac{Ct}{\varepsilon(1 - \varepsilon)^2} \left( \frac{p_{1-t}(e, g)p_{1-t}(g, k) \, dg}{p_{1-t}(e, k)} \right) \\
\leq \frac{Ct}{\varepsilon(1 - \varepsilon)^2} \exp \left( \frac{\varepsilon t}{1 - \varepsilon + \varepsilon t} \frac{d^2(e, k)}{4} \right) \\
\leq \frac{Ct}{\varepsilon} \exp \left( \frac{\varepsilon d^2(e, k)}{2} \right).
\]

Now if \( t d^2(e, k) \geq 1 \), then we take \( \varepsilon = 1/(2td^2(e, k)) \) which gives

\[
E(X_t^2 + Y_t^2 \mid H_1 = k) \leq Ct^2 d^2(e, k),
\]

while if \( t d^2(e, k) < 1 \), then we take \( \varepsilon = 1/2 \) which gives

\[
E(X_t^2 + Y_t^2 \mid H_1 = k) \leq Ct.
\]

This provides the first desired inequality. We get the second using (1.2). \( \square \)

5. Proof of inequalities (2.4) and (2.5)

In this section, we provide for the reader convenience a short proof of the inequalities (2.4) and (2.5). This corresponds to the case \( \beta = 0 \), but the method remains in fact valid beyond the assumption \( \beta = 0 \). Recall that this proof is essentially the Heisenberg group specialization of the proof given in [Bo, Prop. 5.3.7 p. 129] (see also [B2, Prop. 4.11]).
Proof of \([2.4]\). For simplicity, we change \(L\) by a factor 2 and set \(L = X^2 + Y^2\) and \(P_t = e^{tL}\), and in particular \(\gamma = P_{1/2}(\cdot)(0)\). For all \(f, g \in \text{Schwartz}(\mathbb{H}, \mathbb{R})\), let us define
\[
\Gamma_{\text{hori}}(f, g) := \frac{1}{2}(L(fg) - fLg - gLf) = X(f)X(g) + Y(f)Y(g),
\]
\[
\Gamma_{\text{vert}}(f, g) := Z(f)Z(g),
\]
\[
\Gamma_{\text{elli}}(f, g) := \Gamma_{\text{hori}}(f, g) + \nu \Gamma_{\text{vert}}(f, g).
\]

Let us also denote
\[
\Gamma_2^{\text{hori}}(f, f) := \frac{1}{2}(L\Gamma_{\text{hori}}(f, f) - 2\Gamma_{\text{hori}}(f, Lf)),
\]
\[
\Gamma_2^{\text{vert}}(f, f) := \frac{1}{2}(L\Gamma_{\text{vert}}(f, f) - 2\Gamma_{\text{vert}}(f, Lf)),
\]
\[
\Gamma_2^{\text{mix}}(f, f) := \frac{1}{2}(L\Gamma_{\text{elli}}(f, f) - 2\Gamma_{\text{elli}}(f, Lf)).
\]

In the sequel, we also denote \(\Gamma(f) = \Gamma(f, f)\) and \(\Gamma_2(f) = \Gamma_2(f, f)\).

**Curvature inequality.** The following inequality holds: for all \(f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})\),
\[
\Gamma_2^{\text{mix}}(f, f) \geq -\frac{1}{\nu} \Gamma_{\text{elli}}(f, f). \tag{5.1}
\]

Indeed, an easy computation gives
\[
\Gamma_2^{\text{hori}}(f, f) = (X^2 f)^2 + (Y^2 f)^2 + (XY f)^2 + (Y X f)^2 - 2(X f)(Y Z f) + 2(Y f)(X Z f)
\]
\[
\Gamma_2^{\text{mix}}(f, f) = (X f)^2 + (Y Z f)^2.
\]

Since \(\Gamma_2^{\text{mix}} = \Gamma_2^{\text{hori}} + \nu \Gamma_2^{\text{vert}}\) and \(Z f = XY f - Y X f\), the Cauchy–Schwarz’s inequality gives
\[
\Gamma_2^{\text{mix}}(f, f) \geq \frac{1}{2}(L f)^2 + \frac{1}{2}(XY f + Y X f)^2 + \frac{1}{2}(Z f)^2 - \frac{1}{\nu} X(f)^2 - \frac{1}{\nu} Y(f)^2,
\]
which implies the desired curvature inequality \([5.1]\).

Semigroup inequality. Let \(f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})\) with \(f \geq 0\). For all \(0 \leq s \leq t\), set
\[
U(s) := (P_{t-s} f) \Gamma_{\text{elli}}(\log(P_{t-s} f)) \quad \text{and} \quad V(s) := (P_{t-s} f) \Gamma_{\text{elli}}(\log(P_{t-s} f)).
\]

Then for \(0 \leq s \leq t\),
\[
LU + \partial_s U = (P_{t-s} f) \Gamma_{\text{elli}}(\log(P_{t-s} f)) \leq (P_{t-s} f) \Gamma_{\text{elli}}(\log(P_{t-s} f)) = V(s) \tag{5.2}
\]
\[
LV + \partial_s V = 2(P_{t-s} f) \Gamma_2^{\text{mix}}(\log(P_{t-s} f)) \geq -\frac{2}{\nu} V(s). \tag{5.3}
\]

The first equality in \([5.2]\) holds since \(\Gamma_{\text{elli}}\) is the “carré du champ” associated to \(L\), the inequality holds because \(\Gamma_{\text{vert}}(f, f) \geq 0\) and the second equality is the definition of \(V\).

In \([5.3]\) we have used that \(\Gamma_{\text{elli}} = \Gamma_{\text{hori}} + \nu \Gamma_{\text{vert}}\), that the horizontal part of \(\Gamma_{\text{elli}}\) will produce \(\Gamma_{\text{hori}}\) (same kind of computation as in the first inequality of \([5.2]\)) and that vertical part commute to the horizontal one \(\Gamma_{\text{hori}}(f, \Gamma_{\text{vert}}(f, f)) = \Gamma_{\text{vert}}(f, \Gamma_{\text{hori}}(f, f))\), the inequality comes from \([5.1]\).

**Final step.** Since by \([5.2]\), \(L(e^{\frac{t}{\nu}} V(s)) + \partial_s(e^{\frac{t}{\nu}} V(s)) \geq 0\), a parabolic comparison such as \([BG]\) Prop. 4.5] or a simple semigroup interpolation implies that for \(t \geq 0\),
\[
e^{\frac{t}{\nu}} P_t(\Gamma_{\text{elli}}(\log f)) = e^{\frac{t}{\nu}} V(t) \geq V(0) = (P_t f)\Gamma_{\text{elli}}(\log P_t f).
\]

In particular,
\[
V(s) \leq e^{\frac{2(t-s)}{\nu}} P_{t-s}(\Gamma_{\text{elli}}(\log f)). \tag{5.4}
\]

Now from \([5.2]\), another application of the parabolic comparison theorem and the last estimate \([5.1]\) give
\[
P_t(U(t)) \leq U(0) + \int_0^t P_s(V(s)) \, ds \leq U(0) + \int_0^t e^{\frac{2(t-s)}{\nu}} \, ds \, P_t \left( f\Gamma_{\text{elli}}(\log f) \right);
\]
that is:
\[
P_t(f \log f)(x) - P_t(f)(x) \log P_t(f)(x) \leq \frac{\nu}{2} \left( e^{\frac{t}{\nu}} - 1 \right) P_t \left( \frac{\Gamma_{\text{elli}}(f, f)}{f} \right)(x).
\]
The conclusion follows by taking $t = 1/2$ and $x = 0$ since $\gamma = P_{1/2}(\cdot)(0)$. \hfill \Box

\textbf{Proof of (2.5).} Let us consider the right (instead of left) invariant vector fields
\[ \hat{X} := \partial_x + \frac{y}{2} \partial_z \quad \text{and} \quad \hat{Y} := \partial_y - \frac{x}{2} \partial_z \]
and $\hat{L} = \hat{X} + \hat{Y}$ and $\hat{P}_t = e^{t \hat{L}}$ the corresponding generator and semi-group. The semi-group is bi-invariant in the sense that $P_t f(0) = \hat{P}_t f(0)$, see for instance [3BC]. Recall that $\gamma = P_{1/2}(\cdot)(0) = \hat{P}_{1/2}(\cdot)(0)$. The method of proof of (2.4) remains valid if one replaces $X, Y, L, P_t$ by their right invariant counter parts and yields that for all $f \in \text{Schwartz}(\mathbb{H}, \mathbb{R})$,
\[ \text{Ent}_\gamma(f^2) \leq 2 \nu(e^{\frac{1}{2}} - 1) \mathbb{E}_x \left( (\hat{X} f)^2 + (\hat{Y} f)^2 + \nu(-Z f)^2 \right). \tag{5.5} \]
The conclusion follows by the summation of the inequalities (2.4) and (5.5). \hfill \Box

\section{Extension to Homogeneous Carnot Groups of Rank Two}

In this final section we consider the class of homogeneous Carnot groups of step two. We refer to [BLU] for more details and results on this class of Carnot groups. An homogeneous Carnot groups of step two is $\mathbb{R}^N = \mathbb{R}^d \times \mathbb{R}^m$ equipped with the group law given by
\[ (x, z) \cdot (x', z') = (x + x', z + z' + \frac{1}{2}(Bx, x')) \]
where $x, x' \in \mathbb{R}^d$, $z, z' \in \mathbb{R}^m$ and
\[ \langle Bx, x' \rangle = \left( (B^{(1)}x, x'), \cdots, (B^{(m)}x, x') \right) \]
for some linearly independent skew-symmetric $d \times d$ matrices $B^{(l)}$, $1 \leq l \leq m$. This class of groups includes a lot of usual examples, for instance all the Heisenberg groups $\mathbb{H}_n$ and free rank two Carnot groups. The case of the Heisenberg group $\mathbb{H}_1$ corresponds to
\[ d = 2, \quad m = 1, \quad B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \]
Actually, it is known that each stratified group of rank two is isomorphic to such an homogeneous Carnot group, see for instance [BLU] Theorem 3.2.2. These homogeneous Carnot groups admit a dilation given by
\[ \text{dil}_\lambda(x, z) := (\lambda x, \lambda^2 z). \]
The natural sub-Riemannian Brownian motion is given by $(X_t, Z_t)_{t \geq 0}$ where $X$ is a standard Brownian motion on $\mathbb{R}^d$ and where $Z$ corresponds to its generalized Levy area:
\[ Z_t^{(l)} = \sum_{1 \leq p < q \leq d} b^{(l)}_{p,q} A_t^{(p,q)} \]
with
\[ A_t^{(p,q)} = \int_0^t X_s^{(p)} dX_s^{(q)} - \int_0^t X_s^{(q)} dX_s^{(p)} \]
We denote by $\gamma$ the law of $(X_1, Z_1)$. The proof given in the case of the Heisenberg group $\mathbb{H}_1$ easily extends to this setting and leads to the following result.

\textbf{Theorem 6.1} (Logarithmic Sobolev inequality). For all $f \in \text{Schwartz}(\mathbb{R}^N, \mathbb{R})$,
\[ \text{Ent}_\gamma(f^2) \leq 2 \sum_{p=1}^d \int_0^t \mathbb{E} \left[ \left( \partial_p f(X_1, Z_1) + \sum_{l=1}^m \sum_{q=1}^d b^{(l)}_{p,q}(X_1^{(q)} - 2X_s^{(q)}) \right) \partial_{d+l} f(X_1, Z_1) \right]^2. \]
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