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ABSTRACT. The nonlinear systems obtained by discretizing degenerate parabolic equations may be hard to solve, especially with Newton’s method. In this paper, we apply to Richards equation a strategy that consists in defining a new primary unknown for the continuous equation in order to stabilize Newton’s method by parametrizing the graph linking the pressure and the saturation. The resulting form of Richards equation is then discretized thanks to a monotone Finite Volume scheme. We prove the well-posedness of the numerical scheme. Then we show under appropriate non-degeneracy conditions on the parametrization that Newton’s method converges locally and quadratically. Finally, we provide numerical evidences of the efficiency of our approach.
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1. Introduction

1.1. Motivations and presentation of the Richards equation. Solving numerically some nonlinear partial differential equations, for example by using finite elements or finite volumes, often amounts to the resolution of some nonlinear system of equations of the form:

\[(1) \text{ Find } u \in \mathbb{R}^N \text{ such that } R(u) = 0_{\mathbb{R}^N}, \]

where \( N \in \mathbb{N}^* \) is the number of degrees of freedom and can be large. One of the most popular method for solving the systems of the form (1) is the celebrated Newton-Raphson method. If this iterative procedure converges, then its limit is necessarily a solution to (1). However, making the Newton method converge is sometimes difficult and might require a great expertise. Nonlinear preconditioning techniques have been recently developed in improve the performance of the Newton’s method, see for instance [18, 7].

Complex multiphase or unsaturated porous media flows are often modeled thanks to degenerate parabolic problems. We refer to [3] for an extensive discussion about models of porous media flows. For such degenerate problems, making Newton’s method converge is often very difficult. This led to the development of several strategies to optimize the convergence properties, like for instance the so-called continuation-Newton method [45], or trust region based solvers [44]. An alternative approach consist in solving (1) thanks to a robust fixed point procedure with linear convergence speed rather that with the quadratic Newton’s method (see for instance [46, 30, 31, 40]). Comparisons between the fixed point and the Newton’s
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strategies are presented for instance in [33, 4] (see also [42]). Combinations of both
technics (perform few fixed points iterations before running Newton’s algorithm)
was for instance performed in [35].

Our strategy consists in reformulating the problem before applying Newton’s
method. The reformulation consists in changing the primary variable in order
to improve the behavior of Newton’s method. We apply this strategy to the so
called Richards equation [43, 3] modeling the unsaturated flow of water within a
porous medium. Extension to more complex models of porous media flows will be
the purpose of the forthcoming contribution [5].

Denote by Ω some open subset of \( \mathbb{R}^d \) (\( d \leq 3 \)) representing the porous
medium (in the sequel, \( \Omega \) will be supposed to be polyhedral for meshing purpose), by
\( T > 0 \) a finite time horizon, and by \( Q := \Omega \times (0, T) \) the corresponding space-time cylinder.
We are interested in finding a saturation profile \( \bar{s} : Q \rightarrow [0, 1] \) and a water
pressure \( \bar{p} : Q \rightarrow \mathbb{R} \) such that

\[
\partial_t \bar{s} - \nabla \cdot (\lambda(\bar{s}) (\nabla \bar{p} - g)) = 0,
\]

where the mobility function \( \lambda : [0, 1] \rightarrow \mathbb{R}_+ \) is a nondecreasing \( C^2 \) function
that satisfies \( \lambda(s \leq 0) = 0 \) and \( \lambda(s > 0) > 0 \), and where \( g \in \mathbb{R}^d \) stands
for the gravity vector. In order to ease the reading, we have set the porosity equal to 1
in (2) and neglected the residual saturation. The pressure and the water content
are supposed to be linked by some monotone relation

\[
\bar{s} = S(\bar{p}), \quad \text{a.e. in } Q
\]

where \( S \) is a non-decreasing function from \( \mathbb{R} \) to \( [0, 1] \). In what follows, we assume
that \( S(p) = 1 \) for all \( p \geq 0 \), that corresponds to assuming that the porous medium
is water wet, and that \( S \in L^1(\mathbb{R}_-) \), implying in particular that \( \lim_{p \to -\infty} S(p) = 0 \). As a consequence of the Lipschitz continuity of \( \lambda \) and of the integrability of \( S \) on \( \mathbb{R}_- \), one has

\[
\lambda(S) \in L^1(\mathbb{R}_-).
\]

We denote by \( p_* = \text{sup}\{p \mid S(p) = 0\} \), with the convention that \( p_* = -\infty \) if
\( \{p \in \mathbb{R} \mid S(p) = 0\} = \emptyset \).

Typical behaviors of \( \lambda \) and \( S \) are depicted in Figure 1.

---

**Figure 1.** The mobility function \( \lambda : [0, 1] \rightarrow \mathbb{R}_+ \) is increasing and
satisfies \( \lambda(0) = 0 \). The saturation function \( S : \mathbb{R} \rightarrow [0, 1] \) is non-
decreasing, constant equal to 1 on \( \mathbb{R}_+ \) and increasing on \((p_*, 0)\) for
some \( p_* \in [-\infty, 0) \).
Remark 1.1. In the case where the domain $\Omega$ and the finite time $T$ are large, a classical hyperbolic scaling consisting in replacing $(x,t)$ by $(x/\epsilon,t/\epsilon)$ leads to the problem

$$\partial_t S^\epsilon(p) - \nabla \cdot (\lambda(S^\epsilon(p))(\nabla p - g)) = 0,$$

where the function $S^\epsilon$ is deduced from $S$ by

$$S^\epsilon(p) = S(p/\epsilon), \quad \forall p \in \mathbb{R}.$$ 

Letting $\epsilon$ tend to 0 leads the maximal monotone capillary pressure graph

$$S^0(p) = \text{sign}_+(p) = \begin{cases} 0 & \text{if } p < 0, \\ [0,1] & \text{if } p = 0, \\ 1 & \text{if } p > 0. \end{cases}$$

The Richards equation then degenerates into a hyperbolic-elliptic problem. Our purpose can be extended to the degenerate case even though the graph $S^0$ lacks regularity thanks to the so-called semi-smooth Newton method (cf. [41]). Moreover, because of the hyperbolic degeneracy, additional entropy criterions à la Carrillo [13] are required in order to characterize the relevant solution. In order to simplify our purpose as much as possible, we focus on the case $\epsilon > 0$.

The problem (2)–(3) is complemented by the initial condition

$$\mathbf{s}|_{t=0} = s_0 \in L^\infty(\Omega;[0,1]),$$

and by Dirichlet boundary conditions on the pressure:

$$p|_{\partial\Omega \times (0,T)} = p_D.$$ 

The regularity requirements on the boundary condition will be specified later on.

At least from a mathematical point of view, it is natural to solve (2) by choosing $p$ or the Kirchhoff transform $u$ (to be defined later on at (8)) as a primary unknown then to deduce $s = S(p) = \tilde{S}(u)$. However, this approach lacks efficiency when one aims to solve the Richards equation numerically, especially for dry media, i.e., when the saturation $s$ is close to 0. In this latter situation, it turns out that the Newton methods encounters difficulties to converge for solving the nonlinear system obtained thanks to standard implicit numerical methods (say $P1$-Finite Elements [33], mixed finite elements [4], or Finite Volumes [25, 27]). A better choice as a primary unknown in the dry regions is the saturation $s$, $p$, or $u$ being computed thanks to the inverse function of $S$ or $\tilde{S}$ respectively. But choosing the saturation $s$ as the primary variable yields difficulties in the saturated regions, i.e., where $s = 1$. Hence, a classical approach for solving numerically the Richards equation consists in applying the so-called variable switch, that consists in changing the primary variable following the physical configuration (see, e.g., [17]).

1.2. Monotone parametrization of the graph. The main feature of our contribution consists in parametrizing the graph $S$ in order to stabilize the Newton algorithm without implementing the possibly complex variable switch procedure. This procedure is inspired from the one proposed by J. Carrillo [14] (see also [36] for numerical issues) to deal with hyperbolic scalar conservation laws with discontinuous flux w.r.t. the unknown. Let us introduce two continuously differentiable nondecreasing functions

$$s : (\tau_* , \infty) \to [0,1] \quad \text{and} \quad p : (\tau_* , \infty) \to (-\infty, \infty),$$
where \( \tau_* < 0 \) may be equal to \(-\infty\), such that \( p(0) = 0 \) and 
\[
\bar{s} \in \mathcal{S}(\bar{p}) \iff \text{there exists } \tau \geq \tau_* \text{ s.t. } \bar{s}(\tau) \text{ and } \bar{p} = p(\tau).
\]
This enforces in particular that \( \lim_{\tau \to \tau_*} s(\tau) = 0 \) and \( \lim_{\tau \to \tau_*} p(\tau) = p_* \). In the case where \( \tau_* > -\infty \), the functions \( s \) and \( p \) are then continuously extended into constants on \((-\infty, \tau_*)\). It is assumed that the parametrization function \( s \) satisfies
\[
1 - s \in L^1(\mathbb{R}_+) \quad \text{and} \quad s \in L^1(\mathbb{R}_-).
\]
The Kirchhoff transform \( u : [\tau_*, +\infty) \to \mathbb{R} \) is defined by
\[
u(\tau) = \int_0^\tau \lambda(s(a)) p'(a) da, \quad \forall \tau \geq \tau_.*
\]
It follows from the integrability property (4) that
\[
u_* := \lim_{\tau \searrow \tau_*} u(\tau) \text{ is finite.}
\]
For technical reasons, the function \( u \) is artificially extended into a continuous onto function from \( \mathbb{R} \) to \( \mathbb{R} \) by setting
\[
u(\tau) = \tau - \tau_* + \nu_*, \quad \forall \tau < \tau_*.
\]
However, as it will appear later on (cf. Lemma 2.7), the choice of this extension has no influence on the result.

It is assumed throughout this paper that the parametrization is not degenerated, i.e.,
\[
s'(#) + p'(\tau) > 0 \quad \text{for a.e. } \tau \geq \tau_*,
\]
or equivalently
\[
s'(#) + u'(\tau) > 0 \quad \text{for a.e. } \tau \in \mathbb{R}
\]
since \( \lambda(s(\tau)) > 0 \) for all \( \tau > \tau_* \). Since \( S \) is an absolutely continuous function, this implies in particular that \( p' > 0 \) a.e. in \( \mathbb{R}_+ \).

Such a parametrization of the graph \( S \) always exists but is not unique. For instance, one can choose the parametrizations defined by \( p(\tau) = \tau \) or \( u(\tau) = \tau \). As it will appear in the analysis carried out in the core of the paper, a convenient parametrization should satisfy: there exist \( \alpha_* > 0 \) and \( \alpha^* \geq \alpha_* \) such that
\[
\alpha_* \leq \max(s'(\tau), u'(\tau)) \leq \alpha^*, \quad \forall \tau \in \mathbb{R}.
\]
Thus, we assume that (11) holds for the analysis. This ensures in particular that the functions \( s \) and \( u \) are Lipschitz continuous:
\[
\|s'\|_{\infty} \leq \alpha^*, \quad \|u'\|_{\infty} \leq \alpha^*.
\]
For technical reasons that will appear in the analysis, we also assume that there exists \( C > 0 \) such that
\[
\tau \leq C(u(\tau) + 1), \quad \forall \tau \geq 0.
\]
It is also assumed that
\[
\liminf_{\tau \searrow \tau_*} p'(\tau) > 0.
\]
This assumption is very naturally satisfied for any non-degenerate parametrization in the sense of (11) of a reasonable function \( S \), but unphysical counterexamples can be designed, enforcing us to set (14) as an assumption.
Theorem 1.3. There exists a unique weak solution $s : \Omega \rightarrow [\tau_*, 0]$ to (5) is nondecreasing and onto. Therefore, one can define the function $s^{-1} : [0, 1] \rightarrow [\tau_*, 0]$ by
\begin{equation}
(15) \quad s^{-1}(a) = \min\{x \geq 0 \mid s(x) = a\}, \quad \forall a \in [0, 1].
\end{equation}
This allows to define an initial data $\tau_0$ as $\tau_0 = s^{-1}(s_0)$ such that $s(\tau_0) = s_0$.

Choosing $\tau$ as the primary variable leads to the following doubly degenerate parabolic equation
\begin{equation}
\partial_t s(\tau) - \nabla \cdot \left( \lambda(s(\tau))(\nabla p(\tau) - g) \right) = 0 \quad \text{in } Q.
\end{equation}
This equation turns to
\begin{equation}
(16) \quad \partial_t s(\tau) + \nabla \cdot \left( \lambda(s(\tau))g - \nabla u(\tau) \right) = 0 \quad \text{in } Q,
\end{equation}
at least if $\tau \geq \tau_*$ (this will be ensured, cf. Theorem 1.3). It is relevant to impose the boundary condition
\begin{equation}
(17) \quad \tau|_{\partial Q \times (0, T)} = p^{-1}(p_{D}) =: \tau_D \geq \tau_*.
\end{equation}
as a counterpart of (6). It is finally assumed that $\tau_D$ can be extended to the whole $\Omega \times (0, T)$ in a way such that
\begin{equation}
(18) \quad \tau_D \in C^1(\tilde{Q}), \quad \text{with } \tau \geq \tau_*.
\end{equation}
The regularity required on $\tau_D$ is not optimal and can be relaxed. However, the treatment of the boundary condition is not central in our purpose, hence we stick to (18)

**Definition 1.2.** A measurable function $\tau : Q \rightarrow \mathbb{R}$ is said to be a weak solution to the problem (16), (5), (17) if $u(\tau) - u(\tau_D) \in L^2((0, T); H^1_0(\Omega))$, if $\partial_t s(\tau) \in L^2((0, T); H^{-1}(\Omega))$, and if, for all $\varphi \in C^\infty_0(\Omega \times [0, T]; \mathbb{R})$, one has
\begin{equation}
\int_Q s(\tau)\partial_t \varphi \, dx \, dt + \int_\Omega s_0 \varphi(x, 0) \, dx + \int_Q \left( \lambda(s(\tau))g - \nabla u(\tau) \right) \cdot \nabla \varphi \, dx \, dt = 0.
\end{equation}
The following statement summarizes known results about the weak solutions.

**Theorem 1.3.** There exists a unique weak solution $\tau : \Omega \rightarrow \mathbb{R}$ to the problem (16), (5), (17) in the sense of Definition 1.2. Moreover, $\tau \geq \tau_*$ a.e. in $Q$, $s(\tau) \in C([0, T]; L^p(\Omega))$ for all $p \in [1, \infty)$, and, given two solutions $\tau, \tilde{\tau}$ corresponding to two initial data $s_0$ and $\tilde{s}_0$, we have
\begin{equation}
(19) \quad \int_\Omega (s(\tau(x, t)) - s(\tilde{\tau}(x, t)))^\pm \, dx \leq \int_\Omega (s_0(x) - \tilde{s}_0(x))^\pm \, dx, \quad \forall t \in [0, T].
\end{equation}
Existence of weak solutions have been proved by by Alt and Luckhaus in their seminal paper [1]. We refer to [39] (see also [12, 28]) for extended details on the uniqueness proof and on the comparison principle (19). The time continuity of the saturation can be proved as in [8].

1.3. **Outline of the paper.** In §2, we present an implicit monotone Finite Volume scheme [23] designed for approximating the entropy solution $\tau$ of (5) and (16)–(17). First, we describe in §2.1 how the domains $\Omega$ (and then $Q$) has to be meshed. In particular, the mesh has to fulfill the so-called orthogonality condition so that the diffusion fluxes can be discretized using a simple two-point flux approximation [22].
The Finite Volume scheme is described in §2.2. This scheme yields a nonlinear system of equations

\[
\mathcal{F}_n(\tau^n) = 0, \quad \forall n \in \{1, \ldots, N\}
\]

to be solved at each time step. The existence and the uniqueness of the solution \(\tau^n\) to the nonlinear system (20) is proved at §2.3.

Once we know that the scheme (20) admits one unique solution \(\tau^n\), we discuss its effective computation thanks to Newton’s method in §3. It is in particular proved in §3.2 that the jacobian matrix is uniformly non-degenerate, so that we can use Newton-Kantorovich theorem to claim the convergence of Newton’s method. The quantification of the error linked to the inexact resolution of the nonlinear system is performed in §3.3. Finally, some numerical results are presented in §4 in order to illustrate the efficiency of our approach.

2. The Finite Volume scheme

2.1. Discretization of \(Q\). In this work, we only consider cylindrical discretizations of \(Q\) that consist in discretizing space and time separately.

2.1.1. Admissible mesh of \(\Omega\). The approximation of the diffusive fluxes we propose relies on the so-called two-point flux approximation. This approximation is consistent if the problem is isotropic and if the mesh satisfies the so-called orthogonality condition (see e.g. [22]).

**Definition 2.1** (admissible mesh of \(\Omega\)). An admissible mesh \((\mathcal{T}, \mathcal{E}, (x_K)_{K \in \mathcal{T}})\) of \(\Omega\) is given by a set \(\mathcal{T}\) of disjointed open bounded convex subsets of \(\Omega\) called control volumes, a family \(\mathcal{E}\) of subsets of \(\Omega\) called edges contained in hyperplanes of \(\mathbb{R}^d\) with strictly positive measure, and a family of points \((x_K)_{K \in \mathcal{T}}\) (the so-called cell centers). It is assumed that the mesh integrates the whole \(\Omega\), i.e., \(\bigcup_{K \in \mathcal{T}} K = \Omega\). The boundary of the control volumes are made of edges, i.e., for all \(K \in \mathcal{T}\), there exists a subset \(\mathcal{E}_K\) of \(\mathcal{E}\) such that \(\partial K = \bigcup_{\sigma \in \mathcal{E}_K} \sigma\). Furthermore, \(\mathcal{E} = \bigcup_{K \in \mathcal{T}} \mathcal{E}_K\). For any \((K, L) \in \mathcal{T}^2\) with \(K \neq L\), either the \((d - 1)\)-dimensional Lebesgue measure of \(\overline{K \cap L}\) is 0, or \(\overline{K \cap L} = \sigma\) for some \(\sigma \in \mathcal{E}\). In the latter case, we write \(\sigma = K|L\). We denote by \(\mathcal{E}_{\text{int}} = \{\sigma \in \mathcal{E}, \exists (K, L) \in \mathcal{T}^2, \sigma = K|L\}\) the set of the internal edges, and by \(\mathcal{E}_{\text{ext}} = \{\sigma \in \mathcal{E}, \sigma \subset \partial \Omega\}\), \(\mathcal{E}_{\text{ext}} = \mathcal{E}_K \cap \mathcal{E}_{\text{ext}}\) of the boundary edges. Finally, the family of points \((x_K)_{K \in \mathcal{T}}\) is such that \(x_K \in K\) (for all \(K \in \mathcal{T}\)) and, if \(\sigma = K|L\), it is assumed that the straight line \((x_K, x_L)\) is orthogonal to \(\sigma\). For all \(\sigma \in \mathcal{E}_{\text{ext}}\), there exists one unique cell \(K\) such that \(\sigma \in \mathcal{E}_K\). Then we denote by \(x_\sigma\) the projection of \(x_K\) over the hyperplane containing \(\sigma\), and we assume that \(x_\sigma\) belongs to \(\sigma\).

In what follows, we denote by \(m_K\) the \(d\)-dimensional Lebesgue measure of the control volume \(K \in \mathcal{T}\), and by \(m_\sigma\) the \((d - 1)\)-Lebesgue measure of the edge \(\sigma \in \mathcal{E}\). For all \(\sigma \in \mathcal{E}_K\), we denote by \(d_K, \sigma = d(x_K, x_\sigma)\). Since \(\sigma = K|L\) is supposed to be orthogonal to \(x_K - x_L\), then \(d(x_K, x_L) = d_K, \sigma + d_L, \sigma =: d_\sigma\). We define the transmissibilities \((A_\sigma)_{\sigma \in \mathcal{E}}\) by

\[
A_\sigma = \begin{cases} 
\frac{m_\sigma}{d_\sigma} & \text{if } \sigma = K|L \in \mathcal{E}_{\text{int}}, \\
\frac{m_\sigma}{d_K, \sigma} & \text{if } \sigma \in \mathcal{E}_K \cap \mathcal{E}_{\text{ext}}.
\end{cases}
\]
The space of the degrees of freedom (including those prescribed by the boundary condition) is 
\[ X_T = \{ v = (v_K, v_\sigma)_{K \in T, \sigma \in E_{\text{ext}}} \} \simeq \mathbb{R}^{\#T + \#E_{\text{ext}}}, \]
while the interior degrees of freedom (for which a nonlinear system has to be solved) are described by the space 
\[ X_{T, \text{int}} = \{ v = (v_K)_{K \in T} \} \simeq \mathbb{R}^{\#T}. \]

2.1.2. Time and space-time discretizations.

**Definition 2.2** (Time discretizations of (0, T)). A time discretization of (0, T) is given by an integer value \( N \) and a sequence of real values \( 0 = t^0 < t^1 < \ldots < t^N = T \). For all \( n \in \{1, \ldots, N\} \) the time step is defined by \( \Delta t^n = t^n - t^{n-1} \).

**Definition 2.3** (Space-time discretizations of \( Q \)). A space-time discretization \( D \) of \( Q \) is a family
\[ D = (\mathcal{T}, \mathcal{E}, (x_K)_{K \in \mathcal{T}}, (t^n)_{n \in \{0, \ldots, N\}}), \]
where \((\mathcal{T}, \mathcal{E}, (x_K)_{K \in \mathcal{T}})\) is an admissible mesh of \( \Omega \) in the sense of Definition 2.1 and \((N, (t^n)_{n \in \{0, \ldots, N\}})\) is a discretization of \((0, T)\) in the sense of Definition 2.2.

The spaces of the degrees of freedom are defined by
\[ X_D = \{ v = (v^n_K, v^n_\sigma)_{K \in \mathcal{T}, \sigma \in E_{\text{ext}}, 1 \leq n \leq N} \} \simeq \mathbb{R}^{(\#T + \#E) \times N}. \]
and
\[ X_{D, \text{int}} = \{ v = (v^n_K)_{K \in \mathcal{T}, 1 \leq n \leq N} \} \simeq \mathbb{R}^{\#T \times N}. \]
Let \( v = (v^n_K)_{K, n} \in X_D \), then we denote by \( v^n = (v^n_K)_K \in X_T \) for \( n \in \{1, \ldots, N\} \).

2.1.3. Reconstruction operators. Following the approach proposed in [20], we introduce reconstruction operators. First, we define the linear operator \( \pi_T : X_T \to L^\infty(\Omega) \) by
\[ \pi_T v(x) = v_K \text{ if } x \in K, \quad \forall v = (v_K, v_\sigma)_{K \in \mathcal{T}, \sigma \in E_{\text{ext}}}. \]
It is extended into the time-and-space reconstruction linear operator \( \pi_D : (X_T)^N \to L^\infty(\Omega) \) by setting
\[ \pi_D v(x, t) = v^n_K \text{ if } (x, t) \in K \times (t^{n-1}, t^n], \quad \forall v = (v^n_K, v^n_\sigma)_{K \in \mathcal{T}, \sigma \in E_{\text{ext}}} \in (X_T)^N. \]

The study to be performed also requires the introduction of a so-called discrete gradient. We will remain sloppy about the construction of the discrete gradient. We only highlight the properties we will use in the sequel.

**Lemma 2.4.** Let \( T \) be an admissible discretization of \( \Omega \) in the sense of Definition 2.1. There exists a linear operator \( \nabla_T : X_T \to L^\infty(\Omega)^d \) such that for all \( v = (v_K, v_\sigma)_{K, \sigma} \) and \( w = (w_K, w_\sigma)_{K, \sigma} \) in \( X_T \), one has
\[ \int_{\Omega} \nabla_T v \cdot \nabla_T w \, dx = \sum_{\sigma = K \mid L \in E_{\text{int}}} A_\sigma(v_K - v_L)(w_K - w_L) \]
\[ + \sum_{K \in T} \sum_{\sigma \in E_{K, \text{ext}}} A_\sigma(v_K - v_\sigma)(w_K - w_\sigma). \]
Moreover, let \((T_m)_{m \geq 1}\) be a sequence of admissible discretizations of \(\Omega\) in the sense of Definition 2.1 such that size\((T_m)\) tends to 0 while \(\text{reg}(T_m)\) remains bounded as \(m\) tends to \(\infty\), and let \((v_m)_{m \geq 1}\) be a family such that \(v_m \in X_{T_m}\) for all \(m \geq 1\) and
\[
\|\pi_T v_m\|_{L^2(\Omega)} + \|\nabla_{T_m} v_m\|_{L^2(\Omega)} \leq C, \quad \forall m \geq 1,
\]
then there exists \(v \in H^1(\Omega)\) such that, up to an unlabeled subsequence, one has
\[
\pi_T v_m \rightharpoonup v \quad \text{in} \quad L^2(\Omega),
\]
and
\[
\nabla_{T_m} v_m \rightharpoonup \nabla v \quad \text{weakly in} \quad L^2(\Omega)^d.
\]
Additionally, if \(\varphi \in C_c^\infty(\Omega)\) is discretized into \(\varphi_m = (\varphi_K)_{K \in T_m} \in X_{T_m}\) by setting
\[
\varphi_K = \frac{1}{m_K} \int_K \varphi(x) \, dx, \quad \forall K \in T_m,
\]
then \(\nabla_{T_m} \varphi_m\) converges strongly in \(L^2(\Omega)^d\) towards \(\nabla \varphi\) as \(m\) tends to \(+\infty\).

Note that the discrete gradient reconstruction used in \([2, \S 4.1]\) (which is the usual one for two-point flux approximations of diffusion operators) does not meet the requirements of Lemma 2.4 since \((23)\) is not fulfilled. However, a reconstruction as prescribed by Lemma 2.4 can be obtained as a particular case of the so-called SUSHI scheme on “super-admissible meshes” (cf. \([24, \text{Lemma 2.1}]\)).

Finally, the reconstruction operators \(\pi_T : X_T \to L^\infty(\Omega)\) and \(\nabla_T : X_T \to L^\infty(\Omega)^d\) are extended to the space-times framework into \(\pi_D : X_D \to L^\infty(\Omega)\) and \(\nabla_D : X_D \to L^\infty(\Omega)^d\) defined for all \(v = (v^n)_{1 \leq n \leq N} \in X_D\) by
\[
\pi_D v(\cdot, t) = \pi_T v^n, \quad \nabla_D v(\cdot, t) = \nabla_T v^n, \quad \forall t \in (t^{n-1}, t^n).
\]

2.2. The implicit finite volume scheme. The initial data \(s_0\) is discretized into \(s^0 = (s^0_K)_{K \in T} \in X_{T, \text{int}}\) by setting
\[
s^0_K = \frac{1}{m_K} \int_K s_0(x) \, dx, \quad \forall K \in T.
\]
Notice that \(0 \leq s^0_K \leq 1\) since \(0 \leq s_0 \leq 1\). We define \(\tau^0 = (\tau^0_K)_{K \in T, \text{int}}\) as
\[
\tau^0 = s^{-1}(s^0),
\]
so that
\[
s(\tau^0_K) = s^0_K, \quad \forall K \in T.
\]
The boundary condition \(\tau_D \in C^1(\overline{Q})\) is discretized by setting for all \(n \in \{0, \ldots, N\}\)
\[
\tau^n_{D, \sigma} = \tau_D(x_\sigma, t^n), \quad \forall \sigma \in E_{\text{ext}}, \quad \text{and} \quad \tau^n_{D, \kappa} = \tau_D(x_\kappa, t^n), \quad \forall \kappa \in T.
\]
Then we denote by \(\tau^n_D = (\tau^n_{D, K}, \tau^n_{D, \sigma})_{K \in T, \sigma \in E_{\text{ext}}} \in X_T\), and by \(\tau_D = (\tau^n_D)_{1 \leq n \leq N} \in X_D\). It follows from Formula \((23)\) and from the regularity of \(\tau_D\) that
\[
\int_{\Omega} |\nabla_T \tau_D|^2 \, dx = \sum_{\sigma = K|L \in E_{\text{ext}}} A_{\sigma}(\tau^n_{D, K} - \tau^n_{D, L})^2 + \sum_{\sigma \in E_{\text{ext}}} A_{\sigma}(\tau^n_{D, K} - \tau^n_{D, \sigma})^2 \leq \|\nabla_T \tau_D\|_\infty^2 \left( \sum_{\sigma = K|L \in E_{\text{ext}}} m_\sigma d_{\sigma} + \sum_{\sigma \in E_{\text{ext}}} m_\sigma d_{K, \sigma} \right) = d_{\Omega} \|\nabla_T \tau_D\|_\infty^2.
\]
Let \( n \geq 1 \). Assume that the state \( \tau^{n-1} = (\tau^{n-1}_K)_{K} \in \mathbb{K}_{T} \) is known. The implicit finite volume scheme is obtained by writing the local conservation of the volume of each fluid on the control volumes, i.e.,

\[
\frac{s(\tau^{n}_K) - s(\tau^{n-1}_K)}{\Delta t^n} m_K + \sum_{\sigma \in E_K} F^n_{K,\sigma} = 0, \quad \forall K \in T,
\]

where \( F^n_{K,\sigma} \) denotes the outward w.r.t. \( K \) flux across the edge \( \sigma \) at time step \( t^n \).

Denote by \( n_{K,\sigma} \) the outward w.r.t. \( K \) normal to \( \sigma \), and by \( g_{K,\sigma} = g \cdot n_{K,\sigma} \) for all \( \sigma \in E_K \) and all \( K \in T \). Denote by

\[
\tau^n_{K,\sigma} = \begin{cases} 
\tau^n_L & \text{if } \sigma = K | L \in E_{\text{int}}, \\
\tau^n_{D,\sigma} & \text{if } \sigma \in E_{\text{ext}},
\end{cases}
\]

then the fluxes \( F^n_{K,\sigma} \) across \( \sigma \in E_K \) is defined by

\[
F^n_{K,\sigma} = m_{\sigma} \left( \lambda(s(\tau^n_K))g^n_+ - \lambda(s(\tau^n_{K,\sigma}))g^n_- \right) + A_{\sigma} (u(\tau^n_K) - u(\tau^n_{K,\sigma})).
\]

Note in particular that the scheme is locally conservative, i.e.,

\[
F^n_{K,\sigma} + F^n_{L,\sigma} = 0, \quad \forall \sigma = K | L \in E_{\text{int}}.
\]

Combining (31)–(32), the scheme can be rewritten in a condensed form as

\[
\mathcal{R}_K \left( \tau^n_K, \{\tau^n_L\}_{L \neq K}, \{\tau^n_{D,\sigma}\}_{\sigma \in E_{\text{ext}}} \right) = 0, \quad \forall K \in T,
\]

where \( \mathcal{R}_K \) is nondecreasing w.r.t. its first argument and nonincreasing w.r.t. the others thanks to the monotonicity of the functions \( \lambda, s \) and \( u \).

It is worth noticing that

\[
\sum_{\sigma \in E_K} m_{\sigma} g_{K,\sigma} = 0, \quad \forall K \in T.
\]

Therefore, the convective flux balance can be reformulated, yielding

\[
\sum_{\sigma \in E_K} F^n_{K,\sigma} = \sum_{\sigma \in E_K L} m_{\sigma} g^n_{K,\sigma} \left( \lambda(s(\tau^n_K)) - \lambda(s(\tau^n_{K,\sigma})) \right) + \sum_{\sigma = K | L} A_{\sigma} (u(\tau^n_K) - u(\tau^n_{K,\sigma})), \quad \forall K \in T.
\]

### 2.3. Existence and uniqueness of the solution to the scheme

In this section, we analyze the system (33) obtained for a fixed admissible discretization \( D \) of \( Q \). In what follows, we denote by

\[
a \sqcup b = \max(a, b) \quad \text{and} \quad a \sqcap b = \min(a, b), \quad \forall (a, b) \in \mathbb{R}^2.
\]

The following Lemma is a discrete counterpart of the \( L^1 \)-contraction principle (19) on the exact solution.

**Lemma 2.5.** Let \( \tau^{n-1} \) and \( \hat{\tau}^{n-1} \) be two elements of \( \mathbb{K}_{T,\text{int}} \), and let \( \tau^{n} \) and \( \hat{\tau}^{n} \) in \( \mathbb{K}_{T,\text{int}} \) be two corresponding solutions, then

\[
\int_{\Omega} |\pi_T s(\tau^{n}) - \pi_T s(\hat{\tau}^{n})| \, dx \leq \int_{\Omega} |\pi_T s(\tau^{n-1}) - \pi_T s(\hat{\tau}^{n-1})| \, dx.
\]
Proof. It follows from the monotonicity of $\mathcal{R}_K$ that
\[
\mathcal{R}_K \left( \tau_{K}^{n}, \tau_{K}^{n-1} \top \tau_{K}^{n-1}, \left( \tau_{L}^{n} \top \tau_{L}^{n} \right)_{L \neq K}, \left( \tau_{D,\sigma} \right)_{\sigma \in \mathcal{E}_{K, \text{ext}}} \right) \leq 0,
\]
\[
\mathcal{R}_K \left( \tau_{K}^{n}, \tau_{K}^{n-1} \top \tau_{K}^{n-1}, \left( \tau_{L}^{n} \top \tau_{L}^{n} \right)_{L \neq K}, \left( \tau_{D,\sigma} \right)_{\sigma \in \mathcal{E}_{K, \text{ext}}} \right) \leq 0.
\]
Since $\tau_{K}^{n} \top \tau_{K}^{n}$ is either equal to $\tau_{K}^{n}$ or to $\tau_{K}^{n}$, one has
\[
\mathcal{R}_K \left( \tau_{K}^{n} \top \tau_{K}^{n}, \tau_{K}^{n-1} \top \tau_{K}^{n-1}, \left( \tau_{L}^{n} \top \tau_{L}^{n} \right)_{L \neq K}, \left( \tau_{D,\sigma} \right)_{\sigma \in \mathcal{E}_{K, \text{ext}}} \right) \leq 0.
\]
Similar calculations lead to
\[
\mathcal{R}_K \left( \tau_{K}^{n} \bot \tau_{K}^{n}, \tau_{K}^{n-1} \bot \tau_{K}^{n-1}, \left( \tau_{L}^{n} \bot \tau_{L}^{n} \right)_{L \neq K}, \left( \tau_{D,\sigma} \right)_{\sigma \in \mathcal{E}_{K, \text{ext}}} \right) \geq 0.
\]
Summing (37) with (38) and over $K \in \mathcal{T}$ yields (36).

**Lemma 2.6.** Given $\tau_{n}^{-1} \in \mathcal{X}_{\mathcal{T}}$, then there exists at most one solution $\tau_{n} \in \mathcal{X}_{\mathcal{T}}$ to the scheme (31)–(32).

**Proof.** As a direct consequence of Lemma 2.5, $s(\tau_{K}^{n}) = s(\hat{\tau}_{K}^{n})$ for all $K \in \mathcal{T}$. Subtracting the system yielding $\hat{\tau}_{n}$ to the one corresponding to $\tau_{n}$ leads to
\[
\sum_{\sigma = K | L \in \mathcal{E}_{K}} A_{\sigma} (w_{K}^{n} - w_{L}^{n}) + \sum_{\sigma \in \mathcal{E}_{K} \cap \mathcal{E}_{K}} A_{\sigma} w_{K}^{n} = 0, \quad \forall K \in \mathcal{T},
\]
where we have set $w_{K}^{n} = u(\tau_{K}^{n}) - u(\hat{\tau}_{K}^{n})$. It follows from classical arguments that $w_{n} = (w_{K}^{n})_{K} = 0_{\mathcal{X}_{\mathcal{T}}}$. Bearing the nondegeneracy condition (11) in mind, we get that $\tau_{n} = \hat{\tau}_{n}$.

The following lemma shows that the solution $\tau_{n}$ to the scheme is always greater than $\tau_{\ast}$. Therefore, the extension (10) we chose for the function $u$ does not affect the result.

**Lemma 2.7.** Let $\tau_{n} \in \mathcal{X}_{\mathcal{T}}$ be the solution to (31)–(32), then $\tau_{K}^{n} \geq \tau_{\ast}$ for all $K \in \mathcal{T}$.

**Proof.** There is nothing to prove if $\tau_{\ast} = -\infty$, hence let us assume that $\tau_{\ast}$ is finite. Let $K$ be a cell such that $\tau_{K}^{n} \leq \tau_{K,\sigma}^{n}$ for all $\sigma \in \mathcal{E}_{K}$, and assume that $\tau_{K}^{n} < \tau_{\ast}$. Since $s(\tau_{K}^{n}) = 0$ and $\lambda(s(\tau_{K}^{n})) = 0$, one gets that
\[
\sum_{\sigma \in \mathcal{E}_{K}} A_{\sigma} (u(\tau_{K}^{n}) - u(\tau_{K,\sigma}^{n})) \geq 0.
\]
The extension (10) of $u$ ensures that $u(\tau_{K}^{n}) < u(\tau_{\ast}) \leq u(\tau_{D,\sigma}^{n})$. The left-hand side of the above relation is therefore negative, hence a contradiction with the assumption $\tau_{K}^{n} < \tau_{\ast}$.

Let $n \in \{0, \ldots, N\}$, then define
\[
e_{K}^{n}(\tau) = \int_{\tau_{D,\mathcal{K}}}^{\tau} (a - \tau_{D,\mathcal{K}}) s'(a)da = \int_{\tau_{D,\mathcal{K}}}^{\tau} (s(\tau) - s(a))da \geq 0, \quad \forall \tau \in \mathbb{R},
\]
and $\mathcal{E}^{n} : \mathcal{X}_{\mathcal{T}} \to \mathbb{R}^{+}$ by
\[
\mathcal{E}^{n}(\tau) = \sum_{K \in \mathcal{T}} e_{K}^{n}(\tau_{K}) m_{K}, \quad \forall \tau = (\tau_{K})_{K \in \mathcal{T}}.
\]
It is easy to verify (see e.g. [11]) that
\[
0 \leq \mathcal{E}^{n}(\tau) \leq m_{\Omega} \left( \|1 - s\|_{L^{1}(\mathbb{R}^{+})} + \|s\|_{L^{1}(\mathbb{R}^{-})} \right), \quad \forall \tau \in \mathcal{X}_{\mathcal{T}}.
\]
Moreover, it follows from the \( C^1 \) regularity of \( \tau_D \) and from the fact that \( 0 \leq s \leq 1 \) that

\[
| \mathcal{E}^n(\tau) - \mathcal{E}^{n-1}(\tau) | \leq \Delta t^n m_\Omega \| \partial_t \tau_D \|_\infty. \tag{40}
\]

We define the Lipschitz continuous function \( \xi : \mathbb{R}_+ \to \mathbb{R} \) by

\[
\xi(\tau) = \int_0^\tau \sqrt{\lambda(s(a)) \rho'(a)} \, da = \int_0^\tau \sqrt{u'(a)} \, da, \quad \forall \tau \in \mathbb{R}, \tag{41}
\]
then it follows from Cauchy-Schwartz inequality that

\[
(u(a) - u(b))^2 \geq (\xi(a) - \xi(b))^2, \quad \forall (a,b) \in \mathbb{R}^2. \tag{42}
\]

Moreover, the Lipschitz continuity of \( \xi \) implies that

\[
u(\tau) \leq \| \xi \|_\infty \xi(\tau), \quad \forall \tau \in \mathbb{R}_+, \tag{43}
\]

hence it follows from Assumption (13) that

\[
\tau \leq C (\xi(\tau) + 1), \quad \forall \tau \in \mathbb{R}_+,
\]

then, in particular, one has

\[
\lim_{\tau \to \infty} \xi(\tau) = +\infty. \tag{44}
\]

**Lemma 2.8.** Let \( \tau^n \) be a solution to the scheme (31)-(32). Then there exists \( C_1 \) depending only on \( \Omega \) and \( \tau_D \) such that the following estimate holds:

\[
\mathcal{E}^n(\tau^n) + \Delta t^n \left( C_1 + \frac{1}{2} \int_\Omega \| \nabla \tau \xi(\tau) \|^2 \, dx \right) \leq \mathcal{E}^{n-1}(\tau^{n-1}). \tag{45}
\]

**Proof.** We multiply the equation (31) by \( \Delta t^n (\tau^n_K - \tau^n_{D,K}) \) and sum over \( K \in \mathcal{T} \). Using (35), this provides

\[
T_1 + \Delta t^n (T_2 + T_3) = 0, \tag{46}
\]

where

\[
T_1 = \sum_{K \in \mathcal{T}} \left( s(\tau^n_K) - s(\tau^{n-1}_K) \right) (\tau^n_K - \tau^n_{D,K}) m_K,
\]

\[
T_2 = \sum_{K \in \mathcal{T}} \sum_{\sigma \in E_K} m_\sigma g_{K,\sigma} \left( \lambda(s(\tau^n_K)) - \lambda(s(\tau^n_{K,\sigma})) \right) (\tau^n_K - \tau^n_{D,K}),
\]

\[
T_3 = \int_\Omega \nabla_x u(\tau^n) \cdot \nabla_x (\tau^n - \tau^n_{D}) \, dx.
\]

It follows from the convexity of \( e \circ s^{-1} \) (see e.g. [9, Proposition 3.7]) that

\[
T_1 \geq \mathcal{E}^n(\tau^n) - \mathcal{E}^n(\tau^{n-1}).
\]

Then thanks to (40), one gets that

\[
T_1 \geq \mathcal{E}^n(\tau^n) - \mathcal{E}^{n-1}(\tau^{n-1}) - \Delta t^n m_\Omega \| \partial_t \tau_D \|_\infty. \tag{47}
\]

The term \( T_2 \) can be estimated following the path of [21]. Denote by \( \Phi : \mathbb{R} \to \mathbb{R}_+ \) the function defined by

\[
\Phi(\tau) = \int_0^\tau as'(a) \lambda'(s(a)) \, da, \quad \forall \tau \in \mathbb{R}.
\]

Since \( s(0) = 1 \), one has \( s'(a) = 0 \) for all \( a \geq 0 \), and thus

\[
\Phi(\tau) = 0 \quad \text{if} \quad \tau > 0, \quad \text{and} \quad \Phi'(\tau) \leq 0, \quad \forall \tau \leq 0.
\]
Moreover, since $s \in L^1(\mathbb{R}_-)$, one has

$$|s|\lambda(s(\tau)) \leq \|\lambda\|_{\infty} |s(\tau)| \to 0$$

Therefore, for all $\tau \leq 0$, one has

$$\Phi(\tau) = \tau \lambda(s(\tau)) + \int_{\tau}^{0} \lambda(s(a))da \leq \int_{\tau}^{0} \lambda(s(a))da + C.$$ 

Thanks to (9) and to Assumption (14), one has $\int_{\tau}^{0} \lambda(s(a))da \leq C$, hence $\Phi$ is bounded. Simple calculations show that for all $(a, b) \in \mathbb{R}^2$, one has

$$b(\lambda(s(b)) - \lambda(s(a))) = \Phi(b) - \Phi(a) + \int_{a}^{b} (\lambda(s(r)) - \lambda(s(a)))dr \geq \Phi(b) - \Phi(a).$$

Rewriting

(48) $$T_2 = T_{21} + T_{22}$$

with

$$T_{21} = \sum_{K \in T} \sum_{\sigma \in E_K} m_\sigma g_{K,\sigma}^- (\lambda(s(\tau_K^{n})) - \lambda(s(\tau_{K,\sigma}^{n}))) \tau_{K}^{n},$$

$$T_{22} = - \sum_{K \in T} \sum_{\sigma \in E_K} m_\sigma g_{K,\sigma}^- (\lambda(s(\tau_K^{n})) - \lambda(s(\tau_{K,\sigma}^{n}))) \tau_{D,K}^{n},$$

we get that

$$T_{21} \geq \sum_{K \in T} \sum_{\sigma \in E_K} m_\sigma \left( g_{K,\sigma}^+ (\Phi(s(\tau_K^{n}))) - g_{K,\sigma}^- \Phi(s(\tau_{D,K}^{n})) \right) \tau_{D,K}^{n}.$$

Using the boundedness of $\Phi$, we get that

(49) $$T_{21} \geq -m_{\partial D} |g| \|\Phi\|_{\infty}.$$ 

On the other hand, a classical reorganization of the term $T_{22}$ provides

$$T_{22} = \sum_{\sigma = K \cup L \in E_{\text{ext}}} m_\sigma \left( g_{K,\sigma}^+ \lambda(s(\tau_L^{n})) - g_{L,\sigma}^- \lambda(s(\tau_L^{n})) \right) \left( \tau_{D,K}^{n} - \tau_{D,L}^{n} \right)$$

$$- \sum_{K \in T} \sum_{\sigma \in E_{K,\text{ext}}} m_\sigma \left( g_{K,\sigma}^+ \lambda(s(\tau_K^{n})) - g_{K,\sigma}^- \lambda(s(\tau_{D,K}^{n})) \right) \tau_{D,K}^{n}.$$ 

Therefore, it follows from the regularity of $\tau_D$ and from the boundedness of $\lambda$ that

(50) $$T_{22} \geq -|g|\|\lambda\|_{\infty} (dm_{\Omega} \|\nabla \tau_D\|_{\infty} - m_{\partial D} \|\tau_D\|_{\infty}).$$ 

Finally, it results from (42), from the relation $u' = (\xi^i)^2$, and from (30) that

$$T_3 \geq \|\nabla \tau \xi(s(\tau))\|_{L^2(\Omega)^d}^2 - \|\nabla \tau u(s(\tau))\|_{L^2(\Omega)^d} \|\nabla \tau \tau_D\|_{L^2(\Omega)^d}^2$$

$$\geq \|\nabla \tau \xi(s(\tau))\|_{L^2(\Omega)^d}^2 - \sqrt{\|u'\|_{\infty}} \|\nabla \tau \xi(s(\tau))\|_{L^2(\Omega)^d} \|\nabla \tau \tau_D\|_{L^2(\Omega)^d}^2.$$ 

Therefore, it follows from (30) that

(51) $$T_3 \geq \frac{1}{2} \int_{\Omega} \|\nabla \tau \xi(s(\tau))\|_{L^2(\Omega)^d}^2 \, dz - \frac{|u'|_{\infty} dm_{\Omega} \|\nabla \tau_D\|_{\infty}}{2}.$$ 

Putting (47)–(51) in (46) ends the proof of Lemma 2.8. \qed
Proposition 2.9. Let \( n^{-1} \in X_T, \text{ there exists a unique solution } n \in X_T \text{ to the scheme (31)–(32). Moreover, it satisfies } K \geq K \text{ for all } K \in T. \)

Proof. The uniqueness of the solution was proven at Lemma 2.6 while the fact that \( n \geq K \) was the purpose of Lemma 2.7. Therefore, it only remains to show the existence of a solution. It follows from Estimate (45) that

\[
\| \nabla (n(\xi) - \xi(n_D)) \|^2_{L^2(\Omega)} \leq 2 \frac{\| \xi^{n-1}(n-1) \|}{\Delta t} + 2C + 4\| u' \|_{\infty} \| \nabla D \|^2_{\infty}.
\]

Since \( \xi \) is coercive (44), there exists \( C \) depending on the data (among which \( n^{-1}, \), \( D, \) the mesh \( T \) and the time step \( \Delta t \)) such that

\[
|\xi^n| \leq C, \quad \forall K \in T.
\]

This estimate allows us to make use of a topological degree argument (see [34, 16, 21]) to prove the existence of one solution to the scheme. \qed

The convergence of the scheme can be proved following the path proposed in [25]. Enhanced convergence properties can be obtained thanks to the recent contribution [19]. But this is not the goal of this paper. We are mainly interested in the practical computation of the approximate solution at fixed discretization parameters. In particular, we focus on the behavior the Newton’s method.

3. About the Newton method

The numerical scheme (31)–(32) amounts for all \( n \in \{1, \ldots, N\} \) to the nonlinear system

\[
F_n(\tau^n) = (f_K^n(\tau^n))_{K \in T} = 0, \quad \text{with } F_n \in \mathcal{C}^2(\mathbb{R}^T; \mathbb{R}^T),
\]

where

\[
f_K(\tau) = (s(\tau_K) - s_K^{-1}) + \frac{\Delta t}{m_K} \sum_{j \in K} (m_j g_{K,\sigma}(\lambda(s(\tau_K)) - \lambda(s(\tau_K))) + A_{\sigma}(u(\tau_K) - u(\tau_K)))
\]

Assume that the Jacobian matrix \( J_{F_n}(\tau^n) \) of \( F_n \) at \( \tau^n \) is not singular (this will be shown for nondegenerate parametrizations (11), cf. Proposition 3.7). Approximating the solutions to the system (20) with the Newton method consists in the construction of a sequence \( \tau^{n,k} \) defined by

\[
\left\{
\begin{array}{l}
\tau^{n,0} = \tau^{-1}, \\
\tau^{n,k+1} = \tau^{n,k} - [J_{F_n}(\tau^{n,k})]^{-1} F_n(\tau^{n,k}).
\end{array}
\right.
\]

If the method converges, the solution \( \tau^n \) is then defined as

\[
\tau^n = \lim_{k \to \infty} \tau^{n,k}.
\]

Moreover, the convergence speed is asymptotically quadratic if \( F_n \in \mathcal{C}^2 \), i.e.,

\[
\| \tau^{n,k} - \tau^n \| \leq C \| \tau^{n,k-1} - \tau^n \|^2, \quad \forall k \geq k, \text{ large enough}
\]

where, denoting by \( V(\tau^n) \) a neighborhood of \( \tau^n \) in \( X_T \), the quantity \( C \) (as well as \( k \)) depends on

\[
\sup_{\tau \in V(\tau^n)} \| [J_{F_n}(\tau)]^{-1} \| \quad \text{and} \quad \sup_{\tau \in V(\tau^n)} \| D^2 F_n(\tau) \|.
\]
Since $\tau^n$ is unknown, a sufficient condition to ensure that (55) holds for some $C > 0$ is the following uniform non-degeneracy condition

\begin{equation}
\sup_{\tau \in \mathbb{R}^n} \left\| [J_{F_n}(\tau)]^{-1} \right\| < \infty.
\end{equation}

We cite here a simplified version of the so-called Newton-Kantorovich theorem (see, e.g., [32, 37, 38]). We refer to [29] for a quantitative version of the theorem, and to [41] to a non-smooth version.

**Theorem 3.1** (Newton-Kantorovich theorem). Assume that there exists two positive quantities $C_2$ and $C_3$ such that

\begin{equation}
\sup_{\tau \in \mathbb{R}^n} \| J_{F_n}(\tau) \| \leq C_2 \quad \text{and} \quad \sup_{\tau \in \mathbb{R}^n} \left\| [J_{F_n}(\tau)]^{-1} \right\| \leq C_3,
\end{equation}

then there exists $\rho > 0$ such that

\[ \| \tau^{n,0} - \tau^n \| \leq \rho \quad \Rightarrow \quad \tau^{n,k} \xrightarrow[k \to \infty]{} \tau^n. \]

Our strategy in the sequel is to prove that a non-degenerate parametrization (in the sense of (11)) yields estimates (58) in the subordinate matrix 1-norm.

**Remark 3.2.** The assumption $F \in C^1$ can be relaxed. More precisely, Newton method can be extended to the case where $F$ is merely semi-smooth [15] following the way proposed by Qi and Sun in [41]. Quadratic convergence is preserved in this nonsmooth case provided $F_n$ is semi-smooth of order 1, cf. [41, Theorem 3.2]. Our study can be extended to this more general case, but, for the sake of simplicity, we have chosen to reduce our presentation to the classical smooth framework.

### 3.1. Some technical lemmas related to $M$-matrices

Because of the elliptic degeneracy of the problem when $\tau \geq 0$, we cannot apply the the results of [26] to get estimates on the Jacobian matrix $J_{F_n}$. We need to introduce some technical material to circumvent this difficulty. Let us first define that notion of $\delta$-transmissive path (see also [9, 10])

**Definition 3.3** ($\delta$-transmissive path). Let $\delta > 0$, let $A = (a_{ij})_{1 \leq i,j \leq N} \in \mathcal{M}_N(\mathbb{R})$ and let $(i,j) \in \{1, \ldots, N\}$. 

1. A row-wise $\delta$-transmissive path $P(i,j)$ of length $L$ from $i$ to $j$ associated to the matrix $A$ consists in a list $\{k_0, \ldots, k_L\}$ with:
   (i) $k_0 = i$, $k_L = j$, and $k_p \neq k_q$ if $p \neq q$;
   (ii) for all $p \in \{0, \ldots, L - 1\}$, one has $a_{k_pk_{p+1}} < -\delta$.

2. The list $\{k_0, \ldots, k_L\}$ is a column-wise $\delta$-transmissive path associated to the matrix $A$ if it is a row-wise $\delta$-transmissive path associated to $A^T$.

**Definition 3.4** (($\delta, \Delta$)-$M$-matrices). Let $\delta, \Delta > 0$ be such that $\Delta > \delta$.

1. A matrix $A = (a_{ij})_{1 \leq i,j \leq N} \in \mathcal{M}_N(\mathbb{R})$ is said to be a row-wise ($\delta, \Delta$)-$M$-matrix if
   (i) for all $i \in \{1, \ldots, N\}$, one has $\delta \leq a_{ii} \leq \Delta$, $a_{ij} \leq 0$ for all $j \neq i$ and $\sum_{j=1}^N a_{ij} \geq 0$;
   (ii) the set $I_\delta(A) = \left\{ i \in \{1, \ldots, N\} \mid \sum_{j=1}^N a_{ij} \geq \delta \right\}$ is not empty, and for all $i \in I_\delta(A)^c = \{1, \ldots, N\} \setminus I_\delta(A)$, there exists a $\delta$-transmissive path $P(i,j)$ with $j \in I_\delta(A)$. 
(2) A matrix $\mathbb{A} = (a_{ij})_{1 \leq i, j \leq N} \in \mathcal{M}_N(\mathbb{R})$ is said to be a column-wise $(\delta, \Delta)$-$M$-matrix if $\mathbb{A}^T$ is a row-wise $(\delta, \Delta)$-$M$-matrix.

It is well known that $M$-matrices are invertible matrices. The goal of Lemma 3.5 and of Corollary 3.6 is to get uniform estimates on the inverse of a uniform $M$-matrix. Let us stress that the estimates we obtain are far from being optimal in the applications we have in mind, namely the Finite Volume discretization of Richards’ equation.

**Lemma 3.5.** Let $\mathbb{A} \in \mathcal{M}_N(\mathbb{R})$ be a row-wise $(\delta, \Delta)$-$M$-matrix, then there exists $C$ depending only on $\delta, \Delta$ and $N$ such that $\|\mathbb{A}^{-1}\|_\infty \leq C$.

**Proof.** For the ease of reading, we denote $\| \cdot \|$ instead of $\| \cdot \|_\infty$, and $\mathcal{I}_\delta$ instead of $\mathcal{I}_\delta(\mathbb{A})$. The property $\|\mathbb{A}^{-1}\| = \frac{1}{\alpha}$ is equivalent to

$$
\frac{1}{\|\mathbb{A}^{-1}\|} = \max_{\|z\|=1} \|\mathbb{A}z\| = \alpha.
$$

Let $z = (z_i)_{1 \leq i \leq N} \in \mathbb{R}^N$ with $\|z\| = 1$. We assume, without loss of generality that there exists $i \in \{1, \ldots, N\}$ such that $z_i = 1$. In the sequel, we denote by $\mathcal{L}$ the maximum length of a transmissive path, i.e.,

$$
\mathcal{L} := \max_{j \in \mathcal{I}_\delta(\mathbb{A})} \min_{j \in \mathcal{I}_\delta(\mathbb{A})} \text{length}(\mathcal{P}(i, j)) \leq N - 1.
$$

Assume first that $i \in \mathcal{I}_\delta$, then $(\mathbb{A}z)_i = \sum_j a_{ij} z_j \geq \delta$, hence $\|\mathbb{A}^{-1}\| \leq \frac{1}{\delta}$. Assume now that $i \in \bar{\mathcal{I}}_\delta$, and let $\{k_p, 0 \leq p \leq L\}$ be a transmissive path with $k_0 = i$, $k_L \in \mathcal{I}_\delta$ and $L \leq \mathcal{L}$. Denote by

$$
c_p = \left( \left( \frac{\Delta}{\delta} \right)^p - 1 \right) \frac{1}{\Delta - \delta}.
$$

Let us show by induction that

$$
z_{k_p} \geq 1 - c_p \alpha \quad \forall p \in \{0, \ldots, L\}.
$$

Since $z_{k_0} = 1$, the relation (61) holds for $p = 0$. Now suppose that (61) holds for some $p \in \{0, \ldots, N - 1\}$. One knows from (59) that $\sum_{j=1}^{N} a_{k_p,j} z_j \leq \alpha$, hence, using (61), that $\sum_{j=1}^{N} a_{k_p,j} \geq \alpha$, and that $a_{k_p,j} z_j \geq a_{k_p,j}$ for all $j \notin \{p, p+1\}$, one gets that

$$-a_{k_p,k_{p+1}} (1 - z_{k_{p+1}}) \leq \alpha (1 + c_p a_{k_p,k_p}).
$$

Since $a_{k_p,k_p} \leq \Delta$ and $a_{k_p,k_{p+1}} \leq -\delta$, this leads to

$$z_{k_{p+1}} \geq 1 - \alpha \frac{1 + c_p a_{k_p,k_p}}{\delta} = 1 - \alpha c_{p+1},
$$

so that the proof of (61) is complete. As a consequence, one gets that $z_{k_L} \geq 1 - \alpha c_{L}$, and thus that

$$a_{k_L,k_L} (1 - c_L \alpha) + \sum_{j \neq k_L} a_{k_L,j} \leq \alpha.
$$

Using that $k_L \in \mathcal{I}_\delta$, we obtain that $(\Delta c_L + 1) \alpha \geq \delta$. Therefore,

$$\alpha \geq \frac{1}{c_{L+1}} \geq \frac{1}{\Delta+1}
$$

since the length $L$ of the path $\{k_0, \ldots, k_L\}$ is bounded by $\mathcal{L}$ defined by (60).

**Corollary 3.6.** Let $\mathbb{A} \in \mathcal{M}_N(\mathbb{R})$ be a column-wise $(\delta, \Delta)$-$M$-matrix, then there exists $C$ depending only on $\delta, \Delta$ and $N$ such that $\|\mathbb{A}^{-1}\|_1 \leq C$. 

\[ \square \]
Exercise 3.7. Let us first make the Jacobian matrix

\[ \mathcal{J}_n(\mathbf{\tau}) = C \]

Proof. Let us first make the Jacobian matrix \( \mathcal{J}_n(\mathbf{\tau}) \) explicit:

\[ j^n_{JK}(\mathbf{\tau}) = s'(\mathbf{\tau}_K) + \frac{\Delta t^n}{m_K} \sum_{\sigma \in E_K} \left( m_\sigma g^+_{K,\sigma} \lambda'(s(\mathbf{\tau}_K)) s'((\mathbf{\tau}_K) + A_\sigma u'(\mathbf{\tau}_K)) \right), \]

\[ j^n_{LK}(\mathbf{\tau}) = -\frac{\Delta t^n}{m_K} \left( m_\sigma g^+_{K,\sigma} \lambda'(s(\mathbf{\tau}_K)) s'((\mathbf{\tau}_K) + A_\sigma u'(\mathbf{\tau}_K)) \right) \text{ where } \sigma = K|L. \]

Proving that \( \| \mathcal{J}_n \|_1 \leq C_2 \) is easy since all the coordinates of \( \mathcal{J}_n \) are uniformly bounded w.r.t. \( \mathbf{\tau} \) thanks to the upper bound (12) on \( s' \) and \( u' \).

Let us now prove that \( \| \mathcal{J}_n(\mathbf{\tau}) \|^{-1}_1 \leq C_3. \) Thanks to Corollary 3.6, it suffices to check that \( \mathcal{J}_n \) is a column-wise \((\delta, \Delta)\)-M-matrix where \( \delta \) and \( \Delta \) depend on the prescribed quantities. First, it is easy to check that

\[ j^n_{LK}(\mathbf{\tau}) \leq 0 \text{ if } L \neq K, \quad \sum_{L \in T} j^n_{LK}(\mathbf{\tau}) \geq 0, \quad 0 \leq \delta_1 \leq j^n_{KK}(\mathbf{\tau}) \leq \Delta, \]

where

\[ \delta = \alpha_* \min \left\{ 1; \Delta t^n \min_K \left( \frac{\min_{\sigma \in E_K} A_\sigma}{m_K} \right) \right\}, \]

\[ \Delta = \alpha^* \max_{K \in T} \left( 1 + \frac{\Delta t^n}{m_K} \sum_{\sigma \in E_K} (m_\sigma g^+_{K,\sigma} \| \lambda' \|_\infty + A_\sigma) \right). \]

Therefore, Condition (i) in Definition 3.4 is fulfilled.

It follows from the non-degeneracy condition (11) that for all \( \mathbf{\tau} \in \mathbb{X}_{T, int} \) and all \( K \in T \), either \( s'(\mathbf{\tau}_K) \geq \alpha_* \) or \( u'(\mathbf{\tau}_K) \geq \alpha_* \). Let \( K \) be such that \( s'(\mathbf{\tau}_K) \geq \alpha_* \), then

\[ \sum_{L \in T} j^n_{LK}(\mathbf{\tau}) \geq \alpha_* \geq \delta, \]

whence \( K \in \mathcal{I}_\delta(\mathcal{J}_n(\mathbf{\tau})^T) \). On the other hand, if \( u'(\mathbf{\tau}_K) \geq \alpha_* \) and \( \mathcal{E}_{K, ext} \neq \emptyset \), then

\[ \sum_{L \in T} j^n_{LK}(\mathbf{\tau}) \geq \alpha_* \frac{\Delta t^n}{m_K} \sum_{\sigma \in \mathcal{E}_{K, ext}} A_\sigma \geq \delta. \]

As a consequence, if \( K \notin \mathcal{I}_\delta(\mathcal{J}_n(\mathbf{\tau})^T) \), one has necessarily that \( u'(\mathbf{\tau}_K) \geq \alpha_* \) and \( \mathcal{E}_{K, ext} = \emptyset \). But in this case,

\[ j^n_{LK}(\mathbf{\tau}) \leq -\alpha_* \frac{\Delta t^n A_\sigma}{m_K} \leq -\delta \quad \text{if } \sigma = K|L \in \mathcal{E}_{K, int}. \]

The matrix \( D^n \in \mathbb{R}^{\# T \times \# T} \) defined by

\[ D^n_{KK} = \alpha_* \frac{\Delta t^n}{m_K} \sum_{\sigma \in E_K} A_\sigma, \quad D^n_{KL} = \begin{cases} -\alpha_* \frac{\Delta t^n A_\sigma}{m_K} & \text{if } \sigma = K|L \\ 0 & \text{otherwise} \end{cases} \]

is irreducible and admits \( \delta \)-transmissive paths from \( K \) to \( L \) for all \((K, L) \in T^2 \). This ensures that \( \mathcal{J}_n(\mathbf{\tau}) \) admits a \( \delta \)-transmissive path from any cell \( K \in \mathcal{I}_\delta(\mathcal{J}_n(\mathbf{\tau})^T)^c \).
to any cell $L \in \mathcal{I}_c(\mathbb{F}_c(\tau)^T)$. Therefore, Condition (ii) of Definition 3.4 is fulfilled. 

$\mathbb{F}_c(\tau)^T$ is then a row-wise $(\delta, \Delta)$-M-matrix, thus $\mathbb{F}_c(\tau)$ is a column-wise $(\delta, \Delta)$-M-matrix.

The following corollary is a straightforward compilation of Newton-Kantorovich theorem 3.1 with Proposition 3.7.

**Corollary 3.8** (local convergence of Newton’s method). There exists $\rho^n > 0$ such that the Newton method (53) converges as soon as $\|\tau^{n,0} - \tau^n\| \leq \rho^n$.

**Remark 3.9** (global convergence for small enough time steps). The radius $\rho^n$ appearing in Corollary 3.8 can be estimated thanks to [29] as soon as the second order derivatives $s''$ and $u''$ of $s$ and $u$ are uniformly bounded. It appears in a fairly natural way that $\rho^n$ is a non-decreasing function of $\Delta t^n$. Then choosing $\Delta t^n$ small enough, the variation between the time steps $\tau^{n-1}$ and $\tau^n$ is small and

$$
\|\tau^{n-1} - \tau^n\|_1 = \|\tau^{n,0} - \tau^n\|_1 \leq \rho^n.
$$

Therefore, the convergence of the Newton method is ensured if one uses an adaptive time-step algorithm (as for instance in [10]).

### 3.3. Control of the error induced by the inexact Newton procedure.

Assume that $s(\tau^{n-1})$ is exactly known, then the exact solution $\tau^n$ is obtained as the limit of $(\tau^{n,k})_k$. Computing the exact value of $\tau^n$ is impossible and a convenient criterion must be adopted in order to stop the iterative procedure. This yields errors that accumulate along time. The goal of this section is to quantify the error induced by the inexact resolution of the nonlinear system.

#### 3.3.1. One step error estimates.

In this section, we assume that $s(\tau^{n-1})$ is exact, and we want to quantify the error corresponding to one single iteration. In what follows, we consider the following residual based stopping criterion:

(63) stop the iterative procedure (53) if $\|\mathbb{F}_c(\tau^{n,k})\|_1 = \sum_{K \in T} |f_K(\tau^{n,k})| \leq \epsilon \Delta t^n$

for some prescribed tolerance $\epsilon > 0$. We denote by $\tau^n_\epsilon = \tau^{n,k}$ when (63) is fulfilled and the loop is stopped. Then the non-degeneracy (58) of $[\mathbb{F}_c]^{-1}$ provides directly the following error estimate:

$$
\|\tau^n_\epsilon - \tau^n\|_1 \leq C_3 \epsilon \Delta t^n.
$$

More than in the variable $\tau$, whose physical sense is unclear, we are interested in evaluating the error on the reconstructed saturation profile. Thanks to the Lipschitz continuity of $s$ —recall the non-degeneracy assumption (11)—, we have

(64) $\|\pi_T s(\tau^n_\epsilon) - \pi_T s(\tau^n)\|_{L^1(\Omega)} \leq C_4 \epsilon \Delta t^n$,

where $C_4 = \alpha^*(\max_K m_K)C_3$.

#### 3.3.2. Quantification of the error accumulation.

In the previous paragraph, it was assumed that $s(\tau^{n-1})$ was exactly known. In practice, one may consider that we know $s(\tau^0)$ exactly, but merely the approximation of $s(\tau^n)$ obtained after stopping the Newton iterative procedure after a finite number of iterations. Denote by $(s(\tau^n))_{1 \leq n \leq N}$ the iterated exact solutions to the scheme (31)–(32), and by...
the stopping criterion (63). Define $F_{n,\epsilon}: \mathbb{R}_{\text{int}} \to \mathbb{R}_{\text{int}}$ by

$$F_{n,\epsilon}(\tau) = F_n(\tau) + s(\tau^{n-1}) - s(\tau^\epsilon).$$

In particular, one has $\mathcal{J}_{F_{n,\epsilon}} = \mathcal{J}_{F_n}$ for all $\tau$ and the results of §3.2 still hold for $F_{n,\epsilon}$ instead of $F_n$. The inexact Newton method then writes

1. **Initialization**: define $\tau^0 = \tau^0$ by (28).
2. **From $t^{n-1}$ to $t^n$**:
   - (a) set $\tau^n = \tau^{n-1}$
   - (b) iterate Newton’s algorithm until $\|F_{n,\epsilon}(\tau^n)\|_1 \leq \epsilon \Delta t^n$

Then, as claimed by the following statement, the $L^1(\Omega)$ error on the reconstructed saturation growth at most linearly with time. In particular, no exponential amplification of the error occurs in this context.

**Proposition 3.10.** Let $(\tau^n)_n$ be the exact solution to the scheme (31)–(32), and let $(\tau^*_n)_n$ be the approximate solution computed by the inexact Newton method, then

$$\|\pi_T s(\tau^n) - \pi_T s(\tau^*_n)\|_{L^1(\Omega)} \leq C_4 \epsilon t^n, \quad \forall n \in \{0, \ldots, N\},$$

where $C_4$ is introduced was (64).

**Proof.** We perform the proof by induction. Estimate (66) clearly holds for $n = 0$ since the initialization is exact. Now assume that it holds for $n - 1$. Denote by $\tilde{\tau}_n^\epsilon$ the exact solution of the system $F_{n,\epsilon}(\tilde{\tau}_n^\epsilon) = 0$. Then it follows from the discussion carried out in §3.3.1 that

$$\|\pi_T s(\tau^n) - \pi_T s(\tilde{\tau}_n^\epsilon)\|_{L^1(\Omega)} \leq C_4 \epsilon \Delta t^n.$$

On the other hand, applying Lemma 2.5, one gets that

$$\|\pi_T s(\tilde{\tau}_n^\epsilon) - \pi_T s(\tau^*)\|_{L^1(\Omega)} \leq \|\pi_T s(\tau^{n-1}) - \pi_T s(\tau^{n-1})\|_{L^1(\Omega)} \leq C_4 \epsilon t^{n-1}.$$

One concludes thanks to the triangle inequality.

**4. Numerical validation of the approach**

In the previous section, we have shown that as long as the parametrization $\tau \mapsto (s(\tau), u(\tau))$ satisfies the condition (11), the Newton’s method applied to the problem (52) exhibits local convergence. Moreover, due to Proposition 3.10, the error resulting from an inexact Newton’s method can be efficiently controlled. Remark that the constant $C_4$ in (66) depends on the nonlinearities $S$ and $\eta$ only through the quantities $\alpha_*$ and $\alpha^*$. Therefore, the estimate (66) is robust with respect to the hydrodynamic properties of the soil. We illustrate this fact by numerical experiments presented below. As an example of mobility/capillary pressure relations we consider a popular Brooks-Corey model [6] for which we compare the efficiency of Newton’s method resulting from the parametrization $u(\tau) = \tau$ and the one satisfying (11) with $\alpha_* = \alpha^* = 1$.

Let $p_b < 0$ and $\beta > 0$, in Brooks-Corey model the saturation and the mobility functions are given by

$$S(p) = \begin{cases} \left( \frac{p}{p_b} \right)^{-\beta} & \text{if } p < p_b, \\ 1 & \text{if } p \geq p_b, \end{cases}$$
and
\[ \lambda(s) = s^{3 + \frac{3}{2}}, \]
providing in terms of Kirchhoff transform
\[ \tilde{s}(u) = \begin{cases} \left( \frac{u}{u_b} \right)^{\frac{3}{2}} & \text{if } u < u_b, \\ 1 & \text{if } u \geq u_b, \end{cases} \]
with \( \eta = \beta + 3 + \frac{1}{\beta} \) and \( u_b = -\frac{p_b}{\beta \eta} \).

Remark that the parametrization based on \( u(\tau) = \tau \) and \( s(\tau) = \tilde{s}(u(\tau)) \), referred as \( u \)–formulation, do not satisfy (11) since the derivative of \( \tilde{s}(u) \) is singular at \( u = 0 \). As an alternative we consider the parametrization \( \tau \mapsto (s(\tau), u(\tau)) \) defined by the equation \( \max(s'(\tau), u'(\tau)) = 1 \) and the condition \( s(0) = 0 \), to which we refer as \( \tau \)–formulation. We obtain the following explicit formulas
\[ s(\tau) = \begin{cases} \tau & \text{if } \tau < \tau_s, \\ S(\tau - \tau_s + u_b \tau_s^n) & \text{if } \tau \geq \tau_s, \end{cases} \]
and
\[ u(\tau) = \begin{cases} u_b \tau_s^n & \text{if } \tau < \tau_s, \\ \tau - \tau_s + u_b \tau_s^n & \text{if } \tau \geq \tau_s, \end{cases} \]
with \( \tau_s = \min \left( (\eta u_b)^{\frac{1}{\beta}}, 1 \right) \).

4.1. First test case. We consider a bidimensional porous domain \( \Omega = (0, 1) \times (0, 1) \), which is initially very dry with \( s_0(x) = 10^{-6} \) in \( \Omega \). The water is injected at the pressure \( p_D = 1 \) through the portion of an upper boundary \( \Gamma_D = \{(x_1, x_2) | x_1 \in (0, 0.3), x_2 = 1\} \). The gravity vector is given by \( \mathbf{g} = -\nabla x_2 \) and a zero flux boundary condition is prescribed on \( \partial \Omega \setminus \Gamma_D \). The computations are performed on two quasi-uniform space discretizations of \( \Omega \) composed of 396 and 1521 Voronoï cells referred as Mesh 1 and Mesh 2. The final time is set to \( T = 0.7 \) and the time step is equal to 0.01. Figure 2 shows, for \( \beta = 4 \) and \( p_b = -10^{-2} \), the distribution of saturation and generalized pressure \( u \) at different times. The results are visualized on triangular Delaunay mesh dual to Mesh 1.

In order to challenge the robustness of both formulations, we set \( p_b = -10^{-2} \) and we let the parameter \( \beta \) take values in the set \( \{1, 2, 4, 8, 16\} \). For each value of \( \beta \) we compute, using \( \tau \)–formulation and tolerance \( \epsilon_{ref} = 10^{-12} \), the reference solution denoted by \( \left( \tau^n_{\beta} \right)_{n \in \{1, \ldots, N\}} \in \mathbb{X}_D \). Then, for both formulations and for the values of \( \epsilon \in \{10^{-2}, 10^{-4}, 10^{-6}, 10^{-8}, 10^{-10}, 10^{-12}\} \), we perform the calculations measuring the total number of Newton’s iteration and the deviation, in the discrete \( L^\infty(L^1) \) norm, of the “observable” variables \( u \) and \( s \) from the reference solution.

For a given value of \( \beta \) and of the tolerance \( \epsilon \), we denote by \( \left( \tau^n_{\beta, \epsilon} \right)_{n \in \{1, \ldots, N\}} \in \mathbb{X}_D \) and \( \left( \tau^n_{\beta, \epsilon} \right)_{n \in \{1, \ldots, N\}} \in \mathbb{X}_D \) the approximate solution of (52) obtained using the \( u \)–formulation and \( \tau \)–formulation respectively. The error produced by inexact Newton’s method is measured by the quantities
\[ \epsilon_{\|\tau^n_{\beta, \epsilon} - \tau^n_{\beta} u(\tau^n_{\beta})\|_{L^\infty(0, T; L^1(\Omega))}} = \frac{\|\pi_D \left( \tau^n_{\beta, \epsilon} - \tau^n_{\beta} u(\tau^n_{\beta}) \right) \|_{L^\infty(0, T; L^1(\Omega))}}{\|\pi_D u(\tau^n_{\beta})\|_{L^\infty(0, T; L^1(\Omega))}} \]
and
\[ err_s^{\beta,\epsilon} = \frac{\|\pi_D S(\tau^n_{\beta,\epsilon}) - \pi_D S(\tau^n_{\beta})\|_{L^\infty(0,T;L^1(\Omega))}}{\|\pi_D S(\tau^n_{\beta})\|_{L^\infty(0,T;L^1(\Omega))}} \]

for \(u\)-formulation, and
\[ err_u^{\beta,\epsilon} = \frac{\|\pi_D u(\tau^n_{\beta,\epsilon}) - \pi_D u(\tau^n_{\beta})\|_{L^\infty(0,T;L^1(\Omega))}}{\|\pi_D u(\tau^n_{\beta})\|_{L^\infty(0,T;L^1(\Omega))}} \]

for \(\tau\)-formulation.

Figure 3 exhibits, for Meshes 1 and 2, the behavior of the relative error \(err^{\xi}_{\beta,\epsilon}\), \(\xi = u, s\) as the function of an average number of iterations per time step required by Newton’s method in order to converge up to the given tolerance \(\epsilon\). We observe that in order to achieve the same precision \(u\)-formulation require a much larger number of iterations then \(\tau\)-formulation. Moreover the number of Newton’s iterations, for \(u\)-formulation, increases with \(\beta\), whereas \(\tau\)-formulation remains robust with respect to this parameter. The contrast in the efficiency of two formulations is amplified as the mesh is refined.

4.2. Second test case. The goal of this test case is to give a numerical evidence that the inexact Newton’s method applied to the \(u\)-formulation produces large
(a) $\text{err}_{\beta,\epsilon}$ and $\text{err}_s^{\beta,\epsilon}$ using Mesh 1.

(b) $\text{err}_u^{\beta,\epsilon}$ and $\text{err}_u^{\beta,\epsilon}$ using Mesh 1.

(c) $\text{err}_{\beta,\epsilon}$ and $\text{err}_s^{\beta,\epsilon}$ using Mesh 2.

(d) $\text{err}_u^{\beta,\epsilon}$ and $\text{err}_u^{\beta,\epsilon}$ using Mesh 2.

Figure 3. Relative error as the function of the average number of Newton's iterations per time step using $\tau-$formulation (red solid lines) and $u-$formulation (blue dashed lines).

The effects of gravity neglected so that the flow is only driven by diffusion. Figure 5 exhibits, for different times, the saturation field associated with the reference solution, which is computed using $\tau-$formulation and the tolerance $\epsilon_{ref} = 10^{-16}$. Since the flow is very slow the large time steps are needed, we set $T = 10^5$ and $\Delta t = 10^3$. Computations are performed using Mesh 1. Let $M = \int_{\Omega} s_0 \, dx$, we define the relative mass conservation error by

$$\text{mass err}_{\beta,\epsilon} = \frac{1}{M} \max_{n \in \{1, \ldots, N\}} \left| \int_{\Omega} \pi_D S(\tilde{\tau}_{\beta,\epsilon}^n) \, dx - M \right|$$

and

$$\text{mass err}_s^{\beta,\epsilon} = \frac{1}{M} \max_{n \in \{1, \ldots, N\}} \left| \int_{\Omega} \pi_D s(\tau_{\beta,\epsilon}^n) \, dx - M \right|.$$
Figure 4. At left \( \text{err}_{\beta, \epsilon}^s \) (red solid lines) and \( \overline{\text{err}}_{\beta, \epsilon}^s \) (blue dashed lines) as the function of \( \epsilon \), at right the relative mass conservation error as the function of \( \epsilon \).

Figure 4 exhibits the \( L^\infty(L^1) \) relative saturation error \( err_{\beta, \epsilon}^s \), \( \overline{err}_{\beta, \epsilon}^s \), and the relative mass conservation error \( mass \text{err}_{\beta, \epsilon}^s \) and \( \overline{mass} \text{err}_{\beta, \epsilon}^s \) as the functions of \( \epsilon \). As one can see the \( L^\infty(L^1) \) error produced by \( u^- \) formulation is dominated by the mass conservation error. Remark that even for the rather small values \( \epsilon = 10^{-6} \) or \( \epsilon = 10^{-7} \), the error produced by \( u^- \) formulation is still significant (see Figures 6).

In contrast \( \tau^- \) formulation leads to much smaller errors and, for any value of \( \epsilon \), conserves the mass up to a precision of order \( 10^{-15} \).

The very high accuracy for mass conservation observed with the \( \tau^- \) formulation can be explained as follows. With the values of the parameters \( \beta, p_b \) we have chosen, one has \( s(\tau) = \tau \) for \( \tau \in [0, 1] \) and hence for all \( \tau \in \Omega \times (0, T) \) in view of initial and boundary conditions. In addition, in view of (32) we have

\[
\sum_{K \in T} \sum_{\sigma \in E_K} F_{K, \sigma}(\tau^n) = 0, \quad \forall \tau^n \in X_D.
\]

Therefore, at each step of inexact Newton’s method, the flux contribution globally offset, hence we have

\[
\sum_{K \in T} m_K \left( s(\tau_{n,K}^{n,k}) + s'(\tau_{n,K}^{n,k})(\tau_{n,K}^{n,k+1} - \tau_{n,K}^{n,k}) - s(\tau_{n,K}^{n-1}) \right) = 0.
\]

Since \( \tau \mapsto s(\tau) \) is linear, one has \( s(\tau_{n,K}^{n,k+1}) = s(\tau_{n,K}^{n,k}) + s'(\tau_{n,K}^{n,k})(\tau_{n,K}^{n,k+1} - \tau_{n,K}^{n,k}) \), which implies that the mass is exactly conserved (assuming that linear algebraic computations are exact) at each iteration of Newton’s method.

References

Figure 5. Saturation field of the reference solution at different times.

Figure 6. Saturation profile of the reference solution along the line $y = 1 - x$ compared to the saturation profiles of the approximate solutions computed using $u$-formulation and $\epsilon = 10^{-8}$ and $10^{-9}$.
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