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Lattice Boltzmann modelling of streaming potentials: variations with salinity in monophasic conditions
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SUMMARY

The streaming potential phenomenon is produced by the flow of an electrolyte in a porous medium and is used for geophysical prospecting. It is quantified through an electrokinetic (EK) coefficient. The dependence of the EK coefficient on the conductivity of the electrolyte is described by the Helmholtz–Smoluchowski (HS) equation. This equation provides successful forecasts of the EK coefficient in the standard range of concentration. However, experimental measurements show deviations to this equation at extreme low and extreme high salinities. The aim of this study is to model the EK coefficient using Lattice Boltzmann simulations in a 2-D capillary channel, with a view to understanding these deviations. The effect of the constitutive parameters of the HS equation such as the permittivity and the viscosity is discussed. The validity of the HS equation using strong ζ potentials is assessed. Finally, a model of bulk fluid conductivity is derived. This model allows to take into account the change of local ionic distribution in the vicinity of the mineral. It appears to have a significant impact on the derivation of ζ potentials at low salinities and in the presence of polyvalent counterions.
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1 INTRODUCTION

The streaming potential phenomenon is induced by the coupling between the fluid flow and the electrical flow, which results from the presence of an electrical double layer at the fluid-rock interface. When fluid flows through a porous medium, it gives rise to an electric streaming current, counterbalanced by a conduction current, leading to a measurable electrical voltage. This electrokinetic effect is at the origin of seismoelectric signals (Gao & Hu 2010; Gao et al. 2013; Warden et al. 2013; Zyserman et al. 2015) and self-potential (SP) signals. Surface observations of SP anomalies have been reported from numerous tectonically active areas in the world, at different scales from centimetric to kilometric, at the Earth surface or in boreholes. The SP method has been used to characterize active volcanic areas (Saracco et al. 2004; Mauri et al. 2010) to detect at distance the propagation of a water-front in a reservoir (Saunders et al. 2008) and used to map ground water flow features (Jouniaux et al. 1999; Sailhac & Marquis 2001). It is possible to quantify this streaming potential with laboratory measurements (Jouniaux et al. 1994; Maineult et al. 2006; Jaafar et al. 2009; Glover & Dery 2010; Vinogradov et al. 2010; Vinogradov & Jackson 2011; Wang & Hu 2012).

The electrical double layer stems from the charge of the minerals constituting the material in contact with the electrolyte. When an electrolyte flows in a rock channel, the local electroneutrality in the immediate vicinity of the surface is satisfied thanks to an excess of positive ions, adsorbed and immobile, forming the Stern layer. The amount of positive ions decays as getting away from the mineral, until both positive and negative ions are found in equal proportion, in the free neutral part, far from the surface. The transition between the Stern layer and the free neutral electrolyte is called the diffuse layer. The so-called electrical double layer (EDL) is the combination of the Stern and the diffuse layers.

The potential created by the ionic distribution is related to the charge density of the electrolyte through the Poisson–Boltzmann equation:

$$\Delta \psi = - \sum_i \frac{Z_i e C_i^\infty}{\varepsilon_r \varepsilon_0} \exp \left( - \frac{Z_i e \psi}{k_B T} \right)$$

(1)

where $n$ is the number of species, $e_0 = 8.85 \times 10^{-12}$ F m$^{-1}$ is the vacuum permittivity, $\varepsilon_r$ is the relative permittivity of water, $e = 1.60 \times 10^{-19}$ C is the fundamental charge, $k_B = 1.38 \times 10^{-23}$ J K$^{-1}$ is the Boltzmann constant, $T$ is the temperature in K, $Z_i$ is the valence and $C_i^\infty$ is the concentration in ions m$^{-3}$ of the species $i$. $C_i^\infty$ can be converted in mol L$^{-1}$ using $C_i^\infty = 10^n_{n_1} C_i^{\infty,m}$ where $C_i^{\infty,m}$ is the concentration in mol L$^{-1}$ and where $n_1$ is the Avogadro’s number. Let us denote $\chi$ the distance to the surface. There is a linearized solution of this equation, demonstrated in the appendix of Pride (1994) and commonly known as the Debye–Hückel approximation, which allows to express the potential as a function of $\chi$:

$$\psi = \zeta \exp \left( - \frac{\chi}{d} \right).$$

(2)

$\zeta$ is the potential of the plane that separates the Stern layer from the moving fluid. It cannot be measured directly and always results from a calculation. It is generally negative for quartz at pH $> 3$. 
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$d$ is a characteristic lengthscale termed as the Debye length, which allows to measure the thickness of the diffuse layer. It is about $10^{-8}$–$10^{-10}$ m and depends upon the electrolyte concentration according to

$$\frac{1}{d^2} = \sum_i \left( \frac{e \varepsilon_i}{\eta \sigma_i} \right)^2 C_i^\infty. \quad (3)$$

The condition of validity of eq. (2) is that $|\psi| \ll |\frac{\sigma T}{R}|$, which corresponds to $|\psi| < 25$ mV at 25°C.

When the electrolyte flows through the rock, the streaming current created by the displacement of the charges is counterbalanced by a conduction current. The electrokinetic (EK) coefficient is the ratio of the macroscopic potential difference $\delta V$ created by the conduction current on the pressure difference $\delta P$ that allows to generate the flow

$$C_S = \frac{\delta V}{\delta P}. \quad (4)$$

The EK coefficient can be expressed as a function of the conductivity of the electrolyte $\sigma$, according to the Helmholz–Smoluchowski (HS) equation (Overbeek 1952; Hunter 1981):

$$C_S = \frac{\varepsilon_0 \varepsilon_r \zeta}{\eta \sigma}, \quad (5)$$

where $\eta$ is the dynamic viscosity of the electrolyte. This equation is derived by considering a single-phase, laminar, monovalent flow in a capillary channel. The demonstration does not consider any surface conductivity effect. It relies on the use of the Debye–Hückel approximation and on the assumption that the thickness of the diffuse layer is small compared to the diameter of the channel ($d \ll R$).

The HS equation provides a consistent prediction of the experimental EK measurements in the standard range of conductivity, from $10^{-3}$ S m$^{-1}$ up to 10 S m$^{-1}$. However, the EK coefficient shows deviations at extreme low and extreme high salinities that are not thoroughly understood. The compilation on sands and sandstones used for this study is shown in Fig. 1. Data on glass beads are not reported so as to compare measurements reflecting the same interactions between water and natural quartz.

At high salinity, the EK measurements performed by Jaafar et al. (2009) and Vinogradov et al. (2010) decrease with increasing concentration, but are still measurable, which is not captured by the classical models of EDL. The conclusion of their work is that considering the salinity dependence of $\varepsilon_0$, $\eta$, and $\zeta$, the potential could be constant or slightly increasing approaching the brine salinity limit. However, the use of the classical variations of $\varepsilon_0$, $\eta$, and $\zeta$ in the calculation of $\zeta$ are debated (Glover & Déry 2010; Glover et al. 2012). There is evidence that the dielectric constant diminishes as one gets closer to the mineral. Such local reduction of the permittivity could yield larger values of $\zeta$ potential with increasing salinity.

The measurements at very low salinity (data set 9) are presented in this article. The literature reports few EK coefficient measurements in this extreme low range of salinity, and these measurements are generally presented as a function of the concentration of the initial electrolyte. However, it is observed (Jouniaux et al. 2000; Guichet et al. 2006; Walker et al. 2014) that the conductivity of the electrolyte increases compared to its initial value, if the fluid is left sufficiently long time to be in equilibrium with the rock. This conductivity increase is the signal of the release of chemical species. Consequently, the concentration that is used for the preparation of the initial electrolyte is not representative of the fluid content at the moment of the measurement, and the EK coefficients plotted versus this concentration can lead, in this domain, to an artificial horizontal plateau. The measurements of the current study are plotted as a function of the conductivity and tend to show a vertical increase instead.

The purpose of this article is to model the streaming potential phenomenon using the Lattice Boltzmann (LB) method with a view to understanding these deviations. Similar resolutions of a convection problem coupled to a convecto-diffusive problem using two independent LB equations have been done for other types of electrokinetic and thermal issues (Guo et al. 2002; Wang & Kang 2010; Neuville et al. 2013; Obliger et al. 2013). In this paper, the velocity field and the potential field are simulated in a two-dimensional capillary channel using the LB Poisson-Boltzmann solver developed by Chai & Shi (2008). For this study, the advantage of the LB method over the classical analytical resolutions is that it does not require the use of the Debye–Hückel approximation. Furthermore, it puts within reach the assessment of the local variations of the physical quantities at stake. The algorithm presented in this paper is tested in various situations so as to explore the effect of the different parameters that constitute the HS equation. These parameters are the permittivity, the viscosity, the conductivity of the electrolyte, and the $\zeta$ potential.

First, light is shed on the effects of pore fluid permittivity and viscosity. Then, the consequence of the Debye–Hückel approximation is quantified by using $\zeta$ values that are far beyond the limit of 25 mV. Above this limit, the potential departs from the linear solution given by eq. (2). This departure is maximum in the margins of the capillary, where the electrokinetic coupling occurs.
The electrolyte conductivity is also modified in this area due to the change of ionic distribution approaching the rock mineral. This local dependence of the conductivity is quantified by deriving a model of bulk fluid conductivity which illustrates the influence of the local charge density on the global pore fluid conductivity. Finally, the impact of the electrolyte constituents is analysed, with a particular attention to the effect of non-monovalent counterions.

2 MEASUREMENTS

2.1 Data acquisition

The EK coefficients at the lowest conductivities (data set 9 in Fig. 1) were deduced from streaming potentials, electrical conductivities, and formation factors measured on seven Fontainebleau sandstones. The characteristics of the samples are summarized in Table 1. Porosity was deduced from the difference of weight between the saturated sample and the dry sample. Formation factor was deduced by measuring the electrical sample resistivity and fluid resistivity at high salinity with an impedancemeter at 1 kHz. Permeability was deduced from the Darcy law by measuring the flow rate for six different pressure gradients ranging from 0.01 to 0.1 MPa.

The samples were first saturated with a solution of NaCl prepared at concentration 10^{-5} mol L^{-1}. The electrical potentials were measured while water was made to flow through the samples using the apparatus described by Guichet et al. (2006). The tubing circuit was not closed, so that there was no possible electric current leakage through the water within the tubing. Most of the tubing was plastic and the few metallic parts of the apparatus were grounded. The electrical potential was measured with two silver-chloride electrodes of length 40 mm which were made by electrolysis of a silver rod in salt water of concentration 10^{-1} mol L^{-1}. The electrodes were put in the water circuit near the ends of the sample, but not within the water circulation to avoid the electrical noise due to water movement near the electrodes. The two electrodes were connected by two coaxial cables to a high input impedance voltmeter, allowing accurate measurements of the potential. Streaming potential measurements were performed once equilibrium with the rock was attained: water was made to flow through the sample again. The same procedure was repeated until the conductivity and pH of the water after flowing through the sample were constant. Once the water conductivity and pH were constant, the streaming potential was measured for various water pressure gradients. The measured $\delta V/\delta P$ are gathered in Table 2. The samples denoted with an asterisk correspond to second measurements that were performed some days after the first ones. The water expelled from the sample was also analysed when it was in sufficient quantity (see Section 4.3).

Table 1. Samples features: porosity ($\phi$), permeability ($k$) and formation factor measured at high salinity ($F$).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\phi$</th>
<th>$k$ (10^{-12} m²)</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z09</td>
<td>0.19</td>
<td>2.31</td>
<td>10.8</td>
</tr>
<tr>
<td>F2Y</td>
<td>0.18</td>
<td>2.02</td>
<td>12.5</td>
</tr>
<tr>
<td>Z17</td>
<td>0.17</td>
<td>2.13</td>
<td>15.5</td>
</tr>
<tr>
<td>M16</td>
<td>0.15</td>
<td>0.73</td>
<td>17.7</td>
</tr>
<tr>
<td>Z19</td>
<td>0.09</td>
<td>0.10</td>
<td>50</td>
</tr>
<tr>
<td>Z16</td>
<td>0.07</td>
<td>0.10</td>
<td>36</td>
</tr>
<tr>
<td>Z04</td>
<td>0.07</td>
<td>3–6 $\times$ 10^{-4}</td>
<td>105</td>
</tr>
</tbody>
</table>

Table 2. Experimental data: sample, temperature, conductivity of the expelled fluid after equilibrium with the rock in mS m$^{-1}$, $F_{orr}$ in mS m$^{-1}$, pH, measured $\delta V/\delta P$ and corrected EK coefficient in V/10⁵ Pa. Samples with an asterisk correspond to a second measurement performed some days after.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$T$ (°C)</th>
<th>$\sigma_f$</th>
<th>$F_{orr}$</th>
<th>$pH$</th>
<th>$\delta V/\delta P$</th>
<th>$C_{orr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z09</td>
<td>21.2</td>
<td>0.63</td>
<td>0.89</td>
<td>6.70</td>
<td>–6.10</td>
<td>–8.57</td>
</tr>
<tr>
<td>Z09</td>
<td>21.2</td>
<td>0.62</td>
<td>0.89</td>
<td>6.70</td>
<td>–4.10</td>
<td>–5.85</td>
</tr>
<tr>
<td>Z09</td>
<td>21.5</td>
<td>0.66</td>
<td>0.89</td>
<td>6.60</td>
<td>–3.54</td>
<td>–4.75</td>
</tr>
<tr>
<td>F2Y</td>
<td>20</td>
<td>0.49</td>
<td>0.58</td>
<td>6.75</td>
<td>–4.97</td>
<td>–5.92</td>
</tr>
<tr>
<td>F2Y</td>
<td>20</td>
<td>0.47</td>
<td>0.58</td>
<td>6.85</td>
<td>–4.60</td>
<td>–5.71</td>
</tr>
<tr>
<td>F2Y</td>
<td>20</td>
<td>0.47</td>
<td>0.58</td>
<td>6.85</td>
<td>–4.36</td>
<td>–5.41</td>
</tr>
<tr>
<td>Z17</td>
<td>21</td>
<td>0.40</td>
<td>0.94</td>
<td>6.70</td>
<td>–6.09</td>
<td>–14.1</td>
</tr>
<tr>
<td>Z17</td>
<td>21</td>
<td>0.50</td>
<td>0.94</td>
<td>6.73</td>
<td>–4.63</td>
<td>–8.68</td>
</tr>
<tr>
<td>Z17</td>
<td>21</td>
<td>0.50</td>
<td>0.94</td>
<td>6.70</td>
<td>–4.68</td>
<td>–8.78</td>
</tr>
<tr>
<td>M16</td>
<td>21</td>
<td>1.16</td>
<td>0.93</td>
<td>6.90</td>
<td>–2.30</td>
<td>–1.84</td>
</tr>
<tr>
<td>M16</td>
<td>21</td>
<td>1.16</td>
<td>0.93</td>
<td>6.90</td>
<td>–2.47</td>
<td>–1.98</td>
</tr>
<tr>
<td>M16*</td>
<td>18.2</td>
<td>0.40</td>
<td>0.54</td>
<td>6.50</td>
<td>–3.96</td>
<td>–5.35</td>
</tr>
<tr>
<td>M16*</td>
<td>18.6</td>
<td>0.46</td>
<td>0.54</td>
<td>6.50</td>
<td>–4.24</td>
<td>–4.98</td>
</tr>
<tr>
<td>Z19</td>
<td>17.8</td>
<td>0.48</td>
<td>0.80</td>
<td>6.60</td>
<td>–2.12</td>
<td>–3.54</td>
</tr>
<tr>
<td>Z19</td>
<td>17.8</td>
<td>0.48</td>
<td>0.80</td>
<td>6.60</td>
<td>–1.92</td>
<td>–3.19</td>
</tr>
<tr>
<td>Z19</td>
<td>17.8</td>
<td>0.51</td>
<td>0.80</td>
<td>6.60</td>
<td>–1.66</td>
<td>–2.61</td>
</tr>
<tr>
<td>Z16</td>
<td>18.5</td>
<td>1.40</td>
<td>1.21</td>
<td>6.30</td>
<td>–1.58</td>
<td>–1.37</td>
</tr>
<tr>
<td>Z16</td>
<td>18.5</td>
<td>1.40</td>
<td>1.21</td>
<td>6.30</td>
<td>–1.60</td>
<td>–1.38</td>
</tr>
<tr>
<td>Z16*</td>
<td>17.3</td>
<td>0.74</td>
<td>0.85</td>
<td>6.70</td>
<td>–1.38</td>
<td>–1.58</td>
</tr>
<tr>
<td>Z16*</td>
<td>17.3</td>
<td>0.74</td>
<td>0.85</td>
<td>6.70</td>
<td>–1.43</td>
<td>–1.63</td>
</tr>
<tr>
<td>Z16*</td>
<td>17.3</td>
<td>0.74</td>
<td>0.85</td>
<td>6.70</td>
<td>–1.51</td>
<td>–1.72</td>
</tr>
<tr>
<td>Z04</td>
<td>18</td>
<td>0.81</td>
<td>1.84</td>
<td>6.60</td>
<td>–0.47</td>
<td>–1.07</td>
</tr>
<tr>
<td>Z04</td>
<td>18</td>
<td>0.81</td>
<td>1.84</td>
<td>6.60</td>
<td>–0.43</td>
<td>–0.98</td>
</tr>
</tbody>
</table>

Figure 2. EK coefficient with surface term (eq. 6) as function of fluid conductivity: (a) $2R = 10^{-4}$ m, quartz; (b) $2R = 10^{-3}$ m, quartz; (c) $2R = 10^{-2}$ m, clay; (d) $2R = 10^{-3}$ m, quartz.

2.2 Surface conductivity correction

In this range of salinity, the EK measurements can be impacted by the conductivity of the rock surface (Briggs 1928; Alkafeef & Alajmi 2006; Wang et al. 2015). It is possible to quantify the effect of surface conductivity in a capillary channel (Fig. 2) by plotting (Rutgers 1940)

$$C_s = \frac{\epsilon_0 \delta \sigma_f \zeta}{\eta (\sigma_f + \sigma_{surf})}$$

where $\sigma_{surf} = \frac{2 \pi}{\Omega}$ (Morgan et al. 1989) and where $\Omega$ is the conductance of the porous fabric. Depending on the rock composition, this surface conductance can be more or less important, with typical...
values of $\Omega = 2.5 \times 10^{-9}$ S for quartz and $\Omega = 8.9 \times 10^{-9}$ S for clay (Revil & Glover 1998). When the surface conductivity is strong (small channel, Fig. 2d), the fluid conductivity becomes negligible in the low salinity domain, and the EK coefficient tends to an horizontal asymptote. For a realistic value of $R$ (above 100 µm) and a surface made of quartz, the EK coefficient seems completely unaffected by the surface conduction (Fig. 2a).

Considering clean Fontainebleau sandstones, composed of more than 99 percent of quartz (Bourbie & Zinszner 1985), the surface conductivity was measured to be $7-9 \times 10^{-5}$ S m$^{-1}$ (Ruffet et al. 1991). The surface conductivity effect cannot be neglected when $\times 1991).$ The surface conductivity effect cannot be neglected when $\times 1994).$ When the rock contains clay, calcite or secondary minerals, $\times 3.1$ Numerical process

$\times 3.1$ Numerical process

The numerical process consists in simulating the flow of an electrolyte in a channel on the one hand, the potential created by the accumulation of charges at the fluid-rock interface on the other hand, and coupling these quantities through the computation of the electric field generated by the flow.

Let us denote $v$ the velocity of the electrolyte and $\rho_e$ the electrolyte charge density. By assuming that the conduction current $j_C = \sigma E$ counterbalances the streaming current $j_s = \rho_e v$, the electric field is expressed locally by

$$E(\chi) = -\frac{\rho_e(\chi) v(\chi)}{\sigma_f}. \quad (9)$$

The local charge density is computed from the species concentrations

$$\rho_e(\chi) = \sum_i \rho_i(\chi) = \sum_i e_i C_i(\chi), \quad (10)$$

which obey a Boltzmann distribution

$$C_i(\chi) = C_i^{\infty} \exp\left(-\frac{z_i e \Phi(\chi)}{k_B T}\right). \quad (11)$$

$C_i^{\infty}$ is the species concentration in the absence of potential field, like when the electrolyte is out of the rock. The concentration in the centre of the pore is similar to $C_i^{\infty}$, if the condition $d \ll R$ is satisfied.

The conductivity of the electrolyte in the absence of potential field is given by

$$\sigma_f^{\infty} = \sum_i (e_i)^2 b_i C_i^{\infty}, \quad (12)$$

where $b_i = \frac{1}{\sigma F \mathcal{R}_i}$ is the mobility of the species $i$, and $R_i$ its effective ionic radius. The computation of eq. (9) using eq. (12) for $\sigma_f$ is equivalent to assume that the fluid conductivity is similar to the fluid conductivity in the absence of electric field everywhere in the medium, even in the vicinity of the rock surface. This is the approach followed in the derivation of the HS equation. However if we want to consider the actual distribution of the species close to the surface, we should rather compute eq. (9) using

$$\sigma_f^{\text{loc}}(\chi) = \sum_i (e_i)^2 b_i C_i(\chi), \quad (13)$$

where $C_i(\chi)$ is given by eq. (11). The use of $\sigma_f^{\text{loc}}(\chi)$ allows to consider the excess of positive species that arises approaching the shear plane. This positive excess makes $\sigma_f^{\text{loc}}(\chi)$ vary as a function of the distance to the rock, and consequently impacts the electrical field. In this paper, the conductivity computed from eq. (13) will be termed local conductivity, as opposed to the conductivity from eq. (12), that does not consider the local fluctuations, and which will be termed classical, or standard conductivity.

The simulation process can be summarized in the following steps:

(i) Calculation of the fluid speed norm using an LB algorithm that solves the Navier–Stokes equation.

(ii) Calculation of the electrical potential using another LB algorithm that solves the Poisson–Boltzmann equation: (a) calculation of the electrical potential that depends on the charge density $\rho_e$; (b) calculation of the concentrations $C_i$ using eq. (11); (c) update of $\rho_e$ using eq. (10).

(iii) Calculation of the electrical field by coupling the fluid speed norm, the charge density and the fluid conductivity according to eq. (9) at each node.

(iv) Calculation of the macroscopic potential difference $\delta V$ by averaging the field over the whole medium.

(v) Calculation of the EK coefficient defined as $\delta V/\delta P$, $\delta P$ being the pressure difference that allowed to force the flow.

The parameters $\zeta$ and $C_i^{\infty}$ are fixed by the user. If the ions of the Stern layer are assumed to be immovable, the Stern layer does not contribute to the coupling in the sense of eq. (9). There is evidence that the Stern layer provides extra-paths to the current (Werner et al. 1998), but this contribution is encapsulated within the surface conductivity effect (Revil & Glover 1998). Considering that the Stern contribution resides in the surface conductivity and that the low-salinity data introduced in this study are corrected from this effect, there is no need to incorporate the Stern layer in this model. The potential that is set at the lateral boundaries is thus considered as equal to $\zeta$ (potential of the shear plane). The surface is assumed to be perfectly planar, in accordance to the HS model. Some tests using a realistic rock surface are presented in Appendix.

3.2 LB modelling

The LB method enables to model physical phenomena at fine scale and is well adapted for parallel processing. The fundamental principle of the LB method is the use of numerical fluid particles that

\[ C_i^{\text{inst}} = \sum_i (e_i)^2 b_i C_i^{\text{inst}}, \quad \delta P = \eta F \delta V, \quad \zeta = -\frac{e \phi}{k_B T} \]

\[ \rho_e(\chi) = \sum_i \rho_i(\chi) = \sum_i e_i C_i(\chi), \quad (10) \]

\[ C_i(\chi) = C_i^{\infty} \exp\left(-\frac{z_i e \Phi(\chi)}{k_B T}\right). \quad (11) \]
propagate and collide in a fixed number of directions. Let $F_i$ be the probability of presence of a particle in the direction $i$. In the same direction, let $F_{i}^{eq}$ be the equilibrium distribution of the particles deriving from entropy and mass conservation principles. The LB equation

$$F_i(x + c_i dt, t + dt) - F_i(x, t) = -\frac{1}{\tau} (F_i - F_{i}^{eq})$$

(14)

expresses that at each step for any site $x$, the change of $F_i$ is proportional to its deviation to the equilibrium distribution. The norms of the velocity vectors in the directions $i$ denoted $c_i$ are given by $c = \frac{dx}{dt}$ where $dx$ and $dt$ are respectively the space and the time steps. The left-hand side of eq. (14) can be interpreted as the displacement of the particles and the right-hand side as the change induced by the collision between the particles. $\tau$ is defined as the collision period, giving the collision frequency $\omega = \frac{1}{\tau}$. For convenience, the geometrical configurations of the particle displacements are classified thanks to the acronym DdQq, where $d$ is the dimension of the medium and $q$ is the number of directions available to the particles. A view of the simulations is provided in Fig. 3. The boundary conditions perpendicular to the flow are periodic, which means that everything that flows out of one side, is reinjected by the other side. The borders parallel to the flow are solid, all the particles that reach these frontiers are sent back in the opposite direction.

The full set of equations allowing to reproduce the Navier–Stokes equation is reported in numerous books and articles (Flekkøy 1993; Rothman & Zaleski 1997; Chopard & Droz 1998; Wolf-Gladrow 2005) and will not be reminded here. The geometrical configuration allowing to simulate a classical 2D flow is D2Q9. The time step is given by $dt = dx^2 \nu_{id} / \nu$ where $\nu_{id}$ is the adimensional kinematic viscosity of the fluid. $\nu_{id}$ controls the convergence speed of the algorithm through the relationship $\tau = 3 \nu_{id} + 0.5$. For stability reasons, $\tau$ must be $>0.5$, which is achieved with $\nu_{id} > 0$. Fig. 4(a) shows the consistency between the simulated fluid speed and the Poiseuille’s law given by

$$v(x) = \frac{1}{2\eta} \frac{\delta P}{L} (x(2R - x)).$$

(15)

where $L$ is the channel length. The precision of the simulated velocity is independent of $dx$, but is fixed by $\nu_{id}$ and the number of nodes along the velocity profile. With 100 nodes and $\nu_{id} < 1$, the relative error on the maximum velocity is less than 0.15 per cent.

The electrical part is simulated with the modified LB model developed by Chai & Shi (2008) in the D2Q5 configuration. Contrary to the previous models that solved a diffusion equation converging to a Poisson equation in stationary regime, this model is a genuine solver of the Poisson–Boltzmann equation, thanks to its modification of the equilibrium distribution function. The correspondence between the simulated potential and eq. (2) appears in Fig. 4(b).

The accuracy of the result compared to the HS equation is controlled by two factors which are the $d/dx$ and $2R/d$ ratios. With the definition that the Debye length is the half of the diffuse layer, the $d/dx$ ratio corresponds to the half of the number of nodes in the diffuse layer. This number controls the precision of the calculation. The $2R/d$ ratio allows to check the validity of the thin double layer assumption invoked in the derivation of the HS equation. The conditions of validity of this assumption are quantified by Jackson & Leinov (2012), who point out that the critical $2R/d$ above which it is acceptable to consider that the thin double layer assumption is verified, is controlled by the surface charge of the capillary. The surface charge depends on the $\zeta$ potential and on the ionic strength of the electrolyte. They find that the capillary diameter must be more than 50 times the Debye length for a surface charge $<0.2 \text{ mC m}^{-2}$ (low $\zeta$ potential, low ionic strength), and more than 400 times the Debye length for a surface charge up to $100 \text{ mC m}^{-2}$ (high $\zeta$ value, high ionic strength). Considering that this study focuses on measurements at high salinities and that a wide range of $\zeta$ values is to be tested, the lower bound $2R/d = 50$ is not sufficient, but the upper bound $2R/d = 400$ is computationally difficult to reach, and a compromise is to be found.

Let $ny$ be the number of nodes in the direction perpendicular to the rock surface allowing to simulate the potential. By setting $\zeta$ at $-20 \text{ mV}$ and using different values of $C^\infty$, $R$ and $ny$, several EK coefficients are simulated and compared to the HS equation.

The corresponding relative error as a function of the $d/dx$ ratio is shown in Fig. 5. For $2R/d = 10$ and $2R/d = 33$, the assumption $d \ll R$ is not verified, which yields a significant relative error. For $2R/d = 104$ and $2R/d = 331$, the relative error decreases with increasing $d/dx$ down to a satisfying value. The number of nodes given by $ny = \frac{2R}{dx}$ must combine a high $d/dx$ with a high $2R/d$ to achieve a good precision. But the use of a high $2R/d$ represents
a heavy computational issue, that makes the power demand hard to
manage in the case of large media (see Appendix). By considering
that 2
120 is sufficiently large to respect the thin double layer
assumption, 2
60 is found to give a relative error <3 per cent,
which is acceptable for the study of the deviations at stake.
Finally, the lower bound of ny is given by 120 × 60 = 7200, which
is much more than the number of nodes required to simulate the
Poiseuille flow. Consequently the flow and the electrical calculation
are not performed on the same grid. The coupling of these quantities,
which occurs through the computation of the electrical field, requires
the 2-D-interpolation of the fluid speed from the hydric mesh to
the electrical mesh. This interpolation is made by carefully assessing
the position of the zero fluid velocity that is not located at the rock
node, due to the bounceback condition. Indeed, the conservation
of the distance travelled by the particles in one step makes the zero
velocity shift at the middle of the cell (Fig. 6a). Therefore,
if the rock wall is located at i0, and if the first velocity node is
located at i1, the interpolation of the fluid speed between i0 and i1
will give an overestimation of the velocity (Fig. 6b, grey line). With
C
−0.1 mol L−1 and ζ = −20 mV, the relative error between the
simulated EK coefficient and the HS equation is about 7.3 per cent,
which is significant, and shows the importance of the first nodes.
The calculation of the velocity between the nodes i0 and i1 by
interpolating the velocity between i1 and i2 makes the relative error
drop to 2.1 per cent (black dashed line).
For time performance reasons, C5 is calculated every 10 steps.
The procedure stops when the EK coefficient is stabilized (relative
change between two C5 calculations <10−10).

3.3 Validity of the LB approach
Several tests are performed in order to verify that streaming poten-
tials are properly modelled by the LB approach. By running the
simulations for several values of δP the proportionality between δP
and the calculated δV is verified (Fig. 7a). Starting from now, all
the simulations are done with δP = 10−2 Pa. The proportionality
between the simulated EK coefficient and the imposed ζ is also
checked (Fig. 7b). Finally, it is verified that the EK coefficient is
independent of the channel length.

The EK coefficient is compared to the analytical solution given
by the volumetric average of j:

\[ C_5 = -\frac{\langle j \rangle}{\sigma} \frac{L}{\delta P} \]  \hspace{1cm} (16)

with

\[ \langle j \rangle = \frac{1}{\pi R^2 L} \int_0^L \int_0^{2\pi} \int_0^R v(r) \rho(r) r dr d\theta dl \]  \hspace{1cm} (17)

where r is the distance from the centre of the capillary towards the
rock surface. In cylindrical coordinates, the Poiseuille’s law reads

\[ v = \frac{1}{4\eta L} \left( R^2 - r^2 \right) \]  \hspace{1cm} (18)

and the charge density of a NaCl reads

\[ \rho_e = -2eC \sinh \left( \frac{e\psi(r)}{k_B T} \right) \]  \hspace{1cm} (19)

which gives, using the Debye–Hückel approximation,

\[ C_5 = \frac{\zeta}{\eta(b_{\text{Na}} + b_{\text{Cl}})k_B} \int_0^R r \left( 1 - \frac{r^2}{R^2} \right) e^{-\frac{\zeta}{k_B T} dr}. \]  \hspace{1cm} (20)

It is noteworthy that the dependence on the salinity resides only
in the parameter d. This equation is plotted as a function of the
2R/d ratio and compared to the HS equation and the simulations
in Fig. 8. In the high 2R/d domain, the 3 approaches are merged
together. When 2R/d decreases, the diffuse layers of the opposite
planes start to overlap (cross-sections B), until the potential has
no place enough to collapse to zero (cross-section A). As the thin
double layer assumption gets less valid, the calculated EK coefficient
diverges from the HS equation. At very low 2R/d, the EK coefficient
clusters on a horizontal plateau. This horizontal plateau is due to
the fact that when the opposite planes are very close, the potential
has no room to decay from the ζ value, and remains constant everywhere
in the channel. In that case, the EK coefficient is given by

\[ C_5 = \frac{R^2}{4\eta(b_{\text{Na}} + b_{\text{Cl}})} \sinh \left( \frac{e\zeta}{k_B T} \right). \]  \hspace{1cm} (21)

If the potential happens to be non-zero where the fluid should be
neutral, the EK coefficient departs from the HS relationship. For
a negative potential, as encountered at low 2R/d with a negative
ζ value, the EK coefficient is lower. The simulations follow the
trend given by the analytical solution, and the LB model is shown

Figure 5. Relative error on C5 versus d/dx for several 2R/d ratios. The
vertical line is d/dx = 60, the horizontal is the limit of 3 per cent.

Figure 6. (a) Bounce-back condition on the solid boundary. (b) Interpolation
of the fluid velocity.

Figure 7. Simulations in channel 2R = 10−6 m with C−0.1 = 10−4 mol L−1.
(a) Simulated δV versus imposed δP. (b) EK coefficient versus [ζ].

<table>
<thead>
<tr>
<th>v (m/s)</th>
<th>10−7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \psi = -20 \text{ mV} \]  \hspace{1cm} (22)

\[ \delta V = 1.006 \times 1.130 \]  \hspace{1cm} (23)

\[ \delta P = 10^{-2} \text{ Pa} \]  \hspace{1cm} (24)

\[ e = 1.6 \times 10^{-19} \text{ C} \]  \hspace{1cm} (25)

\[ \sigma = 1 \times 10^{-6} \text{ S m}^{-1} \]  \hspace{1cm} (26)

\[ k_B = 1.38 \times 10^{-23} \text{ J K}^{-1} \]  \hspace{1cm} (27)

\[ T = 293 \text{ K} \]  \hspace{1cm} (28)

\[ R = 10^{-10} \text{ m} \]  \hspace{1cm} (29)

\[ d = 10^{-2} \text{ m} \]  \hspace{1cm} (30)

\[ n = 10^{-3} \text{ mol L}^{-1} \]  \hspace{1cm} (31)

\[ b_{\text{Na}} = 0.1 \text{ mol L}^{-1} \]  \hspace{1cm} (32)

\[ b_{\text{Cl}} = 0.1 \text{ mol L}^{-1} \]  \hspace{1cm} (33)

\[ C_5 = 10^{-4} \text{ mol L}^{-1} \]  \hspace{1cm} (34)

\[ \delta P = 10^{-2} \text{ Pa} \]  \hspace{1cm} (35)

\[ \psi = -20 \text{ mV} \]  \hspace{1cm} (36)

\[ \zeta = 1 \text{ mV} \]  \hspace{1cm} (37)
to be reliable even in this configuration, sometimes called the thick double layer model.

4 RESULTS

The LB model presented in the previous section is now used to explore the effect of the different parameters constituting the HS equation.

4.1 Salinity dependence of permittivity and viscosity

In standard conditions of temperature, the commonly used values of viscosity and permittivity are constants, independent of the concentration. For high salinities, the use of constants becomes incorrect, and proper models are required.

The dielectric constant of water as function of salinity was given by G.R. Olhoeft (unpublished notes, Revil et al. 1999b):

$$\varepsilon_r(T, C) = \varepsilon_r(T) + \sum_{i=1}^{3} c_i C^i,$$  \hspace{1cm} (22)

where \(c_1 = -13 \text{ L mol}^{-1}, \ c_2 = 1.065 \text{ (L mol}^{-1})^2, \ c_3 = -0.03006 \text{ (L mol}^{-1})^3\) and \(\varepsilon_r(T) = 80.1\) at 20 °C. This relationship yields a permittivity that is roughly constant below 0.1 mol L\(^{-1}\), and that drops from 80 to 35 at the brine salinity limit (Fig. 9a). This behaviour is supported by the recent analytical model of Levy et al. (2012).

In parallel, the value of the dynamic viscosity increases by a factor 2 above 0.1 mol L\(^{-1}\) (Fig. 9b). The viscosity relationship above this limit is derived using the data from (Lide 2005), also used by Vinogradov et al. (2010):

$$\eta(C) = \sum_{i=0}^{3} b_i C^i,$$  \hspace{1cm} (23)

where \(b_0 = 1.0063, \ b_1 = 7.7674 \times 10^{-2}, \ b_2 = 1.0682 \times 10^{-2}, \ b_3 = 2.8167 \times 10^{-3}, \ b_4 = -8.1438 \times 10^{-4}, \ b_5 = 1.1633 \times 10^{-4}\) and where \(\eta\) is in mPa s. Below 0.1 mol L\(^{-1}\), the standard value \(\eta = 1.002\) mPa s is kept.

The LB modelling allows to take into account the effect of the dielectric constant through its occurrence in the source term of the Poisson–Boltzmann equation. The viscosity governs the amount of collisions of the particles controlling the rheology of the fluid, and is involved in the computation of the conductivity.

In this section, the choice is made to present the EK coefficient as a function of the electrolyte concentration because of the conductivity variations observed in the high salinity domain. At medium and low salinities, conductivity and concentration are proportional, following the trend of eq. (12). At high salinity, the conductivity increases less than expected with increasing concentration (Fig. 9c). This compels to present the EK measurements as a function of the conductivity behaviour. Two reciprocal conductivity-concentration relationships valid over the whole range of salinity are derived by combining the high salinity measurements (Jaafar et al. 2009, personal communication) at concentration above \(5 \times 10^{-3}\) mol L\(^{-1}\), to eq. (12) below \(5 \times 10^{-3}\) mol L\(^{-1}\) (Fig. 9d):

$$\log \sigma_f^\infty = \sum_{j=0}^{5} a_{ij} (\log C_j^{\infty,m})^j$$  \hspace{1cm} (24)
with $a_{15} = -0.0013273$, $a_{14} = -0.01717$, $a_{13} = -0.0801$, $a_{12} = -0.17312$, $a_{11} = 0.77962$ and $a_{10} = 0.91778$,

$$\log C_{\infty,m} = \sum_{i=0}^{7} a_i (\log \sigma_i^\infty).$$  

with $a_{27} = 5.4958 \times 10^{-4}$, $a_{26} = 6.1177 \times 10^{-3}$, $a_{25} = 0.02464$, $a_{24} = 0.040537$, $a_{23} = 0.014129$, $a_{22} = -0.011477$, $a_{21} = 1.0552$ and $a_{20} = -1.0246$.

The impact of the permittivity and viscosity variations on the EK coefficient in the high salinity domain is quantified in Fig. 10, by comparing the HS equation (A, thick line), the simulations with the classical conductivity (B, circles) and the simulations with the local conductivity (C, squares), all computed using eq. (24), to the experimental data (dots). The thin solid line corresponds to the HS equation, computed with the conductivity from eq. (24). It shows an upward curvature that is the result of this less increasing conductivity approaching the brine salinity limit. The simulations with the EK coefficient in the high salinity domain is quantified in Fig. 10, (a) a constant viscosity and the permittivity from eq. (22) ($\xi = -20$ mV); (b) a constant permittivity and the viscosity from eq. (23) ($\xi = -20$ mV); (c) by using both of the permittivity and viscosity variations given by eqs (22) and (23) ($\xi = -25$ mV).

However, the question of the proper choice of the viscosity and the permittivity, points out that these quantities may fluctuate within the EDL as one gets closer to the mineral (Grahame 1947). Such decrease of permittivity and viscosity in the vicinity of the mineral could yield an increasing $\xi$ with increasing salinity, instead of a constant $\xi$ (Glover & Dery 2010; Glover et al. 2012). A model of local dielectric constant was derived by Booth (1951); Hunter (1966)

$$\epsilon_i(T, C, \chi) = \epsilon_i(T, C) \left[ 1 - \beta \left( \frac{d\psi(\chi)}{d\chi} \right)^2 \right]$$  

with $\beta = 4 \times 10^{-18}$ m$^2$V$^{-2}$ for water at 25°C. Pride & Morgan (1991) showed that this variation can be safely neglected for salinities <0.1 mol L$^{-1}$. At high concentration, the term containing the potential derivative becomes important due to the sharp decrease of the potential in the diffuse layer. By assuming that $\xi$ is sufficiently low in this range of salinity to apply the Debye–Hückel approximation, eq. (26) becomes

$$\epsilon_i(T, C, \chi) = \epsilon_i(T, C) \left[ 1 - \beta \left( \frac{\psi(\chi)}{d} \right)^2 \right].$$  

With $\xi = -25$ mV and $C_{\infty,m} = 5.33$ mol L$^{-1}$ (maximum salinity of the data set), the dielectric constant drops from 35.6 to 29.2 at the margins of the capillary. By injecting this relationship in the algorithm and using the classical conductivity, the simulated EK coefficient amounts to $1.69 \times 10^{-10}$ V Pa$^{-1}$, versus 1.78 $\times 10^{-10}$ V Pa$^{-1}$ with a non-local $\epsilon_r$. This difference is of the order of magnitude of the simulations precision, which is observable, but small. Using this model, the effect of the local variations of $\epsilon_r$ appears too weak to impact the derivation of $\xi$ potentials. The result is similar with a local conductivity.
It is not possible to simulate the local variations of fluid viscosity with this algorithm, because it would compel to use a space dependent collision period, which would breach the momentum conservation on which the LB method is based. However, the local viscosity model given by Booth (1951); Hunter (1966) is of the same type of eq. (26), and it can be assumed that the local viscoelectric effects can be neglected in a similar way.

The following sections will exclusively focus on the deviation observed at low salinity. Considering that permittivity and viscosity vary with the concentration in a salinity range that is far away from this domain, they will be kept constant starting from now.

4.2 Local variations of pore fluid conductivity

After the permittivity and the viscosity, another key parameter constituting the HS equation is the $\zeta$ potential. The HS equation relies on the Debye–Hückel approximation, which is valid only if the potential remains below 25 mV. Considering that the most commonly used models of $\zeta$ potential generate values that are far above this limit (Kirby & Hasselbrink 2004), it is interesting to quantify the error introduced by this approximation. In particular, this section aims at determining if this error is concentration-dependent, and how this impacts the bulk fluid conductivity. Strong $\zeta$ values up to $-130$ mV are introduced in the LB model, with a view to detecting deviations of $C_S$ with decreasing salinity.

4.2.1 Estimation of the error induced by the Debye–Hückel approximation

The Debye–Hückel approximation expresses that the potential decays from the shear plane following the trend given by eq. (2), which is linear in semi-log scale. When the potential of the shear plane is high, this approximation is not valid anymore, and the trend that is actually followed by the potential departs from this linearity. Such departure can be observed in Fig. 11(a) where the potential simulated in a channel (solid line) is compared to the potential given by eq. (2). Starting from the shear plane where the potential is set to $-120$ mV, we can observe the formation of a gap between the simulations and the analytical solutions that increases until the potential achieves $-25$ mV. After $-25$ mV, the simulated potential follows the same linear trend as eq. (2), and the gap resulting from the first part of the decrease remains constant. It is possible to measure the importance of this gap by interpolating a ‘true’ $\zeta$ potential using the linear part of the simulated potential, where $|\Psi| < 25$ mV (thick dashed line).

The difference between $\zeta$ and $\zeta_{\text{interp}}$ is computed for several $\zeta$ and several concentrations. As it could be expected, Fig. 11(b) reports that the higher $\zeta$, the higher the difference, since the approximation becomes less valid with increasing $\zeta$. The Debye–Hückel approximation is valid in the centre of the medium, where the potential is zero, but it gets less precise closer to the surface, and this effect is more pronounced when the $\zeta$ value is strong compared to $\frac{\kappa e^2}{kT}$. For $\zeta = -120$ mV, the difference amounts to 40 mV. For high surface charges, the potential experienced by the ions is less important that the one given by the approximation. However, the curves computed for several $C_S^\infty$ show an exact superposition, meaning that this difference is independent of the concentration.

The use of high $\zeta$ values triggers a non-linearity of the potential in the vicinity of the shear plane. This non-linearity increases with increasing $\zeta$, but is independent of $C_S^\infty$. This non-linearity fades out as soon as the limit of 25 mV is reached, which is achieved at a short distance from the shear plane. The question to be solved now is, to what extent this deviation is able to impact the fluid conductivity, and then the streaming current.

4.2.2 Impact on the species distribution

The potential non-linearity is independent of the concentration. However, the potential governs the distribution of the species in the capillary according to eq. (11). The ionic distribution is required to calculate the charge density, but also the electrolyte conductivity. In other words, the electrolyte conductivity is likely to be influenced by the potential non-linearity through the impact of the potential on the species distribution. In this section, simulations with a local conductivity are compared to simulations with the classical conductivity in order to assess if $\zeta$ impacts significantly the bulk fluid conductivity, and again, if this impact is concentration dependent.

The tests are performed with $\zeta = -20$ mV and $\zeta = -80$ mV in two situations: $R$ is fixed, or $R$ is adapted so as to keep $2R/d = 120$. When $R$ is fixed, the $2R/d$ ratio decreases with decreasing concentration. The small $2R/d$ situation is interesting because in that case, the non-linear part of the potential represents a significant portion of the potential profile. A radius $R = 10^{-6}$ m allows to test this configuration, without having a complete overlapping of the diffuse layers. The case where $2R/d$ is fixed at a large value allows to avoid the geometrical deviation of $C_S$ with decreasing concentration (see Section 3.3) and then, to assess the impact of $\zeta$ alone.

In Fig. 12, the solid symbols are the EK coefficients simulated with the standard conductivity, whereas the open symbols represent the simulations with a local conductivity. The case $\zeta = -80$ mV is in grey, the case $\zeta = -20$ mV is in black. The simulations with a constant $R$ are in dotted lines, the simulations with a fixed $2R/d$ are in dashed lines.

In the case of the fixed $2R/d$ ratio, when the conductivity is not local dependent, the simulations are more or less merged with the HS equation, even for the high $\zeta$ value. This means that the potential non-linearity highlighted in the previous section has a weak impact on the computation of the charge density. On the contrary, when the simulations are realized with a local conductivity, the simulated EK coefficient is lower than the HS equation. The difference is more important at a high $\zeta$ value, and, again, independent of the concentration.

The same kind of gap can be observed with the simulations using a constant radius, unless in the very low salinity domain, where the diffuse layers start to overlap. At low $2R/d$, the EK coefficient
initiates the downward curvature that was reported in section 3.3, but not the expected upward deviation.

In summary, the species distribution in the vicinity of the mineral has a great impact on the EK coefficient through the bulk fluid conductivity. The change of distribution approaching the mineral has a great impact on the EK coefficient through the bulk fluid conductivity. The fluid velocity is given by the Poiseuille’s law, the charge density 

\[ \langle \delta \rangle = - \frac{1}{\pi R^2 L} \int_0^L \int_0^\pi \int_0^R \frac{v(r) \phi(r)}{\sigma_{\text{HS}}} \, r \, dr \, dl \]  

(30)

The fluid velocity is given by the Poiseuille’s law, the charge density by eq. (10), the fluid conductivity by eq. (13). Using the Debye–Hückel approximation,

\[ \langle E \rangle = - \frac{\delta V}{L} = - \frac{\delta P}{I} \]  

(31)

where

\[ I = \int_0^R r (R^2 - r^2) \sum_i z_i e C_i^\infty \left( 1 - \frac{z_i e}{4 \pi \varepsilon_0} e^{\frac{(r-d)}{d}} \right) \, dr \]  

(32)

is the resulting EK coefficient. The equalization of eq. (32) to the HS equation expressed with \( \sigma_f^* \) leads to

\[ \sigma_f^* = \frac{E \phi_0 \varepsilon_0}{2 \pi \eta L} \]  

(33)

This solution is valid whatever the nature of the ionic species, monovalent or polyvalent, and will be used later in this study. For a 1:1 electrolyte such as NaCl, eq. (32) simplifies to

\[ I = \int_0^R \frac{r (R^2 - r^2) A e^{-\frac{(r-d)}{d}}}{\eta R^2 (e (b_{na} + b_{bc}) - e (b_{na} - b_{bc})) A e^{-\frac{(r-d)}{d}}} \, dr \]  

(34)

with \( A = \frac{\varepsilon_0}{147} \). This expression is compared to the simulations realized at \( C_{\text{in}} = 0.1 \) mol L\(^{-1}\) in Fig. 14(a). The comparison is expected to be similar whatever the value of \( C_{\text{in}} \), since the effect of the local conductivity was shown to be independent of \( C_{\text{in}} \) in the previous section. The fact that eqs (32) and (34) were derived using the Debye–Hückel approximation allows to decipher whether the impact of the local conductivity fully derives from the better consideration of the ionic distribution at the fluid-rock interface, or if the non-linearity of the potential also contributes to this effect. Both approaches agree for the lowest \( \zeta \) values, but the discrepancy rapidly increases as \( \zeta \) increases. This discrepancy between the \( \sigma_f^* \)
computed from eq. (29) (simulations) and the $\sigma^*_f$ computed from eq. (33) is evidence that the Debye–Hückel approximation introduces a significant error. Their ratio amounts to 1.5 for the strongest tested $\zeta$.

An important parameter that must be analysed for the validity of these relationships is the sensitivity of $\sigma^*_f$ to the channel size. $\sigma^*_f$ is computed for several $R$ at $C^{\infty,m} = 0.1 \text{ mol L}^{-1}$ and $R = 1.16 \times 10^{-7}$ m. (Fig. 14b). Again, the results are expected to be the same whatever the value of $C^{\infty}$, provided $C^{\infty}$ is sufficiently low to be in the range where $\varepsilon_f$ and $\eta$ are constant. We can observe that the bulk fluid conductivity converges to a value that is determined by $\zeta$ and $C^{\infty}$ with increasing $R$. If $R$ is too small, $\sigma^*_f$ is influenced by the diffuse layers overlapping. Above a sufficiently large $R$, the portion of non-zero potential remains constant, and all increments of capillary diameter merely widen of the portion of channel that does not contribute to the coupling. This results in a convergence toward a bulk fluid conductivity that is independent of the size of the medium. We can notice that this stabilization occurs for a value of $R$ that is rather low (discrepancy < 0.3 per cent when $R > 10^{-6}$ m for this concentration), which is a good point for the applicability of this relationship.

In this part, an expression of the bulk fluid conductivity was derived numerically and analytically. This conductivity illustrates a better consideration of the ionic distribution at the fluid-rock interface. The excess of positive species induces a conductivity enhancement which depends on $\zeta$, on the nature of the species, but not on the salinity. The numerical expression provides an insight on the error introduced by the Debye–Hückel approximation, whereas the analytical form is valid for any type of electrolyte, and will be used in the following section.

### 4.3 Chemical effects at low salinities

It was pointed out in the introduction, that the conductivity undergoes a long time to equilibrate with the sample when the measurements are performed in the low salinity domain. In the current study, the measurements were made with a solution of NaCl initially prepared at $10^{-5}$ mol L$^{-1}$. After flowing through the sample and being in equilibrium with the rock, an increase of this conductivity was observed. Such increase is the signature of a chemical event. It can be reasonably assumed that the pure initial water attacked the rock and dissolved some particles which joined the electrolyte. Table 3 shows the main components that were measured in the solutions after the measurements. These analyses show the presence of Ca$^{2+}$ and Mg$^{2+}$ ions that indicate the presence of calcite in the initial rock. It can be argued that these species would also have been measured with an initial water slightly more concentrated, but probably in a lower proportion (the more concentrated, the less aggressive the water), and would have been overwhelmed by the presence of Na$^+$ and Cl$^-$. This section aims at understanding the impact of such modification of the fluid composition.

#### 4.3.1 Non-monovalent species

Considering the presence of non-monovalent species, this study starts by assessing the impact of the species valences on the EK coefficient. Two EK coefficients are simulated with a NaCl electrolyte and a CaCl$_2$ electrolyte with a conductivity $\sigma^*_f = 4.34 \times 10^{-4}$ S m$^{-1}$. This conductivity is achieved with a concentration $C^{\infty,n} = 3.31 \times 10^{-3}$ mol L$^{-1}$ for NaCl and $C^{\infty,n} = 10^{-5}$ mol L$^{-1}$ for CaCl$_2$, with the assumption that $C^{\infty,Cl} = 2C^{\infty,Cl}_a$.

The HS equation does not make the difference between the two kinds of electrolyte, and gives the value $-3.26 \times 10^{-5}$ V Pa$^{-1}$ for both of them. The EK coefficients computed from eq. (32) give $-3.00 \times 10^{-5}$ V Pa$^{-1}$ for NaCl and $-2.33 \times 10^{-5}$ V Pa$^{-1}$ for CaCl$_2$. The EK coefficients simulated with a local conductivity are $-2.93 \times 10^{-5}$ V Pa$^{-1}$ for NaCl and $-2.40 \times 10^{-5}$ V Pa$^{-1}$ for CaCl$_2$. It can be reminded that the analytical derivation of the EK coefficient with the bulk fluid conductivity allows to comprehend the distribution of the species at the fluid-rock interface, while the simulations with the local conductivity enable, in addition, to avoid the use of the Debye–Hückel approximation.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Na</th>
<th>K</th>
<th>Ca</th>
<th>Mg</th>
<th>Cl</th>
<th>SiO$_2$</th>
<th>$\rho^\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F2Y</td>
<td>0.44</td>
<td>0.36</td>
<td>0.8</td>
<td>0.06</td>
<td>0.43</td>
<td>0.26</td>
<td>4109</td>
</tr>
<tr>
<td>M16</td>
<td>1.92</td>
<td>0.7</td>
<td>0.46</td>
<td>0.09</td>
<td>1.45</td>
<td>0.3</td>
<td>5307</td>
</tr>
<tr>
<td>M16*</td>
<td>0.26</td>
<td>0.12</td>
<td>0.34</td>
<td>0.02</td>
<td>0.3</td>
<td>0.17</td>
<td>1772</td>
</tr>
<tr>
<td>Z19</td>
<td>0.44</td>
<td>0.2</td>
<td>0.6</td>
<td>0.04</td>
<td>0.4</td>
<td>0.21</td>
<td>3465</td>
</tr>
<tr>
<td>Z16</td>
<td>0.45</td>
<td>0.3</td>
<td>0.64</td>
<td>0.05</td>
<td>0.5</td>
<td>0.34</td>
<td>3261</td>
</tr>
<tr>
<td>Z17</td>
<td>0.42</td>
<td>0.14</td>
<td>0.38</td>
<td>0.03</td>
<td>5.8</td>
<td>0.21</td>
<td>-12264</td>
</tr>
<tr>
<td>Z19</td>
<td>0.31</td>
<td>0.12</td>
<td>0.54</td>
<td>0.03</td>
<td>0.3</td>
<td>0.21</td>
<td>3022</td>
</tr>
</tbody>
</table>
which requires calculation is made with $\zeta$ eq. (32) the contribution of the valence appears mainly through $\zeta_O n$, which enhances the sensitivity to the positive valence. According to the contrary, the amount of positive species varies a lot with the sample, and that the resulting negative species have not been listed. However, we can notice that two measurements were made with the samples M16 and Z16. As it could be expected, the conductivity measured at the second measurement is lower than the conductivity of the first measurement, since the major part of the species that could be detached from the surface was removed during the first measurement. Yet, the EK coefficients of the first measurement do not decay to zero far from the rock surface, but reaches a positive constant, as shown in Fig. 17. As referred in Section 3.3, a non-zero potential in the centre of the pore, due to the equal proportion and equal valences of the species. The adjunction of positive species makes this charge density increase, as shown by the computed $\rho_\alpha$, values. The source term of the Poisson–Boltzmann equation being positive, the potential does not decay to zero far from the rock surface, but reaches a positive constant, as shown in Fig. 17. As referred in Section 3.3, a non-zero potential in the centre of the capillary makes the EK coefficient depart from the HS reference. For a negative potential, as it can be encountered in small channels at low salinities where the condition $d \ll R$ is not satisfied, the EK coefficient is lower than HS. In the present case, the potential created by the massive ion excess is positive, which results in an EK coefficient greater than HS.

However, we can notice that two measurements were made with the samples M16 and Z16. As it could be expected, the conductivity measured at the second measurement is lower than the conductivity measured at the first measurement, since the major part of the species that could be detached from the surface was removed during the first measurement. Yet, the EK coefficients of the first measurement do not decay to zero far from the rock surface, but reaches a positive constant, as shown in Fig. 17. As referred in Section 3.3, a non-zero potential in the centre of the capillary makes the EK coefficient depart from the HS reference. For a negative potential, as it can be encountered in small channels at low salinities where the condition $d \ll R$ is not satisfied, the EK coefficient is lower than HS. In the present case, the potential created by the massive ion excess is positive, which results in an EK coefficient greater than HS.

In both cases, the EK coefficients computed with the valences of CaCl$_2$ are inferior to the EK coefficients computed with the valences of NaCl. For the coefficients derived analytically, the ratio between NaCl and CaCl$_2$ amounts to 1.28, while it amounts to 1.22 for the simulated coefficients. This means that to reach the EK coefficient obtained with NaCl, the $\zeta$ potential of CaCl$_2$ must be multiplied by approximately 1.25, giving $-25$ mV, instead of $-20$ mV. When the calculation is made with $\zeta = -80$ mV, this ratio amounts to 1.43, which requires $\zeta = -115$ mV instead of $-80$ mV for CaCl$_2$.

As a rule, the valence of the negative ion is of negligible importance, since the decrease of the amount of negative species approaching the mineral is approximately the same whatever $\zeta$. On the contrary, the amount of positive species varies a lot with $\zeta$, which enhances the sensitivity to the positive valence. According to eq. (32) the contribution of the valence appears mainly through the conductivity, due to the $(\varepsilon \varepsilon)$ term. Using a non-monovalent counterion, the charge density and the local conductivity both increase compared to NaCl, but the increase of the conductivity overcomes the increase of the charge density, and results in a lower electrical field, as shown by Fig. 15. This lower electrical field yields a lower potential difference, and then a lower EK coefficient.

The consequence of these results is that deriving $\zeta$ potentials of polyvalent species using the HS equation introduces a significant error. This error stems from the lack of consideration of the fluid conductivity enhancement near the interface, that lowers the potential difference, and then a lower EK coefficient.

4.3.2 Species release in the low salinity domain

The fluids expelled from the samples were analysed whenever possible. The main chemical components present in the solutions are listed in Table 3. The total charge density is computed by combining eqs (10) and (11), which gives

$$\rho_\alpha^{\infty} = \sum_i \rho_i^{\infty} = \sum_i e \varepsilon C_i^{\infty}. \tag{35}$$

The charge densities computed from the chemical analyses are systematically non-zero due to the fact that these analyses are not exhaustive. We assume that they reflect the main components that were released in the rock, that the electroneutrality in the beaker was provided by some interactions with the reservoir at the exit of the sample, and that the resulting negative species have not been listed.

The full set of chemical species is injected in the algorithm. In Fig. 16, the measured values are in black, the simulations using a classical conductivity are in grey, the simulations with a local conductivity are in white. For each sample, the conductivity calculated from the chemical analysis is greater than the measured conductivity. All the simulations are performed with $\zeta = -25$ mV. Contrary to the previous paragraph, where it was shown that polyvalent counterions lower the streaming potential, the simulated EK coefficients are above the HS equation reference, apart from Z17 which shows a surprising high content of Cl$^-$. This phenomenon can find an explanation in the diversity of species involved here: for a pure 1:1 electrolyte, eq. (35) creates naturally a zero charge density in the centre of the pore, due to the equal proportion and equal valences of the species. The adjunction of positive species makes this charge density increase, as shown by the computed $\rho_\alpha$, values. The source term of the Poisson–Boltzmann equation being positive, the potential does not decay to zero far from the rock surface, but reaches a positive constant, as shown in Fig. 17. As referred in Section 3.3, a non-zero potential in the centre of the capillary makes the EK coefficient depart from the HS reference. For a negative potential, as it can be encountered in small channels at low salinities where the condition $d \ll R$ is not satisfied, the EK coefficient is lower than HS. In the present case, the potential created by the massive ion excess is positive, which results in an EK coefficient greater than HS.
measurements do not seem affected by their more important positive charge excess. The EK measurements of M16 show the same gap with the HS reference, while the EK measurements of Z16 are similar. If the low salinities generate a massive excess of positive species that is able to increase the EK coefficient as much as what is observed in the simulations, the first EK measurement should be greater than the second one, which is not observed with these two experiments. The simulations show that an overconcentration of cations can increase the EK coefficient, but the experimental data are too scattered and not sufficiently numerous to confirm this hypothesis.

5 DISCUSSION
In this study, the \( \zeta \) potential is set as a free parameter. It is a rock characteristic that cannot be measured directly, and is always the result of a calculation. The literature reports numerous values of this potential for various fluid-mineral interfaces. A linear correlation between \( \zeta \) and the logarithm of the counterion concentration was observed (Overbeek 1952; Hunter & Wright 1971). \( \zeta \) was found to be a decreasing function of \( C^{-}\) due to the diffuse layer contraction with increasing salinity. The main other parameters influencing \( \zeta \) are the pH, the temperature, the electrolyte and the nature of the mineral. The compilation made by Pride & Morgan (1991) on NaCl/quartz and KCl/quartz data at room temperature and pH = 7 gave

\[
\zeta = a + b \log C
\]  

(36)

with \( a = 8 \) mV and \( b = 26 \) mV. A complex model for \( a \) and \( b \) was proposed by Revil et al. (1999a), expressing these coefficients as a function of additional parameters. Recently, Luong & Sprik (2014) pointed out that the use of such logarithmic law in the HS equation hardly allows to match the EK coefficient of rocks, and that a constant \( \zeta \) could be deduced, as in Jouniaux & Ishido (2012) using the compilation of Allègre et al. (2010). The same observation is possible in Fig. 18, where the HS equation expressed with eq. (36) passes far above the main cluster of experimental data (grey circles). However, it must be underlined that the simulations of the present work, that mimic the behaviour of the HS equation, are based upon the geometry of a simple capillary, which is a poor representation of realistic geomaterials. Consequently, it seems natural to observe a gap between the HS equation (reproduced by the simulations) and the experimental data, since they do not involve the same petrophysical features. The dots in Fig. 18 report the data from the compilation made by Pride & Morgan (1991) on quartz minerals (Gaudin & Fuerstenau 1955; Li & De Bruyn 1966; Sidorova et al. 1975), the data from Ishido & Mizutani (1981) and the data from Lorne et al. (1999a) on crushed sand and crushed sandstone. All of them have in common to arise from measurements on ultraclean beads or quartz grains, washed with acid and/or ultrapure water.

Several authors highlighted a link between streaming potentials and the porous structure. Analytical models have demonstrated the EK dependence on grain-size (Revil et al. 1999b; Glover et al. 2006), pore size and pore throat size (Glover & Déry 2010). In these models the sensitivity to these parameters arise from the surface conductivity term in the HS equation, but it was pointed out by Glover & Déry (2010) that the \( \zeta \) value itself could be dependent on the grain size, probably due to its role in the positioning of the shear plane. More importantly, the study performed by Lorne et al. (1999b) on Fontainebleau sandstones and Villejust quartzite showed that for an electrolyte resistivity \( <10^{-2} \) S m\(^{-1}\), the measurements on crushed samples are systematically higher than the measurements on intact rocks. They suggested that the streaming potential is sensitive to the flow path, and that in the case of crushed samples, the hydraulic tortuosity is similar to the electric tortuosity of the network, which is not the case with intact rocks. Considering this, \( \zeta \) potentials could only be inferred from measurements on crushed samples, due to the fact that intact rocks with lower permeabilities complexify the interaction between the EDL and the flow pattern. The gap between the \( \zeta \) potential deduced from intact and crushed sandstones observable on their figs 9 and 10, increases with decreasing salinity and is quite comparable to the gap observed between the dots and the grey circles in Fig. 18. This observation supports their hypothesis that the streaming potential is sensitive to the percolation patterns in the rock, and to the petrophysical features that govern the flow. A plausible reason for the increase of the gap with decreasing salinity could be the increase of the thickness of the diffuse layer. In the high salinity domain, the diffuse layer is small, the major portion of velocity field is multiplied by a zero potential, and thus, the velocity changes from one structure to another are barely emphasized. With decreasing salinity, the diffuse layer increases, and enhances a greater portion of the velocity field. Consequently, the velocity changes due to the changes of tortuosity, could be better taken into account. Nonetheless, further work is needed to support the idea that this phenomenon results in a lower EK coefficient with increasing tortuosity.

In addition to the difference of structure between a rock and a grain packing, it can also be debated whether the degree of purity of the material is able to impact the streaming potential, through the unveiling of quartz surface. This question was raised by Lorne et al. (1999a) who performed an EK measurement after washing the sample with acid. The \( \zeta \) potential measured after the cleaning was not found to be much more than the measurement before. However, it is reported in the initial sample preparation procedure that the samples were cleaned by circulating successive reservoirs of pure
water for several hours until the conductivity attained a stable value. It can be inferred from this that the remaining quantity of impurities was already very low. It cannot be excluded, therefore, that the gap between the dots and the grey circles on Fig. 18 could be, at least partly, due to the difference of cleanliness between pure quartz mineral and natural sandstones.

Considering that the parameters impacting the \( \zeta \) potential are numerous and difficult to control, it is convenient to use an apparent \( \zeta \) potential that encapsulates all these complex effects inherent to the rock fabric. By setting this parameter constant, with the proper viscosity and permeability relationships, and with the use of a linear fit combining eq. (5) and eq. (12), a good agreement with the experimental data set (grey data) is found for \( \zeta = -21 \) mV. Data at low salinity are not included due to their particular behaviour. This value increases to \(-23 \) mV with the use of eq. (29) (bulk fluid conductivity), instead of eq. (12). This constant \( \zeta \) is a practical approximation, allowing to compute realistic EK coefficients on sands and sandstones without knowledge of the rock parameters such as porosity, formation factor or cementation exponent. It can be useful for people interested in studying the streaming potential phenomenon and related geophysical corollaries per se, without sensitivity to detailed petrophysical features, like in the current study.

The measurements at high salinity performed by Jaafar et al. (2009) and Vinogradov et al. (2010) showed that the EK coefficient was decreasing less than the prediction using eq. (36) in the HS equation. The \( \zeta \) potentials that they calculate from their measurements appear to be constant or slightly increasing in this range of salinity. Their interpretation was that contrary to the Boltzmann theory that describes ions as point charges, real ions have an incompressible thickness, that prevents the diffuse layer from decreasing endlessly with increasing concentration. This incompressible thickness leads to a floor value for the \( \zeta \) potential. However, the local decrease of the permittivity in the vicinity of the mineral can decrease the EK coefficient, and such decrease would require an increasing \( \zeta \) with increasing salinity instead of a constant \( \zeta \) (Glover et al. 2012). The current simulations show that the local permittivity does decrease the EK coefficient, but not in a significant manner. The model for local viscosity provided by Pride & Morgan (1991) is of the same type, and lets expect the same order of impact. These results do not tip the balance towards a necessary increase of \( \zeta \) in the high salinity domain, due to local permittivity and viscoelectric effects.

At very low salinities, after equilibrium with the rock, the pore fluid conductivity shows an increase compared to its initial value. This difference between the initial conductivity and the conductivity at the moment of the streaming potential measurement was pointed out by Walker et al. (2014), who showed that this effect must be taken into account for concentrations \(<10^{-3}\) mol L\(^{-1}\). The chemical analyses of the expelled fluid show the release of a variety of species in proportion comparable to the amount of initial species. In these cases, the deduced \( \zeta \) potentials may be disturbed by the presence of anomalous species. For a given \( \xi \), the simulations show that a massive excess of positive species is able to increase the EK coefficient. The experiments performed on two separate days do not confirm this trend, but it is an interesting research prospect that could deserve further investigations.

The key point of this article is the derivation of a model for the pore fluid conductivity, that derives both from the fluid and from the remote effect of the mineral surface charge. It is known that the species density depends on the potential experienced locally by the ions. In the middle of the pore, if \( d \ll R \), the potential is zero, and the species distribution is similar to what can be observed out of the capillary. In the vicinity of the mineral the potential increases up to the value fixed by \( \zeta \), the quantity of negative ions decreases, and the quantity of positive ions increases. This increase is correlated to the magnitude of \( \zeta \): the higher \( \zeta \), the greater the increase. This excess of positive species generates a local enhancement of the fluid conductivity that impacts the global streaming current. These local variations of the fluid conductivity have been quantified through the derivation of a bulk fluid conductivity model, both numerically and analytically. These expressions allow to consider the species distribution that really takes place in the porous medium, which is not possible with the classical formulation of the electrolyte conductivity.

The advantage of the numerical expression upon the analytical one is that its derivation is not based on the Debye–Hückel approximation. This approximation makes consider, in the vicinity of the mineral, a potential that is greater than the potential really experienced by the ions. Without this approximation, the sensitivity of the conductivity to the \( \zeta \) variations is modified. With a larger conductivity, a larger \( \zeta \) is needed to reach the same EK values, and the \( \zeta \) potentials derived from experiments using the HS equation appears to be in serious error. In the low salinity domain, the real potential of the shear plane could be twice the value given by eq. (36). Unfortunately, this approximation is hard to avoid, due to lack of solution for the fully non-linear form of the Poisson–Boltzmann equation in general conditions. It can also be argued that the error that is made in one sense by deriving the \( \zeta \) potential, is made in the opposite sense by re-injecting the \( \zeta \) potential in the HS equation, which amounts to a null operation. But the sensitivity to Debye–Hückel approximation is probably not the same for all the types of electrolyte.

Using the analytical expression, the impact of a non-monovalent counterion has been quantified. The increase of the valence increases the thickness of the diffuse layer, as well as the magnitude of the local conductivity enhancement. Consequently, all the \( \zeta \) potentials of non-monovalent counterions are larger than those derived from EK measurements through the HS equation are likely to be underestimated. The lower EK coefficients of non-monovalent species are (at least partly) due to the increase of bulk fluid conductivity with increasing valence. The classical conductivity does not allow to comprehend these local variations, and hence the sensitivity to the valence. The real \( \zeta \) potentials of non-monovalent species are likely to be not as low as the ones derived using the HS equation (Watillon & De Backer 1970; Lorne et al. 1999a; Gu & Li 2000), especially at low concentration, where \( \zeta \) reaches a strong magnitude.

6 CONCLUSIONS

A compilation of EK coefficients on sands and sandstones showing anomalous behaviours at high and low salinities was compared to simulations and analytical solutions. The conclusions of this article are the following: (i) A coupled LB algorithm is implemented and shown able to model streaming potentials properly. (ii) The salinity dependence of permittivity and viscosity must be taken into account in the high salinity domain (typically when \( C_{\infty}^{=m} > 0.1 \) mol L\(^{-1}\)). The local variations of these quantities increase with increasing salinity, but remain negligible. (iii) The low salinities generate a diversity of species that complexifies the interpretation of \( \zeta \) potentials in this domain, in the case of natural materials. This release of chemical species could be responsible for the apparent increase of the EK coefficient. (iv) Considering intact rocks, the salinity dependence of the \( \zeta \) potential appears blurred, and a constant approximation is proposed. (v) Overall, a model for bulk fluid electrical conductivity...
conductivity is derived. The numerically derived expression allows to break free from the Debye–Hückel approximation, whereas the analytical expression is valid whatever the type of the species. This model allows to consider the change of ionic distribution at the vicinity of the rock mineral, as well as the nature of the electrolyte, which is particularly important at low concentration, and in the presence of a polyvalent counterion. Using this model, we can observe that the \( \zeta \) potentials of polyvalent cations are usually underestimated, due to the lack of consideration of conductivity enhancement with increasing valence.
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**APPENDIX: ROUGH SURFACE**

The current model assumes that the fluid–rock interface is perfectly planar, but real porous surfaces show anfractuosities. It is demonstrated that these anfractuosities are able to impact the flow (e.g. Bouchaud 1997). In this appendix, the tests are performed with synthetic rough surfaces. The rough surfaces are generated using the same procedure as Press et al. (1992), Neuville et al. (2010) and Rolland et al. (2014). The capillary aperture is adapted to the Debye length so that $2R/d = 120$. The flow is simulated on a $200 \times 250$ matrix, so as to get a significant portion of surface. Using the criterion $d/dx = 60$ (see Section 3.3), the electrical potential is simulated on a $5755 \times 7200$ grid, which represents a heavy computation. This problem could be lightened through the use of unstructured LB simulations that couple LB methods with finite volume schemes (Misztal et al. 2015). The maximum thickness of the asperities is denoted by $H$. Fig. A1 shows the velocity field, electrical potential and electrical field in a situation where $H$ amounts to $4$ per cent of the diameter of the channel, giving $H/d = 4.8$, and in a situation where $H$ reaches $8$ per cent of the diameter, giving $H/d = 9.6$. In both cases, the asperities lower the EK coefficient compared to the
planar situation, even if some instabilities have to be reported in the computation of the potential with increasing surface roughness. The anfractuosities make the zero fluid speed areas increase, whereas the potential remains in the same proportion. The difference with HS amounts to 8 per cent for $H/d = 4.8$, and reaches 25 per cent for $H/d = 9.6$. This would mean that for a given geometry, the decrease of the EK coefficient would be more important for thin diffuse layers as encountered at high salinities. However, such a deviation needs the support of a sufficiently high $H$ to be observable, and further work is needed to determine if this effect is not overwhelmed by other features of the porous complexity such as the grain sizes or the pore and pore throat diameters (Leroy et al. 2008).

Figure A1. Simulated velocity, potential and electrical field in a channel with asperities. First row: $H/d = 4.8$; second row: $H/d = 9.6$. 