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**Abstract**

The aim of this work is the numerical study of Richards equation, which models the water flow in a partially saturated underground porous medium under the surface. We propose a discretization of this equation that combines Euler’s implicit scheme in time and spectral methods in space. We prove optimal error estimates between the continuous and discrete solutions. Some numerical experiments confirm the interest of this approach. We present numerical experiments which are in perfect coherence with the analysis.
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1 Introduction

The mass conservation equation:

\[ \partial_t \tilde{\Theta}(h_\omega) + \nabla \cdot q_\omega = 0, \]

which comes in form of volume conservation assuming the incompressibility of the fluid, and Darcy’s law:

\[ q_\omega = -K_\omega(\Theta(h_\omega))\nabla(h_\omega + z) \]

lead to the following equation, introduced by Richards in [22]

\[ \partial_t \tilde{\Theta}(h_\omega) - \nabla \cdot (K_\omega(\Theta(h_\omega))\nabla(h_\omega + z)) = 0, \tag{1.1} \]

considered in its pressure formulation. Here, $q_\omega$ stands for the flux of water and $h_\omega$ for the pressure head. The coefficient $\Theta$ is the saturation, $\tilde{\Theta}$ is a perturbation of it, $K_\omega$ represents
the conductivity and $z$ is the height against the gravitational direction. This equation models the flow of a wetting fluid, mainly water, in the underground surface, hence in an unsaturated medium. In opposite to Darcy’s or Brinkman’s systems (see [21] for all these models), this equation is nonlinear: Indeed, due to the presence of air above the surface, the porous medium is only partially saturated with water.

The key argument for the analysis of problem (1.1) is to use Kirchhoff’s change of unknowns. After this transformation, the new equation fits the general framework proposed in [1] but is simpler. Thus, the existence and uniqueness of a solution to this equation when provided with appropriate initial and boundary conditions are easily derived from standard arguments.

A large number of papers deal with the discretization of similar problems, see e.g. [12] and [13] for finite element discretizations and also [10] for a finite volume one. More recently, several discretizations of Richards equation have been proposed in [4], [11], [20], [25], [27], and [29], see also [28] for a more general equation. All of them rely on a mixed formulation of the previous equation, where the flux $q_w$ is introduced as a second unknown. We recall this mixed formulation and its well-posedness.

Problem (1.1) is usually discretized in time by Euler’s implicit scheme, we also use this scheme for its simplicity. However, it seems that no spectral discretization of this problem has been considered up to now. The aim of this paper is the study of a discretization that combines the Euler’s scheme in time and a spectral method in space. We prove the well-posedness of the discrete problem. Next, we establish a priori error estimates that turn out to be fully optimal.

We discuss finally an iterative scheme to solve the nonlinear problems resulting from the discretization procedure. The algorithm we consider was introduced in [26] to construct an effective iteration scheme for fast diffusion problems. It is also used in [19] for mixed finite elements formulation including an implicit discretization of convection. We prove its convergence for the problem that we consider. Some numerical experiments confirm the interest of this approach.

An outline of the paper is as follows.

- In Section 2, we recall the variational formulation of problem (1.1) and its well-posedness. We also write its mixed formulation.
- Section 3 is devoted to the description of the time semi-discrete problem. We recall its well-posedness.
- In Section 4, we write the fully discrete problem and there also check its well-posedness.
- Section 5 is devoted to the a priori error analysis of the discretization.
- Some numerical experiments are presented in Section 6.
The mapping $b$

Assumption 2.1. concerning the coefficients and the data.

2. The continuous problem and its well-posedness

Let $\Omega$ be a bounded connected open set in $\mathbb{R}^d$, $d = 2$ or $3$, with a Lipschitz-continuous boundary $\partial \Omega$, and let $\mathbf{n}$ denote the unit outward normal vector to $\Omega$ on $\partial \Omega$. We assume that $\partial \Omega$ admits a partition without overlap into two parts $\Gamma_D$ and $\Gamma_F$, and that $\Gamma_D$ has a positive measure. Let also $T$ be a positive real number.

We use here the following Kirchhoff's change of unknowns:

$$ x \mapsto K(x) = \int_0^x K_\omega(\Theta(s))ds. $$

Indeed, by setting

$$ u = K(h_\omega), \quad b(u) = \Theta \circ K^{-1}(u), \quad k \circ b(u) = K_\omega \circ \Theta \circ K^{-1}(u) $$

we obtain the following system, where the first line is equivalent to problem (1.1) for a specific choice of $\tilde{\Theta} - \Theta$:

$$
\begin{aligned}
\alpha \partial_t u + \partial_i b(u) - \nabla \cdot \left( \nabla u + k \circ b(u)\mathbf{e}_z \right) &= 0 \quad \text{in } \Omega \times ]0, T[, \\
u &= u_D \quad \text{on } \Gamma_D \times ]0, T[, \\
\left( \nabla u + k \circ b(u)\mathbf{e}_z \right) \cdot \mathbf{n} &= f \quad \text{on } \Gamma_F \times ]0, T[, \\
u|_{t=0} &= u_0 \quad \text{in } \Omega.
\end{aligned}
$$

(2.1)

Here $-\mathbf{e}_z$ stands for the unit vector in the direction of gravity. The unknown is now the quantity $u$. The coefficients $b$ and $k$ are supposed to be known, and their properties are made precise later on, while $\alpha$ is a positive constant. The data are the Dirichlet boundary condition $u_D$ on $\Gamma_D$ and the initial condition $u_0$ on $\Omega$, together with the boundary condition $f$ on the normal component of the flux.

In what follows, we use the whole scale of Sobolev spaces $H^m(\Omega)$, with $m \geq 0$, equipped with the norm $\| \cdot \|_{H^m(\Omega)}$ and seminorm $\| \cdot \|_{H^m(\Omega)}$. For any separable Banach space $E$ equipped with the norm $\| \cdot \|_E$, we denote by $C^0(0, T; E)$ the space of continuous functions from $[0, T]$ with values in $E$. For each integer $m \geq 0$, we also introduce the space $H^m(0, T; E)$ as the space of measurable functions on $[0, T]$ with values in $E$ such that the mappings: $v \mapsto \|\partial_t^\ell v\|_E$, $0 \leq \ell \leq m$, are square-integrable on $[0, T]$. Finally, we need the spaces $L^\infty(\Omega)$ and $L^\infty(\Omega \times ]0, T[)$ of essentially bounded functions on $\Omega$ and $\Omega \times ]0, T[$, respectively. We are led to make the following assumption concerning the coefficients and the data.

Assumption 2.1.

(i) The mapping $b$ is of class $C^1$, non-decreasing and globally Lipschitz-continuous on $\mathbb{R}$;

(ii) The mapping: $x \mapsto k \circ b(x)$ is continuous, bounded on $\mathbb{R}$ and satisfies for a positive constant $c_k$

$$
\forall x_1, x_2 \in \mathbb{R}, \|k \circ b(x_1) - k \circ b(x_2)\|^2 \leq c_k (b(x_1) - b(x_2))(x_1 - x_2); \quad (2.2)
$$

(iii) The function $u_0$ belongs to $H^1(\Omega)$;

(iv) The function $u_D$ admits a lifting, still denoted by $u_D$ for simplicity, which belongs to $L^2(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega))$ and satisfies $u_D(\cdot, 0) = u_0$;

(v) The function $f$ belongs to $H^1(0, T; L^2(\Gamma_F))$. 
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In order to take into account the boundary condition on \( \Gamma_D \), we now introduce the space

\[
H_D^1(\Omega) = \{ v \in H^1(\Omega); \ v = 0 \text{ on } \Gamma_D \}. \tag{2.3}
\]

We denote by \( H_D^{-1}(\Omega) \) its dual space and by \( \langle \cdot, \cdot \rangle \) the duality pairing between \( H_D^{-1}(\Omega) \) and \( H_D^1(\Omega) \). Next, we consider the following variational problem

Find \( u \in L^2(0, T; H^1(\Omega)) \) with \( \partial_t u \) in \( L^2(0, T; H_D^{-1}(\Omega)) \) such that

\[
u = u_D \quad \text{on } \Gamma_D \times [0, T] \quad \text{and} \quad u|_{t=0} = u_0 \quad \text{in } \Omega, \tag{2.4}
\]

and, for a.e. \( t \) in \([0, T]\),

\[
\forall v \in H_D^1(\Omega), \quad \alpha \langle \partial_t u(\cdot, t), v \rangle + \langle \partial_t b(u)(\cdot, t), v \rangle + \int_\Omega (\nabla u + k \circ b(u)e_z)(x, t) \cdot (\nabla v)(x) \, dx = \int_{\Gamma_F} f(\tau, t)v(\tau) \, d\tau. \tag{2.5}
\]

From now on, we assume that the partition of \( \partial \Omega \) into \( \Gamma_D \) and \( \Gamma_F \) is sufficiently smooth for \( \mathcal{D}(\Omega \cup \Gamma_F) \) to be dense into \( H_D^1(\Omega) \) (sufficient conditions for this are given in [3] for instance). Then, problem (2.4) – (2.5) is fully equivalent to system (2.1) (in the distribution sense). We refer to [[15], §2.1] for a detailed proof of the next result relying on the monotonicity of the function \( b \).

**Theorem 2.2.** If assumption 2.1 is satisfied, problem (2.4) – (2.5) has a unique solution \( u \). Moreover, the quantities \( \partial_t u \) and \( \partial_t b(u) \) belong to \( L^2(0, T; L^2(\Omega)) \).

To go further, we prove a stability property of the solution \( u \) exhibited in Theorem 2.2.

**Proposition 2.3.** If assumption 2.1 is satisfied and moreover

- the mapping \( k \) is of class \( \mathcal{C}^1 \) and globally Lipschitz–continuous on \( \mathbb{R} \),
- the function \( u_D \) belongs to \( H^1(0, T; H^1(\Omega)) \),

the following estimate holds for the solution \( u \) of problem (2.4) – (2.5), for all \( t \) in \([0, T]\),

\[
\alpha \int_0^t \| \partial_t u(\cdot, s) \|_{L^2(\Omega)}^2 \, ds + \| u(\cdot, t) \|_{H^1(\Omega)}^2 \\
\leq c \left( 1 + \| u_D \|_{H^1(0, t; H^1(\Omega))}^2 + \| f \|_{H^1(0, t; L^2(\Gamma_F))}^2 \right), \tag{2.6}
\]

where the constant \( c \) only depends on \( \alpha \) and \( T \).

**Proof:** We set:

\[
u(x, t) = u_D(x, t) + u_*(x, t), \quad b_*(w) = b(u_D + w).
\]

Thus, it is readily checked that \( u_* \) belongs to \( L^2(0, T; H_D^1(\Omega)) \) and satisfies

\[
\forall v \in H_D^1(\Omega), \quad \alpha \langle \partial_t u_*(\cdot, t), v \rangle + \langle \partial_t b_*(u_*)(\cdot, t), v \rangle + \int_\Omega (\nabla u_* + \nabla u_D + k \circ b_*(u_*)e_z)(x, t) \cdot (\nabla v)(x) \, dx \\
= -\alpha \langle \partial_t u_D(\cdot, t), v \rangle + \int_{\Gamma_F} f(\tau, t)v(\tau) \, d\tau,
\]

Next, we formally take \( v \) equal to \( \partial_t u_*(\cdot, t) \) (i.e., we use a regularization of it when necessary) and integrate the equation with respect to \( t \). Since \( b'_* \) is nonnegative, this leads to (note that
\( u_* \) vanishes at \( t = 0 \)

\[
\alpha \int_0^t \| \partial_t u_*(\cdot, s) \|^2_{L^2(\Omega)} \, ds + \frac{1}{2} |u_*(\cdot, t)|^2_{H^1(\Omega)} \leq - \int_0^t \int_0^t (\nabla u_D)(x, s) \cdot \nabla \partial_t \partial_t u_*(x, s) \, dx ds \nonumber \\
- \int_0^t \int_\Omega (k \circ b_*(u_*) \mathbf{e}_z)(x, s) \cdot (\nabla \partial_t u_*)(x, s) \, dx ds \nonumber \\
- \alpha \int_0^t (\partial_t u_D(\cdot, s), \partial_t u_*(\cdot, s)) \, ds + \int_0^t \int_{\Gamma_F} f(\tau, s) \partial_t u_*(\tau, s) \, d\tau ds. 
\]

To handle the third integral in the right-hand side, we use Young’s inequality. To handle the other ones, we integrate by parts with respect to \( t \). All this yields

\[
\frac{\alpha}{2} \int_0^t \| \partial_t u_*(\cdot, s) \|^2_{L^2(\Omega)} \, ds + \frac{1}{2} |u_*(\cdot, t)|^2_{H^1(\Omega)} \nonumber \\
\leq |u_D(\cdot, t)|_{H^1(\Omega)} |u_*(\cdot, t)|_{H^1(\Omega)} + \int_0^t \int_\Omega (\nabla \partial_t u_D)(x, s) \cdot (\nabla u_*)(x, s) \, dx ds 
+ \int_0^t \int_\Omega (k \circ b_*)'(u_*)(x, s)(\partial_t u_D + \partial_t u_*)(x, s) \mathbf{e}_z \cdot (\nabla u_*)(x, s) \, dx ds 
+ c |u_*(\cdot, t)|_{H^1(\Omega)} + \frac{\alpha}{2} \| \partial_t u_D \|^2_{L^2(0, t; L^2(\Omega))} 
+ c \| f(\cdot, t) \|_{L^2(\Gamma_F)} |u_*(\cdot, t)|_{H^1(\Omega)} - \int_0^t \int_{\Gamma_F} \partial_t f(\tau, s) u_*(\tau, s) \, d\tau ds. 
\]

Since \( k' \) and \( b' \) are bounded, we conclude by using appropriate Young’s inequalities and the Grönwall’s lemma.

In view of the discretization, we finally introduce a mixed formulation of problem (2.4) – (2.5). To this aim, we consider the domain \( H(\text{div}, \Omega) \) of the divergence operator, namely

\[
H(\text{div}, \Omega) = \{ \varphi \in L^2(\Omega)^d; \nabla \cdot \varphi \in L^2(\Omega) \}, \tag{2.7}
\]
equipped with the graph norm. Since the normal trace operator: \( \varphi \mapsto \varphi \cdot \mathbf{n} \) can be defined from \( H(\text{div}, \Omega) \) onto \( H^{-\frac{1}{2}}(\partial \Omega) \), see e.g. \cite{[14]}, Chap. I, Thm 2.5, and its restriction to \( \Gamma_F \) maps \( H(\text{div}, \Omega) \) into the dual space of \( H^\frac{1}{2}(\Gamma_F) \) (see \cite{[?]}, Chap. I, Th. 11.7) for the definition of this last space), we also introduce the space

\[
H_F(\text{div}, \Omega) = \{ \varphi \in H(\text{div}, \Omega); \varphi \cdot \mathbf{n} = 0 \text{ on } \Gamma_F \}. \tag{2.8}
\]
The mixed variational problem then reads

Find \( (u, q) \) in \( L^2(0, T; L^2(\Omega)) \times L^2(0, T; H(\text{div}, \Omega)) \) with \( \partial_t u \) in \( L^2(0, T; L^2(\Omega)) \) such that

\[
q \cdot \mathbf{n} = - f \text{ on } \Gamma_F \times]0, T[ \quad \text{and} \quad u|_{t=0} = u_0 \text{ in } \Omega, \tag{2.9}
\]
and, for a.e. \( t \) in \( ]0, T[ \),

\[
\forall w \in L^2(\Omega), \quad \alpha \int_\Omega (\partial_t u)(x, t) w(x) \, dx + \int_\Omega (\partial_t b(u))(x, t) w(x) \, dx \nonumber \\
+ \int_\Omega (\nabla \cdot q)(x, t) w(x) \, dx = 0, \tag{2.10a}
\]

\[
\forall \varphi \in H_F(\text{div}, \Omega), \quad \int_\Omega q(x, t) \cdot \varphi(x) \, dx - \int_\Omega u(x, t)(\nabla \cdot \varphi)(x) \, dx 
+ \int_\Omega (k \circ b(u))(x, t) \mathbf{e}_z \cdot \varphi(x) \, dx = -\langle u_D(\cdot, t), \varphi \cdot \mathbf{n} \rangle_{\Gamma_D}, \tag{2.10b}
\]
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where \( \langle \cdot, \cdot \rangle_{\Gamma_D} \) now denotes the duality pairing between \( H^{\frac{1}{2}}(\Gamma_D) \) and its dual space. The following equivalence property is readily checked, see [4], Prop. 2.6.

**Proposition 2.4.** If assump 2.1 is satisfied, problems (2.4) – (2.5) and (2.9) – (2.10) are equivalent, in the following sense:
(i) For any solution \( u \) of (2.4) – (2.5), there exists a function \( q \) in \( L^2(0,T;H(\text{div},\Omega)) \) such that the pair \( (u, q) \) is a solution of problem (2.9) – (2.10);
(ii) For any solution \( (u, q) \) of (2.9) – (2.10), the function \( u \) belongs to \( L^2(0,T;H^1(\Omega)) \) and is a solution of problem (2.4) – (2.5).

As a direct consequence of Theorem 2.2 and Proposition 2.4, if assump 2.1 is satisfied, problem (2.9) – (2.10) has a unique solution \( (u, q) \). Note moreover that, in contrast with \( u \), the flux \( q \) has a physical meaning. Indeed, it is equal to

\[
q = -\nabla u - k \circ b(u)e_z,
\]

and thus coincides with the flux \( q_w \) in problem (1.1).

### 3 The time semi-discrete problem and its well-posedness

We now propose a time semi-discretization relying on the mixed formulation (2.9) – (2.10). The next analysis requires hypotheses which are slightly stronger than Assumption 2.1 but still not restrictive.

**Assumption 3.1.**
(i) The mappings \( b \) and \( k \) and the data \( u_0, u_D \), and \( f \) satisfy Assumption 2.1;
(ii) The function \( k \) is Lipschitz–continuous on \( \mathbb{R} \);
(iii) The function \( u_D \) belongs to \( C^0(0,T;H^1(\Omega)) \).

Since we intend to work with non uniform time steps, we introduce a partition of the interval \([0, T]\) into subintervals \([t_{j-1}, t_j]\), \( 1 \leq j \leq J \), such that \( 0 = t_0 < t_1 < \cdots < t_J = T \). We denote by \( \tau_j \) the time step \( t_j - t_{j-1} \), by \( \tau \) the \( J \)-tuple \((\tau_1, \ldots, \tau_J)\) and by \(|\tau|\) the maximum of the \( \tau_j \), \( 1 \leq j \leq J \).

As already hinted in Section 1, the time discretization mainly relies on a backward Euler’s scheme, where the nonlinear term \( k \circ b(u) \) is treated in an explicit way for simplicity. Thus, the semi-discrete problem reads:

Find \((w^j)_{0 \leq j \leq J}\) in \( L^2(\Omega)^{J+1} \) and \((q^j)_{1 \leq j \leq J}\) in \( H(\text{div},\Omega)^J \) such that

\[
q^j \cdot n = -f(\cdot, t_j) \quad \text{on} \quad \Gamma_F, \quad 1 \leq j \leq J, \quad \text{and} \quad u^0 = u_0 \quad \text{in} \quad \Omega,
\]

and, for \( 1 \leq j \leq J \),

\[
\forall w \in L^2(\Omega), \quad \alpha \int_{\Omega} \left( \frac{w^j - w^{j-1}}{\tau_j} \right)(x)w(x)\, dx + \int_{\Omega} \left( \frac{b(w^j) - b(w^{j-1})}{\tau_j} \right)(x)w(x)\, dx + \int_{\Omega} (\nabla \cdot q^j)(x)w(x)\, dx = 0,
\]

\[
\forall \varphi \in H^1(\text{div},\Omega), \quad \int_{\Omega} q^j(x) \cdot \varphi(x)\, dx - \int_{\Omega} w^j(x)(\nabla \cdot \varphi)(x)\, dx + \int_{\Omega} (k \circ b(w^{j-1}))(x)e_z \cdot \varphi(x)\, dx = -\langle u_D(\cdot, t_j), \varphi \cdot n \rangle_{\Gamma_D}.
\]
It can be noted that this problem makes sense since both \(u_D\) and \(f\) are continuous in time. We recall its well-posedness from \([4]\), Prop. 3.2 (note that this still requires the density of \(\mathcal{D}(\Omega \cup \Gamma_F)\) in \(H^1_D(\Omega)\).

**Proposition 3.2.** If Assumption 3.1 is satisfied, problem (3.1) – (3.2) has a unique solution \((u^j, q^j)_j\).

In analogy with Proposition 2.3, we prove a stability property of the solution \((u^j, q^j)\) which is needed later on.

**Lemma 3.3.** If Assumption 3.1 is satisfied, the following estimate holds for the solutions \((u^j, q^j)\) of problems (3.1) – (3.2), \(1 \leq j \leq J\),

\[
\alpha \sum_{m=1}^{j} \tau_m \left\| \frac{u^m - u^{m-1}}{\tau_m} \right\|^2_{L^2(\Omega)} \leq c \left( \sqrt{j} + \|u_0\|_{H^1(\Omega)} \right) + \left( \sum_{m=1}^{j} \left\| u_D(\cdot \tau_m) - u_D(\cdot \tau_{m-1}) \right\|^2_{L^2(\Omega)} \right)^{\frac{1}{2}} + \left( \sum_{m=1}^{j} \left\| u_D(\cdot \tau_m) \right\|^2_{H^1(\Omega)} \right)^{\frac{1}{2}}. \]

**Proof:** Setting as previously \(u^j = u^j_D + u_D(\cdot \tau_j)\), we observe that problem (3.2) can equivalent be written as

\[
\forall v \in H^1_D(\Omega), \quad \alpha \left\langle \frac{u^j_D - u^{j-1}}{\tau_j}, v \right\rangle + \left\langle b(u^j_D + u_D(\cdot \tau_j)) - b(u^{j-1}_D + u_D(\cdot \tau_j)), v \right\rangle + \int_{\Omega} (\nabla u^j_D + k \circ b(u^{j-1})) \cdot (\nabla v)(x) \, dx = (g^j, v) + (h^j, v), \]

where the quantities \(g^j\) and \(h^j\) are defined by

\[
(g^j, v) = -\alpha \left\langle \frac{u_D(\cdot \tau_j) - u_D(\cdot \tau_{j-1}), v} \right\rangle - \left\langle \frac{b(u^{j-1}_D + u_D(\cdot \tau_j)) - b(u^{j-1}_D + u_D(\cdot \tau_{j-1})), v} \right\rangle, \]

\[
(h^j, v) = -\int_{\Omega} (\nabla u^j_D)(x, \tau_j) \cdot (\nabla v)(x) \, dx + \int_{\Gamma_F} f(\tau, \tau_j) v(\tau) \, d\tau. \]

Thus, taking \(v\) equal to \(u^j_D - u^{j-1}_D\), noting that the quantity

\[
\left\langle b(u^j_D + u_D(\cdot \tau_j)) - b(u^{j-1}_D + u_D(\cdot \tau_j)), u^j_D - u^{j-1}_D \right\rangle \]

is nonnegative and using the formula

\[
\nabla u^j_D \cdot \nabla (u^j_D - u^{j-1}_D) = \frac{1}{2} \left( |\nabla (u^j_D - u^{j-1}_D)|^2 + |\nabla u^j_D|^2 - |\nabla u^{j-1}_D|^2 \right), \]

together with the boundedness of the mapping \(k\) lead to

\[
\alpha \tau_j \left\| \frac{u^j_D - u^{j-1}_D}{\tau_j} \right\|^2_{L^2(\Omega)} + \frac{1}{2} \left\| u^j_D \right\|^2_{H^1(\Omega)} + \frac{1}{2} \left\| u^j_D - u^{j-1}_D \right\|^2_{H^1(\Omega)} \leq \frac{1}{2} \left\| u^j_D - u^{j-1}_D \right\|^2_{H^1(\Omega)} + \left( c + \|h^j\|_{H^1_D(\Omega)} \right) \left\| u^j_D - u^{j-1}_D \right\|_{H^1(\Omega)} + \tau_j \left\| g^j \right\|_{L^2(\Omega)} \left\| \frac{u^j_D - u^{j-1}_D}{\tau_j} \right\|_{L^2(\Omega)}. \]
By using the inequality \( ab \leq \frac{1}{2}(a^2 + b^2) \) and summing on the \( j \), we obtain

\[
\alpha \sum_{m=1}^{j} \tau_m \left\| \frac{u_m^m - u_m^{m-1}}{\tau_m} \right\|^2_{L^2(\Omega)} + \frac{1}{2} |u_j^j|_{H^1(\Omega)}^2 \\
\leq c j + \sum_{m=1}^{j} \| h_m^m \|^2_{H^1_0(\Omega)} + \frac{1}{2} \alpha \sum_{m=1}^{j} \tau_m \| g_m^m \|^2_{L^2(\Omega)}.
\]

We conclude thanks to the definition of \( g^j \) and \( h^j \) and by using a triangle inequality.

**Remark 3.4.** From now on, we denote by \( c_0(\tau) \) the maximum of the quantities that appear in the right-hand side of estimate (3.3), namely

\[
c_0(\tau) = c \left( \sqrt{J} + |u_0|_{H^1(\Omega)} \right) \\
+ \left( \sum_{m=1}^{J} \tau_m \left\| \frac{u_D(\cdot, t_m) - u_D(\cdot, t_{m-1})}{\tau_m} \right\|^2_{L^2(\Omega)} \right)^{\frac{1}{2}} + \left( \sum_{m=1}^{J} |u_D(\cdot, t_m)|_{H^1(\Omega)}^2 \right)^{\frac{1}{2}} \quad (3.1)
\]

\[
+ \left( \sum_{m=1}^{J} \| f(\cdot, t_m) \|^2_{L^2(\Gamma_F)} \right)^{\frac{1}{2}}.
\]

There is no reason for the last terms in this quantity to be bounded independently of \( \tau \). Assumption 3.1 only implies that

\[
c_0(\tau) \leq c \sqrt{J}. \quad (3.2)
\]

### 4 The time and space discrete problem and its well-posedness

We assume that \( \Omega \) is the square or cube \([-1,1]^d\), \( d = 2 \) or \( 3 \), and we suppose that \( \Gamma_D \) is a union of whole edges \( (d = 2) \) or faces \( (d = 3) \) of \( \Omega \). In order to describe the discrete spaces and for any triple \((\ell, m, n)\) of nonnegative integers, we introduce

- in dimension \( d = 2 \), the space \( \mathbb{P}_{\ell,m}(\Omega) \) of restrictions to \( \Omega \) of polynomials with degree \( \leq \ell \) with respect to \( x \) and \( \leq m \) with respect to \( y \),

- in dimension \( d = 3 \), the space \( \mathbb{P}_{\ell,m,n}(\Omega) \) of restrictions to \( \Omega \) of polynomials with degree \( \leq \ell \) with respect to \( x \), \( \leq m \) with respect to \( y \) and \( \leq n \) with respect to \( z \).

When \( \ell \) and \( m \) are equal to \( n \), these spaces are denoted by \( \mathbb{P}_n(\Omega) \).

We fix an integer \( N \geq 2 \) and we approximate \( L^2(\Omega) \) by

\[
\mathbb{X}_N = \mathbb{P}_{N-1}(\Omega). \quad (4.1)
\]

In analogy with [[18], Def. 7], the space which approximates \( H(\text{div}, \Omega) \) is defined by

\[
\mathbb{Y}_N = \left\{ \begin{array}{ll}
\mathbb{P}_{N,N-1}(\Omega) \times \mathbb{P}_{N-1,N}(\Omega) & \text{if } d = 2, \\
\mathbb{P}_{N-1,N-1}(\Omega) \times \mathbb{P}_{N-1,N,N-1}(\Omega) \times \mathbb{P}_{N-1,N-1}(\Omega) & \text{if } d = 3.
\end{array} \right. \quad (4.2)
\]

We also introduce the space

\[
\mathbb{Y}_{NF} = \mathbb{Y}_N \cap H_F(\text{div}, \Omega). \quad (4.3)
\]

In order to handle nonregular functions \( b \) and \( k \), as first suggested in [17], we possibly use over-integration. We fix an integer \( M \geq N \) and, setting \( \xi_{MO} = -1 \) and \( \xi_{MM} = 1 \), we introduce
Similarly, we define a discrete product \((\cdot, \cdot)_{M}\) or faces of \(\Omega\). Let 
\[
\Gamma. \quad \text{Assumption 4.1.}
\]
for continuous functions \(u\).
\[
\text{(i) The mappings } b \text{ and } k \text{ and the data } u_0, u_D, \text{ and } f \text{ satisfy Assumption 3.1;}
\]
\[
\text{(ii) The function } u_0 \text{ belongs to } H^{s_1}(\Omega), \quad s_1 > \frac{d}{2};
\]
\[
\text{(iii) The function } u_D \text{ belongs to } C^0(0, T; H^{s_2}(\Gamma_D)), \quad s_2 > \frac{d-1}{2};
\]
\[
\text{(iv) The function } f \text{ belongs to } C^0(0, T; H^{s_3}(\Gamma_F)), \quad s_3 > \frac{d-1}{2}.
\]
We now intend to prove the following statement.

**Proposition 4.2.** If Assumption 4.1 is satisfied, problem (4.6)–(4.7), 1 ≤ j ≤ J, has a unique solution \((u^j_N, q^j_N)\).

**Proof:** We proceed by induction on \(j\) and we check successively the uniqueness of the solution, next its existence.

1) Let \((u^j_N, q^j_N)\) and \((\tilde{u}^j_N, \tilde{q}^j_N)\) be two solutions of problem (4.6)-(4.7). Then the pair \((u^j_N - \tilde{u}^j_N, q^j_N - \tilde{q}^j_N)\) satisfies:

\[
\forall w_N \in X_N, \quad \alpha \left( \frac{u^j_N - \tilde{u}^j_N}{\tau_j}, w_N \right) + \left( \frac{b(u^j_N) - b(\tilde{u}^j_N)}{\tau_j}, w_N \right) + \left( \nabla \cdot (q^j_N - \tilde{q}^j_N), w_N \right) = 0, \quad (4.8)
\]

\[
\forall \varphi_N \in Y_{NF}, \quad (q^j_N - \tilde{q}^j_N, \varphi_N) - (u^j_N - \tilde{u}^j_N, \nabla \cdot \varphi_N) = 0.
\]

Then, we take \(w_N = u^j_N - \tilde{u}^j_N\) and \(\varphi_N = q^j_N - \tilde{q}^j_N\). We sum the two equations and we use the exactness of the quadrature formula and property (4.5). This yields

\[
\frac{\alpha}{\tau_j} \|u^j_N - \tilde{u}^j_N\|^2_{L^2(\Omega)} + \|q^j_N - \tilde{q}^j_N\|^2_{L^2(\Omega)^d} \leq - \frac{1}{\tau_j} \|b(u^j_N) - b(\tilde{u}^j_N), u^j_N - \tilde{u}^j_N\|.
\]

Since, in dimension \(d = 2\) for instance,

\[
(b(u^j_N) - b(\tilde{u}^j_N), u^j_N - \tilde{u}^j_N) = \sum_{i,j=0}^{M} \left( b(u^j_N(\xi_{Mi}, \xi_{Mj})) - b(\tilde{u}^j_N(\xi_{Mi}, \xi_{Mj})) \right) \left( u^j_N(\xi_{Mi}, \xi_{Mj}) - \tilde{u}^j_N(\xi_{Mi}, \xi_{Mj}) \right) \rho_{Mi}\rho_{Mj},
\]

and since the \(\rho_{Mi}\) are positive, we use Assumption 4.1 to derive:

\[
\frac{\alpha}{\tau_j} \|u^j_N - \tilde{u}^j_N\|^2_{L^2(\Omega)} + \|q^j_N - \tilde{q}^j_N\|^2_{L^2(\Omega)^d} \leq 0.
\]

So, \((u^j_N, q^j_N)\) is equal to \((\tilde{u}^j_N, \tilde{q}^j_N)\), for \(1 \leq j \leq J\).

2) Proving the existence of a solution relies on Brouwer’s fixed point theorem. Let \(\bar{f}(\cdot, t_j)\) be an extension of \(f(\cdot, t_j)\) in \(L^2(\partial \Omega)\) by 0. From ([14], Chap. I, Corollary 2.8), there exists \(\chi^j \in H(\text{div}, \Omega)\) such that \(\chi^j \cdot n = -\iota_N^{-1} \bar{f}(\cdot, t_j)\), and

\[
\|\chi^j\|_{H(\text{div}, \Omega)} \leq c_1 \|\iota_N^{-1} \bar{f}\|_{L^2(\partial \Omega)}. \quad (4.9)
\]

Thus, the function \(\chi^j_N = \iota_N^{-1} \chi^j\) belongs to \(\mathbb{X}_N\) and satisfies, thanks to an appropriate inverse inequality,

\[
\|\chi^j_N\|_{H(\text{div}, \Omega)} \leq c_2 N^2 \|\bar{f}(\cdot, t_j)\|_{H^{-2}(\Gamma_F)}. \quad (4.10)
\]

Next, we define the mapping \(\Psi\) on \(\mathbb{X}_N \times \mathbb{Y}_{NF}\) by, for any \((w_N, \varphi_N) \in \mathbb{X}_N \times \mathbb{Y}_{NF}\),

\[
\langle \Psi(u_N, q_N), (w_N, \varphi_N) \rangle = \alpha \left( \frac{u_N}{\tau_j}, w_N \right) + \left( \frac{b(u_N)}{\tau_j}, w_N \right) + \left( \nabla \cdot q_N - \nabla \cdot \varphi_N, w_N \right) + \left( q_N - \varphi_N, w_N \right) - R^j(w_N, \varphi_N)
\]
\[ R^j(w_N, \varphi_N) = \alpha \frac{u_N^{j-1}}{\tau_j} \cdot w_N + \frac{b(u_N^{j-1})}{\tau_j} \cdot w_N - (\nabla \cdot \chi_N^j, w_N) - (\chi_N^j, \varphi_N) - \left( L_N k \circ b(u_N^{j-1}) e_z, \varphi_N \right) - (i^c_N D u_D (\cdot, t_j), \varphi_N \cdot n) M. \]

When providing \( X_N \times Y_N \) with the norm of \( L^2(\Omega) \times H(\text{div}, \Omega) \), the mapping \( \Psi \) is continuous. Since all norms on this finite-dimensional space are equivalent, it is also continuous when this space is equipped with the norm of \( L^2(\Omega) \times L^2(\Omega)^d \). Moreover it satisfies

\[ < \Psi(u_N, q_N), (u_N, q_N) > = \frac{\alpha}{\tau_j} \| u_N \|^2_{L^2(\Omega)} + \frac{1}{\tau_j} \| b(u_N) \|_{L^2(\Omega)} + \| q_N \|^2_{L^2(\Omega)} - R^j(u_N, q_N), \]

whence

\[ < \Psi(u_N, q_N), (u_N, q_N) > \geq \frac{\alpha}{\tau_j} \| u_N \|^2_{L^2(\Omega)} + \| q_N \|^2_{L^2(\Omega)} - C_j \left( \frac{\alpha}{\tau_j} \| u_N \|^2_{L^2(\Omega)} + \| q_N \|^2_{L^2(\Omega)} \right)^{\frac{1}{2}}, \]

where \( C_j \) is given by

\[ C_j = \frac{\alpha}{\tau_j} \| u_N^{j-1} \|_{L^2(\Omega)} + \frac{1}{\alpha \tau_j} \| b(u_N^{j-1}) \|_{L^2(\Omega)} + c N^2 \| f \|_{H^{1}(\Gamma_F)} + \| k \circ b(u_N^{j-1}) + c N^2 \|_{L^2(\Omega)} \| f \|_{H^{1}(\Gamma_D)} \]

(here also, we made use of the inverse inequality \( \| q_N \|_{H(\text{div}, \Omega)} \leq c N^2 \| q_N \|_{L^2(\Omega)} \). It thus follows from Brouwer’s fixed point theorem, see [14], Chap. I, Corollary 1.1 for instance, that there exists a pair \( (u_N^j, q_N^j) \) such that

\[ \forall (w_N, \varphi_N) \in X_N \times Y_N, \quad < \Psi(u_N^j, q_N^j), (w_N, \varphi_N) > = 0 \]

and

\[ \| u_N^j \|^2_{L^2(\Omega)} + \| q_N^j \|^2_{L^2(\Omega)} \leq C_j. \]

Then, the pair \( (u_N^j, q_N^j) = (u_N^j, q_N^j + \chi_N^j) \) is a solution of problem (4.6) – (4.7).

The previous proof does not lead to any appropriate bound for the solution \( (u_N^j, q_N^j) \). However, we do not need it in what follows.

## 5 A priori error analysis

We evaluate simultaneously the errors due to the time and space discretizations. Indeed, even if they require different regularity properties of the solution \( (u, q) \), proving them relies on very similar arguments, more precisely on the theorem of Brezzi, Rappaz and Raviart, see [8]. Only for simplicity, all this analysis is performed in the case \( f = 0 \) of zero Neumann conditions.

### 5.1 Some preliminary results

Let \( T \) denote the operator associated with the linear heat equation: For any data \( F \) in \( L^2(0, T; L^2(\Omega)) \) and \( (u_0, u_D) \) satisfying Assumption 2.1, \( T(F, u_0, u_D) \) is equal to the solution \( u \) of the problem

Find \( u \) in \( H^0(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)) \) such that

\[ u = u_D \quad \text{on} \quad \Gamma_D \times ]0, T[ \quad \text{and} \quad u|_{t=0} = u_0 \quad \text{in} \quad \Omega, \tag{5.1} \]
Proof: The assertion of the lemma is equivalent to the well-posedness of the problem, for any
\[ D u = F \]
Assume that the mappings \( b \) and, for a.e. \( t \) and \( D \)
We first prove a further property of \( v \)
1) First, we take
We proceed in several steps, beginning with an a priori estimate of any solution of this problem.
The well-posedness of this problem is obvious.
With this notation, problem (2.4) – (2.5) can equivalently be written
\[ \mathcal{F}(u) = u - T(\mathcal{G}(u), u_0, u_D) = 0, \]
where the mapping \( \mathcal{G} \) is defined by
\[ \int_{\Omega} \mathcal{G}(u)(x, t) v(x, t) \, dx = - \langle \partial_t b(u)(\cdot, t), v \rangle - \int_{\Omega} k \circ b(u)(x, t) e_z \cdot \nabla v(x, t) \, dx \]
We first prove a further property of \( D \mathcal{F}(u) \), where \( u \) is the solution of problem (2.4) – (2.5) and \( D \) stands for the differential operator with respect to \( u \). From now on, we set:
\[ \mathbb{W} = L^\infty(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)), \]
Lemma 5.1. Assume that the mappings \( b \) and \( k \) are of class \( C^2 \) with bounded derivatives. If the solution \( u \) of problem (2.4) – (2.5) is such that \( \partial_t u \) belongs to \( L^\infty(\Omega \times]0, T[) \), the operator \( D \mathcal{F}(u) \) is an isomorphism in \( \mathbb{W} \).
Proof: The assertion of the lemma is equivalent to the well-posedness of the problem, for any
data \( F \) in \( L^2(0, T; L^2(\Omega)) \):
Find \( w \) in \( C^0(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)) \) such that
\[ w = 0 \quad \text{on } \Gamma_D \times]0, T[ \quad \text{and} \quad w|_{t=0} = 0 \quad \text{in } \Omega, \]
and, for a.e. \( t \) in \( ]0, T[ \),
\[ \forall v \in H^1_D(\Omega), \quad \alpha \int_{\Omega} \partial_t w(x, t) v(x, t) \, dx + \int_{\Omega} \partial_t (b'(u)w)(x, t) v(x, t) \, dx \\
+ \int_{\Omega} (\nabla w + (k \circ b)'(u)w)(x, t) \cdot \nabla v(x, t) \, dx = \int_{\Omega} F(x, t) v(x, t) \, dx. \]
We proceed in several steps, beginning with an a priori estimate of any solution of this problem.
1) First, we take \( v \) equal to \( w \) in (5.7) and integrate with respect to \( t \). By noting that
\[ \int_0^t \int_{\Omega} \partial_t (b'(u)w)(x, s) w(x, s) \, dx \, ds = \int_0^t \int_{\Omega} (b''(u)(\partial_t u)w + b'(u)(\partial_t w))(x, s) w(x, s) \, dx \, ds \\
= \frac{1}{2} \int_{\Omega} b'(u)(x, t) w^2(x, t) + \frac{1}{2} \int_0^t \int_{\Omega} (b''(u)(\partial_t u))(x, s) w^2(x, s) \, dx \, ds, \]
using the nonnegativity of \( b' \) and a Poincaré–Friedrichs inequality, we obtain
\[ \frac{\alpha}{2} \| w(\cdot, t) \|^2_{L^2(\Omega)} + \frac{1}{2} \int_0^t \| w(\cdot, s) \|^2_{H^1(\Omega)} \, ds \\
\leq \frac{1}{2} \int_0^t \int_{\Omega} (-b''(u)(x, s)\partial_t u(x, s) + (k \circ b)'(u)(x, s)) w^2(x, s) \, dx \, ds \\
+ c \int_0^t \| F(\cdot, s) \|^2_{L^2(\Omega)}, \]
whence, thanks to Grönwall’s lemma,
\[ \|w(\cdot, t)\|^2_{L^2(\Omega)} \leq c(u) \int_0^t \|F(\cdot, s)\|^2_{L^2(\Omega)}, \tag{5.8} \]
where all constants \(c(u)\) only depend on \(u\) (we do not make them precise for simplicity). Next, taking \(v\) equal to \(\partial_t w\) in (5.7), recalling that the function \(b'\) is nonnegative, we obtain
\[
\alpha \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + |w(\cdot, t)|^2_{H^1(\Omega)}
\leq \int_0^t \int_{\Omega} F(x, s) \partial_t w(x, s)\, dx\, ds - \int_0^t \int_{\Omega} b''(u)(x, s) \partial_t u(x, s)\, w(x, s) \partial_t w(x, s)\, dx\, ds
- \int_0^t \int_{\Omega} ((k \circ b)'(u)w)(x, s) \cdot \nabla \partial_t w(x, s)\, dx\, ds.
\]
Bounding the first term of the right-hand side is easy
\[
\int_0^t \int_{\Omega} F(x, s) \partial_t w(x, s)\, dx\, ds \leq \frac{\alpha}{4} \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + \frac{1}{\alpha} \int_0^t \|F(\cdot, s)\|^2_{L^2(\Omega)}\, ds.
\]
To handle the second term, we mainly use a Poincaré–Friedrichs inequality
\[
| \int_0^t \int_{\Omega} b''(u)(x, s) \partial_t u(x, s)\, w(x, s) \partial_t w(x, s)\, dx\, ds |
\leq \frac{\alpha}{4} \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + c(u) \int_0^t |w(\cdot, s)|^2_{H^1(\Omega)}\, ds.
\]
Bounding the third term relies on an integration by parts with respect to \(t\) and also on the Poincaré–Friedrichs inequality:
\[
| \int_0^t \int_{\Omega} (k \circ b)'(u)w)(x, s) \cdot \nabla \partial_t w(x, s)\, dx\, ds |
\leq \frac{1}{2} |w(\cdot, t)|^2_{H^1(\Omega)} + \frac{c(u)}{2} \|w(\cdot, t)\|^2_{L^2(\Omega)}
+ \frac{\alpha}{4} \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + c(u) \int_0^t |w(\cdot, s)|^2_{H^1(\Omega)}\, ds.
\]
All this combined with (5.8) leads to
\[
\frac{\alpha}{2} \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + \frac{1}{2} |w(\cdot, t)|^2_{H^1(\Omega)}
\leq c(u) \int_0^t \|F(\cdot, s)\|^2_{L^2(\Omega)}\, ds + c'(u) \int_0^t |w(\cdot, s)|^2_{H^1(\Omega)}\, ds.
\]
By using the Grönwall’s lemma, we conclude that
\[
\alpha \int_0^t \|\partial_t w(\cdot, s)\|^2_{L^2(\Omega)}\, ds + |w(\cdot, t)|^2_{H^1(\Omega)} \leq c(u) \int_0^t \|F(\cdot, s)\|^2_{L^2(\Omega)}\, ds. \tag{5.9}
\]
2) Let \((H_n)\) be an increasing sequence of finite-dimensional subspaces of \(H^1_D(\Omega)\) such that \(\bigcup_n H_n\) is dense in \(H^1_D(\Omega)\). It follows from the Cauchy–Lipschitz theorem [[24], Section 21] that problem (5.6) – (5.7) with \(H_D(\Omega)\) replaced by \(H_n\) has a unique solution \(w_n\) in \(C^0(0, T; H_n) \cap H^1(0, T; L^2(\Omega))\). Obviously, the sequence \((w_n)\) satisfies (5.9), so that there exists a subsequence, still denoted by \((w_n)\) for simplicity, which converges to a function \(w\) weakly in
\[ L^2(0, T; H^1_0(\Omega)) \cap H^1(0, T; L^2(\Omega)). \]

Thus, the function \( w \) is a solution of (3.6) – (3.7) first for any \( v \) in a fixed \( \mathbb{H}_m \), second for all \( v \) in \( H^1_0(\Omega) \) by density. This yields the existence of a solution to problem (5.6) – (5.7).

3) Let \( w \) be a solution of problem (5.6) – (5.7) with data \( F = 0 \). It follows from (5.8) that \( w \) is zero, which implies the uniqueness of the solution of problem (5.6) – (5.7).

Even if the proof of this lemma is rather technical, it makes much simpler the remaining part of the estimates. For simplicity, we also introduce the fully discrete space, i.e., the space \( W_{N, T} \) of functions which are affine on each interval \([t_{j-1}, t_j]\), \( 1 \leq j \leq J \), and such that their values in \( t_j \) belong to \( X_N \). It is readily checked that this space is finite-dimensional and imbedded in \( W \).

### 5.2 About the time discretization

From now on, we denote by \( u_\tau \) the function which is affine on each interval \([t_{j-1}, t_j]\) and equal to \( w^j \) at each time \( t_j \), \( 0 \leq j \leq J \), and also by \( q_\tau \) the function which is equal to \( q^j \) on each interval \([t_{j-1}, t_j]\), \( 1 \leq j \leq J \). For each function \( v \) continuous on \([0, T]\), we also introduce:

- the functions \( \pi^+_\tau v \) and \( \pi^-_\tau v \) which are constant, equal to \( v(t_j) \) and \( v(t_{j-1}) \), respectively, on each interval \([t_{j-1}, t_j]\), \( 1 \leq j \leq J \),
- the function \( \iota_\tau v \), equal to the piecewise affine Lagrange interpolate of \( v \) at the nodes \( t_j \), \( 0 \leq j \leq J \).

Let \( T_\tau \) denote the following semi-discrete operator: For any data \( F \) in \( \mathcal{C}^0(0, T; L^2(\Omega)) \) and \((u_0, u_D)\) satisfying Assumption 3.1, \( T_\tau(F, u_0, u_D) \) is equal to the function \( \tilde{u}_\tau \) associated with the \( w^j \) solutions of

Find \((w^j)_{0 \leq j \leq J}\) in \( H^1(\Omega)^{J+1} \) such that

\[
\begin{align*}
\forall v & \in H^1_0(\Omega), \quad \alpha \int_{\Omega} \left( \frac{w^j - w^{j-1}}{\tau_j} \right)(x) v(x) \, dx + \int_{\Omega} \left( \nabla \cdot u^j \right)(x) \left( \nabla \cdot v \right)(x) \, dx \\
&= \int_{\Omega} F(x, t_j) v(x) \, dx.
\end{align*}
\]

We recall without proof three properties of this operator which are not completely standard, but easy to prove.

(i) Stability: For any data \( F \) in \( \mathcal{C}^0(0, T; L^2(\Omega)) \),

\[
\| T_\tau(F, 0, 0) \|_W \leq c \| \pi^+_\tau F \|_{L^2(0, T; L^2(\Omega))}.
\]

(ii) A priori error estimate: For any data \( F \) in \( \mathcal{C}^0(0, T; L^2(\Omega)) \) such that \( T(F, u_0, u_D) \) belongs to \( \mathcal{C}^1(0, T; H^1(\Omega)) \),

\[
\| (T - T_\tau)(F, u_0, u_D,f) \|_W \leq c |\tau|^{1/2} \left( \| T(F, u_0, u_D) \|_{\mathcal{C}^1(0, T; H^1(\Omega))} + \| F \|_{\mathcal{C}^0(0, T; L^2(\Omega))} \right).
\]

(iii) Convergence: For any data \( F \) in \( \mathcal{C}^0(0, T; L^2(\Omega)) \),

\[
\lim_{|\tau| \to 0} \| (T - T_\tau)(F, 0, 0) \|_W = 0.
\]
Note that, since the Euler's scheme is of order 1, estimate (5.13) does not seem optimal, but it is because we are working in a stronger norm than the usual norm.

The second equation in (3.2) yields that the solution \((u^j, q^j)_j\) of problem (3.1) – (3.2) satisfies \(q^j = -\nabla u^j - k \circ b(u^{j-1}) e_2\). Thus, problem (3.1) – (3.2) can equivalently be written as

\[
F_\tau(u_\tau) = u_\tau - T_\tau(G_\tau(u), u_0, u_D) = 0,
\]

where the mapping \(G_\tau\) is defined by

\[
\int_\Omega G_\tau(u)(x,t) v(x,t) \, dx
\]

\[
= -\langle \partial_t \tau(b(u)) (\cdot, t), v \rangle - \int_\Omega k \circ b(\pi^- u)(x, t) e_2 \cdot (\nabla v)(x, t) \, dx.
\]

5.3 About the space discretization

Similarly, we denote by \(u_{N\tau}\) the function which is affine on each interval \([t_{j-1}, t_j]\) and equal to \(u_{N\tau}^j\) at each time \(t_j\), \(0 \leq j \leq J\), and also by \(q_{N\tau}\) the function which is equal to \(q_{N\tau}^j\) on each interval \([t_{j-1}, t_j]\), \(1 \leq j \leq J\). It is readily checked that the function \(u_{N\tau}\) belongs to the space \(W_{N\tau}\) introduced at the end of Section 5.1. We also define the discrete operator \(T_{N\tau}\): For any data \(F\) in \(\mathcal{C}(0, T; L^2(\Omega))\) and \((u_0, u_D)\) satisfying Assumption 4.1, \(T_{N\tau}(F, u_0, u_D)\) is equal to the function \(\tilde{u}_{N\tau}\) which interpolates the \(u_{N\tau}^j\) solutions of

Find \((u_{N\tau}^j)_{0 \leq j \leq J}\) in \(X_{N+1}^{J+1}\) and \((q_{N\tau}^j)_{1 \leq j \leq J}\) in \(Y_{N\tau}^j\) such that

\[
u_{N\tau}^0 = I_{N-1} u_0 \quad \text{in} \Omega,
\]

and, for \(1 \leq j \leq J\),

\[
\forall w_N \in X_N, \quad \alpha(w_N, w_N) + (\nabla \cdot q_{N\tau}^j, w_N) = \int_\Omega F(x, t_j) w_N(x) \, dx,
\]

\[
\forall \varphi_N \in Y_{N\tau}, \quad (q_{N\tau}^j, \varphi_N) - (w_{N\tau}^j, \nabla \cdot \varphi_N) = - (w_{D\tau}^j, \varphi_N) + \pi(x, t_j) e_2 \cdot (\nabla \varphi_N)(x, t_j) \, dx.
\]

There also, we state without proof some properties of this operator which can be derived from standard arguments in spectral methods, see [6], Chap. V.

(i) Stability: For any data \(F\) in \(\mathcal{C}(0, T; L^2(\Omega))\),

\[
\|T_{N\tau}(F, 0, 0)\|_W \leq C \sup_{v_N \in W_{N\tau}} \frac{\|v_N\|_W}{\|v_N\|_W}.
\]

(ii) A priori error estimate: For any data \(F\) in \(H^1(0, T; L^2(\Omega))\) such that \(T(F, u_0, u_D)\) belongs to \(H^1(0, T; H^s(\Omega))\), \(s > \frac{1}{2}\),

\[
\|T_\tau - T_{N\tau}(F, u_0, u_D)\|_W \leq c N^{1-s} \|T(F, u_0, u_D)\|_{H^1(0, T; H^s(\Omega))}.
\]

(iii) Convergence: For any data \(F\) in \(\mathcal{C}(0, T; L^2(\Omega))\) and any \(\tau\),

\[
\lim_{N \to +\infty} \|T_\tau - T_{N\tau}(F, 0, 0)\|_W = 0.
\]

To conclude, we observe that problem (4.6) – (4.7) can equivalently be written as

\[
F_{N\tau}(u_{N\tau}) = u_{N\tau} - T_{N\tau}(G_{N\tau}(u_{N\tau}), u_0, u_D) = 0,
\]
Lemma 5.3. Assume that the mappings

\[ \partial u \]

To go further, we introduce an approximation with a simpler one, which follows from the choice of the discrete spaces.

5.4 Some more lemmas

To go further, we introduce an approximation \( u_{N\tau}^* \) of the solution \( u \) in \( \mathbb{W}_{N\tau} \) and we make the following assumption.

Assumption 5.2.

(i) The solution \( u \) of problem (2.4) – (2.5) belongs to \( L^\infty(\Omega\times[0,T]) \), together with its derivative \( \partial_t u \);

(ii) The following convergence property holds

\[
\lim_{|\tau|\to 0} \lim_{N\to \infty} \|u - u_{N\tau}^*\|_{L^\infty(0,T;L^\infty(\Omega))} = 0. \tag{5.24}
\]

Lemma 5.3. Assume that the mappings \( b \) and \( k \) are of class \( C^2 \) with bounded derivatives, and that the mapping \( b'' \) is Lipschitz-continuous. If Assumption 5.2 holds, there exist positive real numbers \( \tau_0 \) and \( N_0 \) such that, for all \( \tau, |\tau| \leq \tau_0 \) and for all \( N \geq N_0 \), the operator \( DF_{N\tau}(u_{N\tau}^*) \) is an isomorphism of \( \mathbb{W}_{N\tau} \), and the norm of its inverse is bounded independently of \( \tau \) and \( N \).

Proof: We use the expansion

\[
DF_{N\tau}(u_{N\tau}^*) = DF(u) + (T - T_{N\tau})(DG(u), 0, 0) + T_{N\tau}(DG(u) - DG_{N\tau}(u_{N\tau}^*), 0, 0).
\]

From Lemma 5.1, \( DF(u) \) is an isomorphism of \( \mathbb{W} \). So, we only have to check that the last two terms in the previous expansion tend to zero when \( |\tau| \) and \( N^{-1} \) tend to zero.

1) We derive from (5.4) that, for any \( w_{N\tau} \) in the unit sphere of \( \mathbb{W}_{N\tau} \),

\[
\int_{\Omega} DG(u)(x, t)w_{N\tau}(x, t)v(x, t) \, dx = -(b'(u)\partial_t w_{N\tau}(\cdot, t), v) - (b''(u)w_{N\tau}(x, t)\partial_t u(\cdot, t), v)
\]

\[
- \int_{\Omega} k \circ b(u)'(x, t)w_{N\tau}(x, t)e_z \cdot \nabla v(x, t) \, dx.
\]

Since \( \mathbb{W}_{N\tau} \) is finite-dimensional, we deduce from Assumption 5.2 that \( DG(u)w_{N\tau} \) runs through a compact of \( C^0(0, T; L^2(\Omega)) \). Thus, owing to the expansion

\[
T - T_{N\tau} = T - T_{\tau} + T_{\tau} - T_{N\tau},
\]

the convergence of the first term is a direct consequence of (5.14) and (5.21).

2) Owing to (5.19), we have to bound the three terms, for \( v_N \) in \( \mathbb{W}_{N\tau} \) with \( \|v_N\|_W = 1 \),

\[
E_1 = -(b'(u)\partial_t w_{N\tau}(\cdot, t), v_N) + (b'(u_{N\tau}^*)\partial_t u_{N\tau}(\cdot, t), v_N)_M,
\]

\[
E_2 = -(b''(u)w_{N\tau}(x, t)\partial_t u(\cdot, t), v_N) + (b''(u_{N\tau}^*)w_{N\tau}(x, t)\partial_t u(\cdot, t), v_N)_M
\]

\[
E_3 = - \int_{\Omega} k \circ b(u)'(x, t)w_{N\tau}(x, t)e_z \cdot \nabla v_N(x, t) \, dx
\]

\[
+ (k \circ b(u_{N\tau}^*))'(x, t)w_{N\tau}(x, t)e_z \cdot \nabla v_N)_M.
\]
To prove the convergence of $E_1$, we use the triangle inequality

$$E_1 = -(b'(u)\partial_t w_N(\cdot,t), v_N) + \langle b'(u^*_N)\partial_t w_N(\cdot,t), v_N \rangle + \langle b'(u^*_N)\partial_t w_N(\cdot,t), v_N \rangle - \langle b'(u^*_N)\partial_t w_N(\cdot,t), v_N \rangle_M.$$ 

The convergence to 0 of the first line is a direct consequence of (5.24). To prove the convergence of the second one, we add and subtract any approximation $t_{M_o}$ of $b'(u^*_N)$ and $v^*_{M_o}$ of $v_N$ in $\mathcal{P}_{M_o}(\Omega)$, where $M_o$ stands for the integer part of $\frac{2M - 1 - N}{2}$. Thus, triangle inequalities and the continuity property of the last term (see [5], Eq. (13.28)) for instance) yields that the desired convergence follows from the convergence of the terms $\|b'(u^*_{N}) - \mathcal{I}_M b'(u^*_{N})\|_{L^\infty(0,t;L^\infty(\Omega))}$, $\|b'(u^*_{N}) - t_{M_o}\|_{L^\infty(0,t;L^\infty(\Omega))}$ and $\|v_{N} - v^*_{M_o}\|_{L^2(\Omega)}$, so from the choice of $t_{M_o}$ and $v^*_{M_o}$. Bounding $E_2$ and $E_3$ relies on very similar arguments, that we omit for brevity.

This concludes the proof.

**Lemma 5.4.** Assume that the mappings $b$ and $k$ are of class $C^2$ with bounded derivatives, and that the mapping $b'$ is Lipschitz-continuous. If Assumption 5.2 holds, there exist a neighbourhood of $u^*_N$ in $\mathbb{W}_N$ and a positive real number $\lambda$ such that the following Lipschitz property holds for any $z_N$ in this neighbourhood

$$\|D_{\mathbb{F}_N}(u^*_N) - D_{\mathbb{F}_N}(z_N)\|_{\mathbb{L}(\mathbb{W}_N)} \leq \lambda \|u^*_N - z_N\|_{\mathbb{W}},$$  

(5.25)

where $\mathbb{L}(\mathbb{W}_N)$ stands for the space of endomorphisms of $\mathbb{W}_N$.

**Proof:** Thanks to (5.19), we are led to estimate the quantities, for all $w_N$ and $v_N$ in $\mathbb{W}_N$ with $\|v_N\|_{\mathbb{W}} = 1$,

$$L_1(t) = -(b'(u^*_N)\partial_t w_N(\cdot,t), v_N) + \langle b'(z_N)\partial_t w_N(\cdot,t), v_N \rangle_M,$$

$$L_2(t) = -(b''(u^*_N)w_N(\cdot,t)\partial_t u^*_N(\cdot,t), v_N) + \langle b''(z_N)w_N(\cdot,t)\partial_t z_N(\cdot,t), v_N \rangle_M,$$

$$L_3(t) = -(k \circ b(u^*_N))'(\cdot,t)w_N(\cdot,t)e_z, \nabla v_N) \bigg|_M + \langle (k \circ b(z_N))'(\cdot,t)w_N(\cdot,t)e_z, \nabla v_N \rangle_M.$$

To handle the quantity $L_1$, we observe that

$$|L_1(t)| \leq \|\partial_t w_N(\cdot,t)\|_{L^2(\Omega)} \|\mathcal{I}_M((b'(z_N) - b'(u^*_N)v_N))\|_{L^2(\Omega)}.$$

Thus, using once more [5], Eq. (13.28)], the stability of $\mathcal{I}_M$, the Lipschitz-continuity of $b'$ and the imbedding of $H^1(\Omega)$ into $L^4(\Omega)$, we deduce

$$\int_0^T |L_1(t)| \, dt \leq \|w_N\|_{\mathbb{W}} \|u^*_N - z_N\|_{L^\infty(0,T;H^1(\Omega))}.$$

The term $L_3$ can be evaluated by exactly the same arguments, while bounding the term $L_2$ requires the addition and subtraction of a further term.

**Lemma 5.5.** Assume that the mappings $b$ and $k$ are of class $C^{\max\{[s],2\}}$ with bounded derivatives. If the solution $u$ belongs to $H^1(0,T;H^s(\Omega))$, $s > \frac{d+1}{2}$, the following estimate holds for the quantity $\varepsilon_N = \|\mathbb{F}_N(u^*_N)\|_{\mathbb{W}}$

$$\varepsilon_N \leq \|u - u^*_N\|_{\mathbb{W}} + c(u) (|\tau|^2 + N^{1-s}).$$  

(5.26)
Proof: Since $F(u) = 0$, we use the triangle inequality
\[
\varepsilon_{N^T} \leq \|u - u^*_N\|_W + \|\langle\mathcal{T} - \mathcal{T}_r\rangle(G(u), u_0, u_D)\|_W + \|\langle\mathcal{T} - \mathcal{T}_r\rangle(G(u), u_0, u_D)\|_W + \|\mathcal{T}_{N^T}(G(u) - G_{N^T}(u_{N^T}), 0, 0)\|_W.
\]
Evaluating the first three terms follows from (5.13) and (5.20) (indeed, the fact that $G(u)$ belongs to $C^{0}(0, T; L^2(\Omega))$ is easily derived from the regularity properties of $u$). To handle the last term, owing to (5.19), we only have to bound the quantities, for $v_N$ running through the unit sphere of $W_{N^T}$,
\[
G_1 = \sum_{j=1}^{J} \left( -\langle\partial b(u)(\cdot, t_j), v_N(\cdot, t_j) - v_N(\cdot, t_{j-1})\rangle + \langle\partial t_r(b(u^*_N)), v_N(\cdot, t_j) - v_N(\cdot, t_{j-1})\rangle\right),
\]
\[
G_2 = \sum_{j=1}^{J} \left( -\int_{\Omega} k \circ b(u(x,t)) e_z \cdot \nabla(v_N(\cdot, t_j) - v_N(\cdot, t_{j-1})\rangle dx + \langle k \circ b(\pi_r u_N)^+(\cdot, t) e_z, \nabla(v_N(\cdot, t_j) - v_N(\cdot, t_{j-1})\rangle\right).
\]
By combining the regularity properties of $u$ with [[7], Thm 1], we obtain the desired estimate.
Due to the regularity assumed on $u$ in the previous lemma, the function $u^*_N$ can easily be chosen such that
\[
\|u - u^*_N\|_W \leq c(u)(|\tau|^{\frac{1}{2}} + N^{1-s}),
\]
which yields the convergence of $F_{N^T}(u^*_N)$ to zero.

5.5 The conclusive a priori error estimates
Owing to Lemmas 5.3 to 5.5, all the assumptions needed to apply the theorem of Brezzi, Rappaz and Raviart [[8], Thm 1] (see also [[14], Chap. IV, Thm 3.1]) are satisfied. This yields the estimate for $\|u - u_{N^T}\|_W$. The estimate for $\|q - q_{N^T}\|_{L^2(0, T; H(\text{div}, \Omega))}$ is then easily derived by hand. So, we now state the main result of this section.

Theorem 5.6. Assume that, for some real number $s > \frac{d+1}{2}$,
(i) the mappings $b$ and $k$ are of class $C^{\text{max}\{s, 2\}}$ with bounded derivatives,
(ii) the solution $u$ of problem (2.4) - (2.5) belongs to $H^2(0, T; L^2(\Omega)) \cap H^1(0, T; H^s(\Omega))$.
Thus, there exist positive real numbers $\tau_0^*$ and $N_0^*$ such that, for all $\tau, |\tau| \leq \tau_0^*$ and for all $N \geq N_0^*$, the solution $(u^*_N, q^*_N)$ of problem (4.6) - (4.7) satisfies the following a priori error estimates:
\[
\|u - u_{N^T}\|_W + \|q - q_{N^T}\|_{L^2(0, T; H(\text{div}, \Omega))} \leq c(u)(|\tau|^{\frac{1}{2}} + N^{1-s}),
\]
where the constant $c(u)$ only depends on the solution $u$ of problem (2.4) - (2.5).

Despite the technicity of its proof, this estimate seems fully optimal. Note that the use of a discretization relying on the mixed formulation is only justified by the fact that $q$ is a physical variable.

6 An iterative algorithm
We propose here an iterative scheme to solve the nonlinear problems resulting from the discretization procedure, following the approach in [17], and we prove the convergence of this scheme.
To define the scheme, we note from part (i) of Assumption 2.1, that there exists a positive real $K_b$ such that $0 \leq b'(\xi) \leq K_b$, for all real numbers $\xi$. We set: $b_a(\xi) = \alpha \xi + b(\xi)$. Let $K \geq K_b$ be a real constant. We fix an integer $j \in \{1, \cdots, J\}$ and start with $u_N^{j,0} = u_N^{j-1}$ (or an approximation of it). For a given $i > 0$, assuming that $u_N^{j,1}, u_N^{j,1-1}$ are known in $\mathcal{X}_N$ and that $q_N^{j,1}$ and $q_N^{j,1-1}$ are known in $\mathcal{Y}_N$, we consider the following linear problem

Find $u_N^{j,i}$ in $\mathcal{X}_N$ and $q_N^{j,i}$ in $\mathcal{Y}_N$ such that

$$q_N^{j,i} \cdot \mathbf{n} = -i_N^{\Gamma_F} f(\cdot, t_j) \quad \text{on} \quad \Gamma_F$$

and

$$\begin{align*}
\forall w_N \in \mathcal{X}_N, & \quad K(u_N^{j,i}, w_N)_M + \tau_j (\nabla \cdot q_N^{j,i}, w_N)_M \\
\forall \varphi_N \in \mathcal{Y}_N, & \quad (q_N^{j,i}, \varphi_N)_M - (u_N^{j,i}, \nabla \cdot \varphi_N)_M \\
& = - (I_N-1(k \circ b(u_N^{j,1-1})e_Q), \varphi_N)_M - (u_N^{j,1-1}, \varphi_N)_M. 
\end{align*}$$

(6.1) \quad (6.2)

The same arguments as for problem (4.6)–(4.7) lead to prove the well-posedness of this problem. Moreover, solving it is not expensive. We stop the iteration on $i$ arbitrarily, for instance when $u_N^{j,i} - u_N^{j,i-1}$ becomes smaller than a given tolerance.

To study the convergence of this scheme, we use the following notation

$$e_u^i = u_N^{j,i} - u_N^{j,i-1}, \quad e_q^i = q_N^{j,i} - q_N^{j,i-1},$$

(6.3)

where $u_N^{j,i}$ and $q_N^{j,i}$, $1 \leq j \leq J$, are the solution of problem (4.6)–(4.7). We first recall from [2], Lemma 3.1 the next inf-sup condition result.

**Lemma 6.1.** For any $w_N$ in $\mathcal{X}_N$, there exists a $\varphi_N$ in $\mathcal{Y}_N$ such that

$$\nabla \cdot \varphi_N = w_N \quad \text{and} \quad \|\nabla \cdot \varphi_N\|_{L^2(\Omega)} + \|\varphi_N\|_{L^2(\Omega)} \leq c_0 \|w_N\|_{L^2(\Omega)}.$$  

(6.4)

We are now in a position to prove the following convergence result:

**Theorem 6.2.** There exists a positive constant $c_2 < 1$ such that, for each $i > 0$,

$$\|e_u^i\|_{L^2(\Omega)} \leq c_2 \|e_u^{i-1}\|_{L^2(\Omega)} \quad \text{and} \quad \|e_q^i\|_{L^2(\Omega)^d} \leq c_2 \frac{1}{2} K + \tau_j \frac{9 c_0}{2 K \tau_j^{1/2}} \|e_u^{i-1}\|_{L^2(\Omega)},$$

(6.5)

for all $j$, $1 \leq j \leq J$.

**Proof:** We prove successively the two estimates in (6.5).

1) By noting that the first equation in (4.7) can be written

$$(b_\alpha(u_N^{j,i}) - b_\alpha(u_N^{j,i-1}), w_N)_M + \tau_j (\nabla \cdot q_N^{j,i}, w_N)_M = 0,$$

subtracting from it the first equation in (6.2) and noting that $u_N^{j,i} - u_N^{j,i-1} = -(e_u^i - e_u^{i-1})$, we derive

$$K(e_u^i - e_u^{i-1}, w_N)_M + \tau_j (\nabla \cdot e_q^i, w_N)_M + (b_\alpha(u_N^{j,i}) - b_\alpha(u_N^{j,i-1}), w_N)_M = 0.$$

(6.6)

Taking $w_N = e_u^i$ yields

$$K\|e_u^i\|_M^2 + \tau_j (\nabla \cdot e_q^i, e_u^i)_M = (K e_u^{i-1} - b_\alpha(u_N^{j,i}) - b_\alpha(u_N^{j,i-1}), e_u^i)_M,$$  

(6.7)
where we denote by \(\|w\|_M\) the quantity \((w, w)_M^{1/2}\), for all continuous function \(w\). By subtracting the second equation in (6.2) from the second equation in (4.7), and since the convection term is discretized explicitly, we have

\[
(e_u^j, \varphi_N)_M - (e_u^i, \nabla \cdot \varphi_N)_M = 0.
\]

(6.8)

Note that the discrete products in (6.7) can be replaced by the scalar product in \(L^2(\Omega)\), due to the exactness property (4.4). By Lemma 6.1, there exists a \(\varphi_N \in Y_{NF}\) such that \(\nabla \cdot \varphi_N = e_u^i\) and

\[
\|\varphi_N\|_{L^2(\Omega)} \leq c_0\|e_u^i\|_{L^2(\Omega)}.
\]

Using this \(\varphi_N\) in (6.8), together with the inequality of Cauchy–Schwarz yields

\[
\|e_u^i\|_{L^2(\Omega)} \leq c_0\|e_u^i\|_{L^2(\Omega)}.
\]

(6.9)

Now, taking \(\varphi_N = \tau_j e_q^i\) in (6.8) and adding the result to (6.7) gives

\[
K\|e_u^i\|_M + \tau_j\|e_q^i\|_M = (Ke_u^{i-1} - b_\alpha(u_N^{j-1}) + b_\alpha(u_N^{j-1}), e_u^i)_M \leq (\alpha + 1)\|e_u^{i-1}\|_M + \tau_j\|e_q^i\|_M.
\]

(6.10)

Since \(\alpha \leq \beta_\alpha(\xi) \leq K_\alpha \leq K\), for all real numbers \(\xi\), it follows that

\[
|Ke_u^{i-1} - (b_\alpha(u_N^j) - b_\alpha(u_N^{j-1}))| \leq |(K - \alpha)e_u^{i-1}|
\]

(6.11)

Using (4.4), the Cauchy–Schwarz inequality, (6.9) and the last inequality leads to

\[
(K + \frac{\tau_j}{c_0})\|e_u^i\|_{L^2(\Omega)}^{2} \leq (K - \alpha)\|e_u^{i-1}\|_{L^2(\Omega)}\|e_u^i\|_{L^2(\Omega)}.
\]

All this yields

\[
\|e_u^i\|_{L^2(\Omega)} \leq c_3\|e_u^{i-1}\|_{L^2(\Omega)},
\]

where the constant \(c_3 = \frac{(K - \alpha)}{K + \frac{\tau_j}{c_0}}\) is \(< 1\). The first part of (6.5) is, then, proven.

2) For the second inequality, from (6.10) and (6.11) and again (4.4) we obtain

\[
K\|e_u^i\|_{L^2(\Omega)}^2 + \tau_j\|e_q^i\|_{L^2(\Omega)}^2 \leq (K - \alpha)\|e_u^{i-1}\|_{L^2(\Omega)}\|e_u^i\|_{L^2(\Omega)}.
\]

Using, now, the inequality \(|ab| \leq \delta a^2 + b^2/4\delta^2\), for all reals \(a\) and \(b\) and \(\delta > 0\), yields

\[
(K - \alpha)\|e_u^{i-1}\|_{L^2(\Omega)}\|e_u^i\|_{L^2(\Omega)} \leq K\|e_u^i\|_{L^2(\Omega)}^2 + \frac{(K - \alpha)^2}{4K^2}\|e_u^{i-1}\|_{L^2(\Omega)}.
\]

So, we derive

\[
\|e_q^i\|_{L^2(\Omega)} \leq \frac{(K - \alpha)^2}{2K\tau_j}\|e_u^{i-1}\|_{L^2(\Omega)}.
\]

The estimate for \(e_q^i\) then gives the second part of (6.5).

Theorem 6.2 shows that, in the case where the convection is discretized explicitly, the iterative scheme (6.1)-(6.2) is convergent in both pressure and flux, in particular, in absence of convection \((k = 0)\). Moreover it follows from (6.5) that the convergence is geometric hence very fast.
Remark 6.3. If the discrete problem (4.6) – (4.7) was constructed without explicitation of the last term, i.e., with the term $(\mathcal{I}_{N-1}(k \circ b(u_N^{i-1})e_z)$ replaced by $(\mathcal{I}_{N-1}(k \circ b(u_N^{i-1})e_z)$, a linearization procedure could also be applied to solve the discrete problem. The corresponding linear problem there reads

Find $u_N^{i}$ in $\mathbb{X}_N$ and $q_N^{i}$ in $\mathbb{Y}_N$ such that

$$q_N^{i} \cdot n = -i_N^{\Gamma_F} f(\cdot, t_j) \quad \text{on } \Gamma_F$$

and

$$\forall w_N \in \mathbb{X}_N, \quad K(u_N^{i}, w_N)_M + \tau_j (\nabla \cdot q_N^{i}, w_N)_M = (K u_N^{i-1} + b_\alpha(u_N^{i-1}) - b_\alpha(u_N^{i-1}), w_N)_M, \quad \forall \varphi_N \in \mathbb{Y}_N, \quad (q_N^{i}, \varphi_N)_M - (u_N^{i}, \nabla \cdot \varphi_N)_M = -(\mathcal{I}_{N-1}(k \circ b(u_N^{i-1})e_z), \varphi_N)_M - (w_N^{\Gamma_D}, \varphi_N \cdot n)_{\Gamma_F}.$$

However, this problem is a little more complex than (6.1) – (6.2). Moreover, the convergence of the iterative algorithm is only proved with a weak restriction, namely when $|\tau|$ is small enough. This confirms that our choice of discretization is more convenient for the final implementation.

7 Some numerical experiments

In this section, we present some numerical results in dimension $d = 2$ for the simulation of Richards equation in its form after the Kirchhoff transformation (2.1). These experiments are compared to the theoretical convergence results provided in Section 6. These tests are made first on a convex domain. The extension to more general domains is presented in Section 8.

Concerning the time scheme, we use the backward Euler discretization with uniform time step $\tau_n = \delta t$. The obtained linear systems are solved using a preconditioned GMRES (Generalized Minimal Residual) iterative routine, see for instance Saad [23]. Note that, all the computations have been performed using FreeFEM3D–spectral version developed during the Ph.D Thesis of Yakoubi, see [30] and also [9].

We consider the model domain $\Omega = [-1, 1]^2$ and the final time $T = 1$, with $\Gamma_F$ is equal to the top of the domain $\{y = 1\}$, $\Gamma_D = \partial \Omega \setminus \Gamma_F$, the coefficients: $\alpha = 1$, $k = 1$ and the function $b(s) = \frac{s^3}{s^2 + 1}$. At $t = 0$, the initial condition $u_0(x, y)$ is equal to 0, the Dirichlet condition on $u$ on $\Gamma_D$ is given by: $u_D(x, -1) = u_D(-1, y) = u_D(1, y) = 0$ and we consider suitable forcing function $f$ corresponding to the exact solution:

$$u(x, y; t) = \cos(\pi x) \sin(\pi y) t.$$ \hfill (7.1)

Note that, by using this solution, the error due to the time discretization (Euler scheme) is neglected compared with the space error. We fix the time step $\delta t$ equal to 0.1 and we plot the errors between the numerical solution $(u, q)$ and the exact one, in norms $L^2(\Omega)$, $H^1(\Omega)$ and $H(\text{div}, \Omega)$, at the final time $T = 1$ by varying the polynomial degree from $N = 5$ to $N = 25$. Note that $q$ is computed thanks to formula (2.11) and (7.1), see Figures 1. and 2.

All these results are in good coherence with the estimates proved in Section 6. They confirm the efficiency of the spectral method for solving the nonlinear problem (2.1).
Figure 1: Error curves as a function of $N$, on $u$ in norm $L^2(\Omega)$ and $H^1(\Omega)$ (left), and on flux $q$ in norm $L^2(\Omega)$ (right).

Figure 2: Error curve on $q$ in norm $H(\text{div}, \Omega)$.

We represent now the isovalues curves of $u$, $q_x$ and $q_y$, the $x$-component and the $y$-component of the flux $q$, respectively, at the final time $T = 1$ and with a polynomial degree $N$ equal to 15, see Figures 3, 4 and 5 for the exact solutions and the computed ones.

In Table 1, we present the errors at the final time $T = 1$, namely

$$E_u = \| u - u_{N\tau} \|_{L^2(\Omega)}, \quad E_{1,u} = \| u - u_{N\tau} \|_{H^1(\Omega)}, \quad E_{\partial_t u} = \| \partial_t u - \partial_t u_{N\tau} \|_{L^2(\Omega)}$$
Figure 3: Isovalues of the the exact solution (7.1) at the final time (left) and of the spectral solution (right).

Figure 4: Isovalues of the component $q_x$ of $q$, the exact solution (left) and the spectral one (right).

and

$$E_q = \| q - q_{N\tau} \|_{L^2(\Omega)}, \quad E_{\text{div},q} = \| q - q_{N\tau} \|_{H(\text{div},\Omega)}.$$ 

Table 2 presents the errors $E_u$, $E_{1,u}$ and $E_{\partial_t u}$ for decreasing time steps.
Figure 5: Isovalues of the component $q_y$ of $q$, the exact solution (left) and the spectral one (right).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E_u$</th>
<th>$E_{1,u}$</th>
<th>$E_{\partial u}$</th>
<th>$E_q$</th>
<th>$E_{\text{div},q}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.59605e-05</td>
<td>0.0014327</td>
<td>5.59605e-05</td>
<td>0.00030507</td>
<td>0.00690947</td>
</tr>
<tr>
<td>6</td>
<td>7.42798e-06</td>
<td>0.000244397</td>
<td>7.42798e-06</td>
<td>0.000249393</td>
<td>0.00679991</td>
</tr>
<tr>
<td>7</td>
<td>8.42475e-07</td>
<td>3.43835e-05</td>
<td>8.42475e-07</td>
<td>7.99485e-05</td>
<td>0.00311564</td>
</tr>
<tr>
<td>8</td>
<td>8.34261e-08</td>
<td>4.11144e-06</td>
<td>8.34261e-08</td>
<td>7.99251e-05</td>
<td>0.00311508</td>
</tr>
<tr>
<td>9</td>
<td>7.33169e-09</td>
<td>4.27247e-07</td>
<td>7.33169e-09</td>
<td>2.44149e-05</td>
<td>0.00135193</td>
</tr>
<tr>
<td>10</td>
<td>5.79206e-10</td>
<td>3.9245e-08</td>
<td>5.79206e-10</td>
<td>2.44223e-05</td>
<td>0.00135179</td>
</tr>
<tr>
<td>11</td>
<td>4.15598e-11</td>
<td>3.22939e-09</td>
<td>4.15598e-11</td>
<td>8.12011e-06</td>
<td>0.00056492</td>
</tr>
<tr>
<td>12</td>
<td>2.73158e-12</td>
<td>2.40645e-10</td>
<td>2.73158e-12</td>
<td>8.12263e-06</td>
<td>0.00056488</td>
</tr>
<tr>
<td>13</td>
<td>1.65633e-13</td>
<td>1.63836e-11</td>
<td>1.65634e-13</td>
<td>2.65983e-06</td>
<td>0.000229697</td>
</tr>
<tr>
<td>14</td>
<td>9.32148e-15</td>
<td>1.02666e-12</td>
<td>9.33269e-15</td>
<td>2.6607e-06</td>
<td>0.000229687</td>
</tr>
<tr>
<td>15</td>
<td>4.89239e-16</td>
<td>5.9576e-14</td>
<td>5.82667e-16</td>
<td>8.86705e-07</td>
<td>9.14802e-05</td>
</tr>
<tr>
<td>16</td>
<td>2.67924e-17</td>
<td>3.26966e-15</td>
<td>2.66312e-16</td>
<td>8.86999e-07</td>
<td>9.14783e-05</td>
</tr>
<tr>
<td>17</td>
<td>5.16786e-17</td>
<td>3.68451e-16</td>
<td>5.29578e-16</td>
<td>2.95653e-07</td>
<td>3.58423e-05</td>
</tr>
<tr>
<td>18</td>
<td>1.13366e-17</td>
<td>3.83362e-16</td>
<td>2.16114e-16</td>
<td>2.95753e-07</td>
<td>3.58424e-05</td>
</tr>
<tr>
<td>19</td>
<td>5.90463e-17</td>
<td>3.95774e-16</td>
<td>1.15383e-15</td>
<td>9.89926e-08</td>
<td>1.38593e-05</td>
</tr>
<tr>
<td>20</td>
<td>2.39087e-17</td>
<td>4.7715e-16</td>
<td>2.88674e-16</td>
<td>9.90265e-08</td>
<td>1.38596e-05</td>
</tr>
</tbody>
</table>

Table 1: The errors for increasing polynomial degree $N$.

Table 2 shows that the convergence rate is 1, whereas the theoretical result above shows that the rate order is equal to $\frac{1}{2}$. This is a simple consequence of using the usual norms in our computations while in estimate (5.28), we use the strong norms.
8 Extension to the Spectral Element Approximation

Our attention here is only focussed to treat complex geometries, where the spectral method based on a single domain is no longer suitable. To handle these complex geometries, we use the spectral element method which combines the domain partition with the high accuracy of the spectral method.

Assuming now that $\Omega$ is the union without overlap of a finite number of rectangles ($d = 2$) or rectangular parallelepipeds ($d = 3$) $\Omega_k$, $1 \leq k \leq K$, and that the intersection of two different $\Omega_k$ is either a vertex or an edge or a face of both of them, we define the discrete spaces for $k \in \{1, ..., K\}$

$$X_N = \{v_N \in L^2(\Omega); v_N|_{\Omega_k} \in P_{N-1}(\Omega_k)\}$$

$$\mathcal{Y}_N = \{q_N \in H(div, \Omega); q_N|_{\Omega_k} \in P_{N-1,N-1}(\Omega_k) \times P_{N-1,N}(\Omega_k)\} \text{ in } d = 2$$

and where $d = 3$

$$\mathcal{Y}_N = \{q_N \in H(div, \Omega); q_N|_{\Omega_k} \in P_{N,N-1,N-1}(\Omega_k) \times P_{N-1,N,N-1}(\Omega_k) \times P_{N-1,N-1,N}(\Omega_k)\}$$

Denoting by $F_k$ one of the affine mappings that maps $[-1,1]^d$ on $\Omega_k$, we now set the discrete product
\[
(\varphi, \psi)^{k}_{M} = \begin{cases} 
\frac{\text{meas}(\Omega_k)}{4} \sum_{i,j=0}^{M} \varphi \circ F_{k}(\xi_{Mi}, \xi_{Mj}) \psi \circ F_{k}(\xi_{Mi}, \xi_{Mj}) \rho_{Mi} \rho_{Mj} & \text{if } d = 2 \\
\frac{\text{meas}(\Omega_k)}{8} \sum_{i,j,k=0}^{M} \varphi \circ F_{k}(\xi_{Mi}, \xi_{Mj}, \xi_{Mk}) \psi \circ F_{k}(\xi_{Mi}, \xi_{Mj}, \xi_{Mk}) \rho_{Mi} \rho_{Mj} \rho_{Mk} & \text{if } d = 3
\end{cases}
\]

and finally,

\[
(\varphi, \psi) = \sum_{k=1}^{K} (\phi, \psi)^{k}_{M}
\]

Assuming that \(\Gamma_D\) is the union of whole edges \((d = 2)\) or faces \((d = 3)\) of the \(\Omega_k\), we can also define a discrete product \((.,.)^{\Gamma_D}_{M}\) on \(\Gamma_D\) in an obvious way and a Lagrange interpolation operator \(i_{M}^{\Gamma_F}\) on \(\Gamma_F\). With this new notation, the discrete problem is exactly the same as (4.6) – (4.7).

This yields that the discretization by the spectral element method is fully conforming. Exactly the same arguments as previously (see Section 6) lead to the analogue of estimate (5.28) in this case. Moreover, the regularity which is required for the solution is now local:

\[
\|u - u_{N^\tau}\|_{W} + \|q - q_{N^\tau}\|_{L^{2}(0,T;H(\text{div},\Omega))} \leq \sum_{k=1}^{K} c_{k}(u) (|\tau|^{\frac{1}{2}} + N^{1-s_k}). \tag{8.1}
\]

### 8.1 Space accuracy

The first test used to validate the space accuracy. We consider Richard’s equation in two-dimensional domain \(\Omega\) described in Figure 6 and suitable forcing functions such that the exact solution is given by (7.1).

The Dirichlet condition on \(u\) is prescribed on the boundary \(\Gamma_D = \partial \Omega/\Gamma_F\), where \(\Gamma_F\) equal to the top of domain \(y = \frac{1}{2}\). At \(t = 0\), the initial condition \(u_{0}(x,y)\) is equal to \(0\). We fix the time step \(\delta t\) equal to \(0.1\), and we plot the error in some norms between the numerical solution and the exact solution at the final time \(t = 1\), with a successive polynomial degree from \(N = 5\) to \(N = 20\).

It is clear from Figures 7, 8 and 9 that the convergence errors coincide with the slope of the function \(e^{-x}\). Hence the spectral convergence is obtained which is consistent with the error estimate (5.28).

In figures 10 and 11, we present the exact and spectral solutions at \(T = 1\), when polynomial degree \(N\) equal to 15 in each sub-domain \(\Omega_k\). The results are similar and in total concordance with Figures 7, 8 and 9.
Figure 6: The computational domain.

Figure 7: The $L^2$-errors and $H^1$-error on $u$ as a function of $N$.  
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Figure 8: The $L^2$-errors on $\partial_t u$ as a function of $N$.

Figure 9: The $L^2$-errors and $H_{div}$-errors on flux $q$ as a function of $N$. 
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8.2 Time accuracy

The aim of the second test is to verify the time accuracy. We solve Richard’s equation (2.1) in three-dimensional domain (see Figure 11.)

\[
\Omega = \bigcup_{k=1}^{4} \Omega_k, \text{ where } \begin{cases} 
\Omega_1 = [0, 0.5] \times [0, 0.5], \\
\Omega_2 = [0.5, 1] \times [0, 0.5], \\
\Omega_3 = [1, 1.5] \times [0, 0.5], \\
\Omega_4 = [0.5, 1] \times [0, 0.5]. 
\end{cases}
\]

The exact solution is given by:

\[
u_e(x, y, z; t) = \left( \log(t + 1) + \cos(\pi t) \right) (x^2 + y^2 + z^2).\]
In this case, the boundary $\Gamma_F$ coincide with the top of the domain $\Gamma_F = \{ z = 0 \}$. On $\Gamma_D = \partial \Omega / \Gamma_F$, the Dirichlet condition is considered by taking $u(x,y,z;t) = u_e(x,y,z;t)$, and the initial value $u_0(x,y,z) = x^2 + y^2 + z^2$.

To verify the theoretical estimates, we have started performing computations using polynomial degree equal to 3 in each direction $x, y$ and $z$, and a uniform time step $\delta t = 0.1$. Then $\delta t$ is successively halved ($\frac{\delta t}{2^i}$, $i = 1, 2, ...$), up to $\delta t = 0.0015625$. The final time was set to be 1 for all simulations.

The order of convergence is estimated by dividing the errors above, computed for two sets of parameters. Dividing the natural logarithm of the result by the natural logarithm of the refinement ratio yields an approximation of the convergence order, in the other term, if we denote by $\varepsilon_{\delta t}$ the error obtained using time step $\delta t$, the convergence rate will be approximatively equal to

$$\frac{\sigma_{\delta t}}{2} = \frac{\log \varepsilon_{\delta t}}{\log \frac{\varepsilon_{\delta t}}{2}}.$$

Here again, Table 3 shows that the convergence rate is 1, whereas the theoretical result above shows that the rate order is equal to $\frac{1}{2}$. In Table 4, we present the errors $E_u = \| u - u_{N_T} \|_{L^2(\Omega)}$ and $E_q = \| q - q_{N_T} \|_{L^2(\Omega)}$ at the final time $T = 1$. 
Table 3: The errors for decreasing time steps.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$E_u$</th>
<th>$E_{1,u}$</th>
<th>$E_{\partial u}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.219389</td>
<td>0.797017</td>
<td>1.8393</td>
</tr>
<tr>
<td>0.05</td>
<td>0.104713</td>
<td>0.487205</td>
<td>0.536101</td>
</tr>
<tr>
<td>0.0125</td>
<td>0.023401</td>
<td>0.120181</td>
<td>0.112778</td>
</tr>
<tr>
<td>0.00625</td>
<td>0.0113393</td>
<td>0.0588985</td>
<td>0.0544602</td>
</tr>
<tr>
<td>0.003125</td>
<td>0.00558312</td>
<td>0.0291962</td>
<td>0.0267956</td>
</tr>
<tr>
<td>0.0015625</td>
<td>0.00277492</td>
<td>0.0146111</td>
<td>0.0133426</td>
</tr>
</tbody>
</table>

Table 4: The errors for increasing polynomial degree $N$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E_u$</th>
<th>$E_{1,u}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.00030507</td>
<td>0.00690947</td>
</tr>
<tr>
<td>7</td>
<td>7.99485e-05</td>
<td>0.00311564</td>
</tr>
<tr>
<td>9</td>
<td>2.44149e-05</td>
<td>0.00135193</td>
</tr>
<tr>
<td>11</td>
<td>8.12011e-06</td>
<td>0.00056492</td>
</tr>
<tr>
<td>13</td>
<td>2.65983e-06</td>
<td>0.000229697</td>
</tr>
<tr>
<td>15</td>
<td>8.86705e-07</td>
<td>9.14802e-05</td>
</tr>
<tr>
<td>17</td>
<td>2.95653e-07</td>
<td>3.58423e-05</td>
</tr>
<tr>
<td>19</td>
<td>9.89926e-08</td>
<td>1.38593e-05</td>
</tr>
</tbody>
</table>

Finally, in Figures 12 and 13, we present the errors between exact solution $(u, q)$ and spectral approximation $(u_{N\tau}, q_{N\tau})$ in each sub-domains $\Omega_k$, where all errors are uniform. Note that, in these figures, the solutions are plotted in spectral grids when $N = 20$ in all directions and in each $\Omega_k$. 
Figure 12: Errors on $u$ at $T = 1$ with $\delta t = 0.0015625$.

All these results are in good coherence with the estimates (8.1). They confirm the efficiency of the spectral element method for solving the Richards equation in complex geometries.
Figure 13: Errors on $q$ at $T = 1$ with $\delta t = 0.0015625$.
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