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The dynamic response and stability of a single-degree-of-freedom system with unsymmetric piecewise-linear/non-linear stiffness are analyzed using the finite element method in the time domain. Based on a Hamilton's weak principle, this method provides a simple and efficient approach for predicting all possible fundamental and sub-periodic responses. The stability of the steady state response is determined by using Floquet's theory without any special effort for calculating transition matrices. This method is applied to a number of examples, demonstrating its effectiveness even for a strongly non-linear problem involving both clearance and continuous stiffness non-linearities. Close agreement is found between available published findings and the predictions of the finite element in time approach, which appears to be an efficient and reliable alternative technique for non-linear dynamic response and stability analysis of periodic systems.

1. INTRODUCTION

In a large class of vibrating systems there exist piecewise-linear or piecewise-non-linear stiffnesses, due to the presence of gaps, clearances, backlash and impacting components. Bearings, gears, impact print hammers and offshore structures are a few examples that fall into this category. In the design of these systems, it is essential to obtain a comprehensive understanding of their dynamic behavior in order to prevent excessive levels of noise and vibration. For a simple piecewise-linear system, its dynamic response may be solved exactly because the exact solution form is known in the intervals which the system possesses constant stiffness characteristics [1, 2]. However, the characteristics of a general system are inherently non-linear and the prediction of its response is not an easy task, particularly if the stiffness is piecewise-non-linear.

In this paper a numerical study is presented of unsymmetric piecewise-linear/non-linear systems subject to general periodic excitations. Such systems are often used as models of compliant offshore structures and articulated mooring towers [3] and their dynamics have been previously investigated with well-illustrated complex characteristics in their response, including chaotic vibrations. A common solution procedure for the strongly non-linear system is the numerical time integration, which can give both transient and steady state solutions. However, there are some difficulties in this approach. For example, it is usually very time-consuming to obtain the system response with respect to a system parameter or parameters, especially in parameter regions where multi-valued responses exist. Furthermore, numerical integration with digital computers may encounter numerical
difficulties for some types of integration algorithms, particularly when the non-linearity becomes very strong [4, 5].

An alternative approach is the harmonic balance method. With assumed waveforms of vibration, approximate solutions for a single degree-of-freedom oscillator are determined in reference [6]. A more general harmonic balance procedure is developed in references [7–9] and has been applied to the two different unsymmetric piecewise-linear systems given in references [3] and [6]. The approach is known to be limited by its ability of solving the resulting non-linear algebraic equations. For a number of different implementations of the procedure [10–13], it is found that the strength of non-linearity, the number of harmonics sought in the solution and the relative magnitudes of higher harmonics with respect to the fundamental are, among others, the major factors that are instrumental for the success of the method [11, 13]. In particular, if an impulse-like force, for example, generated by a rigid stop, is applied to the system, a large number of higher harmonics are inevitably required, giving rise to a large number of system equations. In this case, it is usually difficult to achieve convergence in the numerical solution.

Another possible approach is the use of the finite element in time method (FET) based on Hamilton’s principle [14–17], in which the solution for all the spatial degrees of freedom at all time steps within a given time interval of interest is sought via a set of algebraic equations. Some recent development has shown that this approach offers several potential advantages over numerical solution of ordinary differential equations in the time domain, including the flexibility in formulating the problem directly from system energy expressions, the greater accuracy at specific time points of interest, and the use of adaptive finite elements to improve computational efficiency and accuracy [14, 17–19].

For obtaining the periodic response of the piecewise-linear/non-linear system, moreover, two specific features of the finite elements in time make the approach an ideal tool. First, the periodic solution can be made readily available by assembling a number of time elements and imposing the appropriate periodic boundary constraint relations, in contrast with time-stepping methods, which require initial conditions to start the integration procedure but cannot impose periodic boundary conditions. For a harmonic balance procedure, the periodicity condition of a solution is attained by the periodic functions in Fourier series expansions. For the time finite element method, there is no such restriction imposed on the interpolation functions and the conventional shape functions can be used. In fact, it is easy to show that the Fourier series approach is a special case of finite elements in time in which harmonics are used as trial and shape functions for a single time element [19].

The second advantageous feature is the straightforward determination of stability of the periodic solution. Since the corresponding transition matrix for the analysis of stability of small perturbations about the periodic solution is a by-product of the FET procedure, Floquet’s stability theory can be readily applied without any special effort.

These unique characteristics of the FET method have created a wide range of interest in the field of dynamics and control, where it has been successfully used for analysis and design of analytic-non-linear rotorcraft systems [14–16, 19], for dynamics of multi-body systems [17, 20] and for optimal control [21]. It appears that the method is well-suited as an efficient and consistent approach to predicting the dynamic response of piecewise-linear/non-linear systems. The focus of this paper is to apply the FET method to the unsymmetric piecewise-linear (and -non-linear) systems in order to demonstrate its effectiveness. The first objective of this investigation is to develop the solution of the equation of motion for piecewise-linear/non-linear systems with finite elements in time. Next, a number of techniques for efficient numerical calculations and parametric studies are presented. Finally, the predictions of this method, when applied to several piecewise linear and non-linear systems...
problems, are discussed. The stability of the periodic solution is analyzed using Floquet’s theory.

2. EQUATION OF MOTION

The response of the system analyzed in the present investigation is described by a non-linear equation of motion, expressed in the form

\[ m\ddot{z} + c\dot{z} + k_1z + k_2g(z) = F(t), \]  

where \( m, c \) and \( k_1 \) denote the mass, viscous damping coefficient and linear spring constant, respectively. The second spring gives rise to an unsymmetric restoring force \( k_2g(z) \) for the system. If the second spring is linear with a spring constant of \( k_2 \), then the overall system stiffness is defined to be piecewise-linear, as shown in Figure 1, where the clearance value is denoted to be \( \delta \) and is assumed to be equal to or greater than zero. For a more general case, the second spring can have a non-constant stiffness, for example, a Hertz contact spring, representing an unsymmetric piecewise-non-linear system. The system is assumed to be subject to a general periodic excitation \( F(t) \) with a circular frequency of \( \omega \).

The equation of motion can be written into a non-dimensionalized form by introducing the following non-dimensional parameter: \( \theta = \omega t, \ \omega_n^2 = k_1/m, \ \zeta = c/(2m\omega_n), \ \beta = k_2/k_1, \ P(\theta) = F(\theta)/k_1, \ r = \omega/\omega_n. \) The equation of motion becomes

\[ r^2z'' + 2\zeta rz' + z + \beta g(z) = P(\theta), \]  

where \( (\cdot)' \) denotes \( \partial(\cdot)/\partial \theta \), and \( r \) and \( \zeta \) are the frequency ratio and damping ratio, respectively. Without loss of generality, the amplitude of the excitation \( P(\theta) \) is assumed to be unity in what follows.

Figure 1. (a) The physical model of an unsymmetric system. (b) Unsymmetric piecewise-linear restoring force.
3. FINITE ELEMENT METHOD IN THE TIME DOMAIN

The finite element method in the time domain for obtaining solutions to dynamics problems is based on a weak form of Hamilton’s law of varying action [14, 18]. The commonly known as Hamilton’s weak principle can be expressed in its general displacement form as

$$\int_{t_i}^{t_f} (\delta \mathcal{L} + \delta \mathcal{W}) \, dt = \delta z \cdot p|_{t_i}^{t_f},$$

(3)

which describes the real motion of the system between the two known times \(t_i\) and \(t_f\). Here, \(\mathcal{L}\) and \(\mathcal{W}\) denote the Lagrangian and the work done by the generalized forces of the system, respectively, and \(p = \partial \mathcal{L}/\partial \dot{z}\) is the set of the generalized momenta. For the piecewise-linear/non-linear system described by equation (2), the variational equation becomes

$$\int_{t_i}^{t_f} \{\delta z' \cdot (r^2 z') + \delta z \cdot [-2\zeta r z' - z - \beta g(z)] + \delta z \cdot P(\theta)\} \, d\theta = \delta z \cdot p|_{t_i}^{t_f}. \quad (4)$$

Here, \(p = r^2 z'\) and the time interval of interest, \(T = t_f - t_i\), equals the period of steady state response of the system. For example, \(T = 2\pi\) for the fundamental periodic response of a harmonic excitation.

In this variational equation, \(z\) and \(\delta z\) are simply required to be continuous, and \(p\) appears only as a discrete quantity at the ends of the time interval. These boundary terms are strictly enforced as natural boundary conditions, allowing \(p\) to be determined without differentiation of \(z\) [14, 17, 18]. Because of these special features, the use of the finite element method is the most powerful tool for an easy approximation of equation (4).

In a finite element approximation to the dynamic equation (4), the time interval \(T\) is divided into a finite number \((N_e)\) of time elements, usually equally spaced for convenience. Similar to the standard finite element technique in spatial discretization, a set of nodal displacements \(\mathbf{Z}_i\) for each time element \(i\) are defined, and the displacement \(z\) and velocity \(z'\) within the element are interpolated among the nodal displacements \(\mathbf{Z}_i\) by using standard shape functions, for example, the Lagrange’s polynomials, as

$$z(\theta) = \mathbf{N}_i(\xi)\mathbf{Z}_i \quad \text{and} \quad z'(\theta) = \mathbf{N}'_i(\xi)\mathbf{Z}_i, \quad \xi = (\theta - \theta_i)/\theta_{i+1} - \theta_i), \quad i = 1, 2, \ldots, N_e, \quad (5, 6)$$

where the vector \(\mathbf{N}\) for the elemental shape function has \((k + 1)\) components of polynomial function if the order of interpolation is chosen to be \(k\). Correspondingly, the nodal displacement vector \(\mathbf{Z}_i\) has \((k + 1)\) temporal components for the time element. The Lagrange family of interpolation functions is used in this study. Thus the equation of motion (4) can be put in the following variational form for time element \(i\):

$$\int_{t_i}^{t_{i+1}} \{\delta \mathbf{Z}_i^T [\mathbf{N}'_i^T r^2 \mathbf{N}_i^T \mathbf{Z}_i - 2\zeta \mathbf{N}'_i r \mathbf{N}_i \mathbf{N}_i^T \mathbf{Z}_i - \beta \mathbf{N}_i^T g(z)] + \delta \mathbf{Z}_i^T \mathbf{N}_i^T P(\theta)\} \, d\theta = \delta \mathbf{Z}_i^T \mathbf{B}_i, \quad (7)$$

where \(\mathbf{B}_i\) is a vector of \((k + 1)\) elements containing linear momenta of the dynamic system at the two ends of the time element, \(\mathbf{B}_i = \{-p(\theta_i), 0, \ldots, 0, p(\theta_{i+1})\}^T\). Since \(\delta \mathbf{Z}_i\) is completely arbitrary, the finite element approximation at the element level is given by

$$\mathbf{A}_i \mathbf{Z}_i + \mathbf{G}_i(\mathbf{Z}_i) + \mathbf{P}_i = \mathbf{B}_i, \quad (8)$$
where

\[
A_i = \int_{\theta_i}^{\theta_{i+1}} N_i^T r^2 N_i' \, d\theta - 2\zeta \int_{\theta_i}^{\theta_{i+1}} N_i^T r N_i' \, d\theta - \int_{\theta_i}^{\theta_{i+1}} N_i^T N_i \, d\theta, \tag{9}
\]

\[
G_i = -\beta \int_{\theta_i}^{\theta_{i+1}} N_i^T g(z) \, d\theta, \quad P_i = \int_{\theta_i}^{\theta_{i+1}} N_i^T P(\theta) \, d\theta. \tag{10, 11}
\]

The variational equation (4) can now be represented by finite element approximation equations that correspond to the nodal point displacements of the assemblage of finite elements, as a sum of integrations over the time intervals of all time elements. Furthermore, for periodic steady state response, the momentum vector vanishes since the periodic boundary condition requires both displacements and velocities to be identical at \(\theta_1\) and \(\theta_{N_e+1}\), or \(z(\theta_1) = z(\theta_{N_e+1})\) and \(p(\theta_1) = p(\theta_{N_e+1})\). Therefore, the dynamic response is described at the system level by

\[
AZ + G(Z) + P = 0, \tag{12}
\]

where, with a summation notation representing the element assemblage operation,

\[
Z = \sum_{i=1}^{N_e} Z_i, \tag{13}
\]

\[
A = \sum_{i=1}^{N_e} A_i = \sum_{i=1}^{N_e} \left\{ \int_{\theta_i}^{\theta_{i+1}} N_i^T r^2 N_i' \, d\theta - 2\zeta \int_{\theta_i}^{\theta_{i+1}} N_i^T r N_i' \, d\theta - \int_{\theta_i}^{\theta_{i+1}} N_i^T N_i \, d\theta \right\}, \tag{14}
\]

\[
G = \sum_{i=1}^{N_e} G_i = -\beta \sum_{i=1}^{N_e} \int_{\theta_i}^{\theta_{i+1}} N_i^T g(z) \, d\theta, \tag{15}
\]

\[
O = \sum_{i=1}^{N_e} P_i = \sum_{i=1}^{N_e} \int_{\theta_i}^{\theta_{i+1}} N_i^T P(\theta) \, d\theta. \tag{16}
\]

Thus, the finite element approximation results in a set of non-linear algebraic equations in \(N_e\) unknown nodal displacement vectors.

In view of a numerical solution method—for example, the Newton–Raphson method—it is often necessary to derive a linear approximation of equation (12). For a given state of vibration \(Z^{(n)}\) in an iteration solution procedure, a neighboring state can be expressed by adding an increment,

\[
Z^{(n+1)} = Z^{(n)} + \Delta Z^{(n)}. \tag{17}
\]

For a small increment, the non-linear equation (12) can be expanded into a set of Taylor series, and a set of linear incremental equations are obtained by retaining only the linear terms in the expansions, in the form

\[
H^{(n)} + K^{(n)} \Delta Z^{(n)} = 0, \tag{18}
\]

where

\[
H^{(n)} = A^{(n)} Z^{(n)} + G^{(n)} + P, \quad K^{(n)} = A^{(n)} + (\partial G/\partial Z)^{(n)}. \tag{19, 20}
\]
The matrix $K$ is often referred to as the tangent matrix in finite element analysis. Equations (17) and (18) represent an iteration process of the Newton–Raphson method, from which the steady state response $Z$ can be calculated. For a converged solution, $\Delta Z^{(n)}$ becomes nearly zero.

It should be pointed out that the linearization procedure can be performed either on the variational equation (4) of Hamilton’s weak principle or after the finite element approximation. Conceptually, these linear approximations to the non-linear algebraic system are equivalent, although they may yield different implications in the formulation of analytical equations and in numerical computation. This issue is similar to that involved in different implementations of the harmonic balance method [22]. For the one-degree-of-freedom problem considered in this investigation, all formulae are worked out in explicit forms, regardless of the stage of linearization. Furthermore, for unsymmetric piecewise-linear systems, the formulation can be greatly simplified by explicit expressions for the integrals involving the restoring force of the second spring. In addition, for a general parametric study, one can use various numerical procedures to obtain the solution of the nonlinear algebraic equations (12) for a variable parameter. For example, a bifurcation diagram of the unsymmetric piecewise-linear system with variation of stiffness ratio $\beta$ can be easily traced by first seeking the solution for a small value of $\beta$ of weak non-linearity and then increasing the parameter and obtaining the corresponding solution with a predictor–corrector method. These are the subjects of the following section on numerical calculations.

4. NUMERICAL CALCULATIONS

4.1. EVALUATION OF INTEGRALS

Calculation of the solution of the non-linear equation (12) or the linearized equation (18) requires evaluation of the integrals of each time element in matrix $A$ and vectors $G$ and $P$ in equations (14)–(16). The integral components of matrix $A$ and vector $P$ are constants and, therefore, they need to be calculated only once. In addition, if identical interpolation functions are used for different time elements, the corresponding integrals are identical. With polynomial interpolation functions (e.g., Lagrangian polynomials), each integral component of the matrix $A$ can be made exact analytically without quadrature approximation.

The evaluation of the elements of vector $G$ and matrix $\partial G/\partial Z$,

$$
G_i = -\beta \int_{t_i}^{t_{i+1}} N_i^T g(z) \, d\theta, \quad (21)
$$

$$
\partial G_i / \partial Z_j = -\beta \int_{t_i}^{t_{i+1}} N_i^T \partial g(z)/\partial z N_j \, d\theta \quad (i, j = 1, 2, \ldots, N_e), \quad (22)
$$

requires a knowledge of the zeros of the function $(z(\theta) - \delta)$ with the interval $[\theta_i, \theta_{i+1}]$. Since the displacement $z$ within the interval is interpolated by polynomials among the temporal nodes $Z_i$, these zeros are the roots of a polynomial and therefore can be easily determined in numerical computation of a computer program. Given the $m$ roots, $\xi_1, \xi_2, \ldots, \xi_m$, and the sign of function $(z - \delta)$, $s_1, s_2, \ldots, s_{m+1}$, corresponding to the intervals $[\xi_0, \xi_1], [\xi_1, \xi_2], \ldots, [\xi_{m-1}, \xi_m]$ with $\xi_0 = \theta_i$, and $\xi_m = \theta_{i+1}$, the integrals (21) and (22) are
expressed, respectively, as a sum of integrals over the \((m + 1)\) intervals in the form

\[
\mathbf{G}_i = -\beta \sum_{k=1}^{m+1} h_k \int_{\zeta_{k-1}}^{\zeta_k} \mathbf{N}_i^T g(z) \, d\theta, \tag{23}
\]

\[
\frac{\partial \mathbf{G}_i}{\partial \mathbf{Z}_j} = -\beta \sum_{k=1}^{m+1} h_k \int_{\zeta_{k-1}}^{\zeta_k} \mathbf{N}_i^T \frac{\partial g(z)}{\partial z} \mathbf{N}_j \, d\theta. \tag{24}
\]

The corresponding step functions are given as

\[
h_k = \begin{cases} 
1 & \text{for } s_k > 0 \quad (z \geq \delta), \\
0 & \text{for } s_k < 0 \quad (z < \delta), 
\end{cases} \tag{25}
\]

For a piecewise-linear system, \(g(z) = h(z - \delta)\) and \(\frac{\partial g(z)}{\partial z} = h\), with \(h\) to be the step function defined above. The integrals (23) and (24) become definite integrals of polynomials and, therefore, can be made exact analytically without numerical quadrature. Consequently, this will increase efficiency of numerical computation for the solution. In addition, the restoring force in the time interval of the \(i\)th element is determined only by the nodal displacement \(\mathbf{Z}_i\) of the corresponding element. Therefore, \(\frac{\partial \mathbf{G}_i}{\partial \mathbf{Z}_j} = 0\) for \(j \neq i\).

### 4.2. Static Condensation

The finite element method in the time domain has the crucial property that the dynamic response of a system is sought through propagation forward in time. As a result, the resulting tangent matrix \(\mathbf{K}\) (20) is in a block-diagonal form and the set of linearized equations (18) can be solved efficiently. The solution of equation (18) can be obtained without actually assembling the global tangent matrix \(\mathbf{K}\) and the residual vector \(\mathbf{H}\). This property is similar to that of finite elements in space used in solid mechanics. There exists a standard procedure of static condensation in the space finite element method, by which the elemental degrees of freedom that are not involved in satisfying the inter-element compatibility are eliminated before the element is assembled into the overall system equations, yielding fewer unknowns in the system equations [23]. A similar procedure for finite elements in time is described in reference [15] for obtaining the solution of linear equations (18) efficiently. It is briefly discussed as follows.

Consider the tangent matrix \(\mathbf{K}\), the displacement and force vectors, \(\Delta \mathbf{Z}\) and \(\mathbf{P}\), and the boundary conditions \(\mathbf{B}\) of linearized equation (18), to be partitioned as

\[
\begin{bmatrix}
\mathbf{K}_{bb} & \mathbf{K}_{bi} \\
\mathbf{K}_{ib} & \mathbf{K}_{ii}
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{Z}_b \\
\Delta \mathbf{Z}_i
\end{bmatrix}
+ 
\begin{bmatrix}
\mathbf{H}_b \\
\mathbf{H}_i
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{B}_b \\
\mathbf{B}_i
\end{bmatrix}, \tag{26}
\]

where \(b\) and \(i\) correspond the temporal nodes at the ends and in the interior of current time element separately, and \(\mathbf{B}_b = \{-p(\theta_i), p(\theta_{i+1})\}^T\) denotes the boundary conditions. The lower part of equation (26) can be solved for \(\Delta \mathbf{Z}_i\) as

\[
\Delta \mathbf{Z}_i = -\mathbf{K}_{ii}^{-1} \mathbf{H}_i - \mathbf{K}_{ii}^{-1} \mathbf{K}_{ib} \Delta \mathbf{Z}_b. \tag{27}
\]

When this equation is substituted into the upper part of equation (26) for \(\Delta \mathbf{Z}_b\) and the terms are collected, the remaining equation for \(\Delta \mathbf{Z}_b\) can be written as

\[
\tilde{\mathbf{K}}_{bb} \Delta \mathbf{Z}_b + \tilde{\mathbf{H}}_b = \mathbf{B}_b, \tag{28}
\]

where the reduced tangent matrix and force vector are given by

\[
\tilde{\mathbf{K}}_{bb} = \mathbf{K}_{bb} - \mathbf{K}_{bi} \mathbf{K}_{ii}^{-1} \mathbf{K}_{ib}, \quad \tilde{\mathbf{H}}_b = \mathbf{H}_b - \mathbf{K}_{bi} \mathbf{K}_{ii}^{-1} \mathbf{H}_i. \tag{29, 30}
\]
When the next element is generated, the condensation procedure can be applied identically, resulting in a similar set of reduced equations. These two sets of reduced equations are further condensed by imposing the compatibility conditions of the displacement vector and the boundary conditions at the common node of the two elements, yielding the elimination of the common node. The above procedure is repeated for each remaining element, and the final set of equations is written as

\[
\begin{bmatrix}
    \tilde{K}_{II} & \tilde{K}_{IF} \\
    \tilde{K}_{FI} & \tilde{K}_{FF}
\end{bmatrix}
\begin{bmatrix}
    \Delta Z_I \\
    \Delta Z_F
\end{bmatrix} + \begin{bmatrix}
    \tilde{H}_I \\
    \tilde{H}_F
\end{bmatrix} = \begin{bmatrix}
    B_I \\
    B_F
\end{bmatrix},
\]

where \(I\) and \(F\) denote the initial and final time nodes, respectively, and \(B_I = -p_I = -p(\theta_I)\) and \(B_F = p_F = p(\theta_F)\). Finally, for the periodic steady state response it is required that \(Z_F = Z_I\) and \(p_I = p_F\). (32)

Therefore, the initial and final nodal displacements can be solved from equation (31) as

\[
\Delta Z_F = \Delta Z_I = -(\tilde{K}_{II} + \tilde{K}_{IF} + \tilde{K}_{FI} + \tilde{K}_{FF})^{-1}(\tilde{H}_I + \tilde{H}_F).
\]

This procedure is the same as Gaussian elimination. Once the boundary nodes have been computed, then the condensed unknown nodes can be recovered by a back substitution process for each corresponding condensation. The procedure is continued for all nodes in the system, allowing a complete solution of the equations to be obtained.

4.3. Parametric Solution

The finite element in time method is ideally suited to parametric studies for obtaining solution diagrams, since it can step from a known state of vibration to a neighboring state corresponding to an incremental change in one of the governing parameters of the system. The solution of the non-linear algebraic equations (12) with a variable parameter defines a path in the corresponding state-parameter space, or the solution diagram. A method for following the path is discussed next, which employs a predictor to move along a path direction and a corrector to allow accurate path following.

Consider the solution diagram, defined by equation (12) as

\[
F(Z, \lambda) = A(\lambda)Z + G(Z, \lambda) + P = 0
\]

for a variable parameter \(\lambda\), which can be the frequency ratio \(r\), the stiffness ratio \(\beta\), the clearance value \(\delta\), or any parameter of interest in the system. Define \(w\) to be the arc-length along the solution path. Then, the derivative of equation (34) with respect to arc-length is given as

\[
\frac{\partial F}{\partial Z} \frac{dZ}{dw} + \frac{\partial F}{\partial \lambda} \frac{d\lambda}{dw} = 0,
\]

where \(\frac{\partial F}{\partial Z}\) is the tangent matrix \(K\) defined in equation (18) by linearization. The above derivative indicates where the path is going, allowing a step to be moved in that direction. The arc-length is defined to be

\[
\left\| \frac{dZ}{dw} \right\|^2 + \left( \frac{d\lambda}{dw} \right)^2 = 1.
\]
Suppose that the current point on the path corresponds to a solution \( \mathbf{Z}^{(n)} \) and a parameter value \( \lambda^{(n)} \); then, the next point farther along the path of step size \( h \) is defined as

\[
\mathbf{Z}^{(n+1)} = \mathbf{Z}^{(n)} + h \Delta \mathbf{Z}^{(n)}, \quad \lambda^{(n+1)} = \lambda^{(n)} + h \Delta \lambda^{(n)},
\]

where \( \Delta \mathbf{Z}^{(n)} \) and \( \Delta \lambda^{(n)} \) satisfy the derivative and unit arc-length equations (35) and (36); i.e.,

\[
\Delta \mathbf{Z}^{(n)} = -\left( \left( \frac{\partial \mathbf{F}}{\partial \mathbf{Z}} \right)^{-1} \frac{\partial \mathbf{F}}{\partial \lambda} \right)^{(n)} \Delta \lambda^{(n)}, \quad \Delta \lambda^{(n)} = \pm 1 \left\| \left( \left( \frac{\partial \mathbf{F}}{\partial \mathbf{Z}} \right)^{-1} \frac{\partial \mathbf{F}}{\partial \lambda} \right)^{(n)} \right\|^2 + 1)^{1/2}. \quad (39, 40)
\]

This procedure is known as the Euler predictor, which is of first order [24]. Higher order predictors (e.g., Adams–Bashforth) are also available using higher derivatives of the solution equation (34).

A predictor is essentially an approximation method. The predicted solution can significantly drift off the solution path in one step or a sequence of predictor steps, and it must be corrected to return more closely to the solution path [24]. The classical method is a Newton–Raphson corrector with a sequence of iterations constrained to lie perpendicular to the predictor direction and passing through predicted solution \( \mathbf{Z}^{(n+1)} \) and \( \lambda^{(n+1)} \). At convergence, the corrector gives rise to an accurate solution.

Let \( \Delta \mathbf{Z}^{(n+1)} \) and \( \Delta \lambda^{(n+1)} \) be the corrector step from the current solution \( \mathbf{Z}^{(n+1)} \) and \( \lambda^{(n+1)} \), satisfying the Newton–Raphson method such that

\[
\left[ \begin{array}{cc}
\frac{\partial \mathbf{F}}{\partial \mathbf{Z}} & \frac{\partial \mathbf{F}}{\partial \lambda}
\end{array} \right]^{(n+1)} \left[ \begin{array}{c}
\Delta \mathbf{Z}^{(n+1)} \\
\Delta \lambda^{(n+1)}
\end{array} \right] = -\mathbf{F}^{(n+1)}. \quad (41)
\]

The corrector direction is defined by

\[
\{ \Delta \mathbf{Z}^{(n)} \ T \}^{(n+1)} \left[ \begin{array}{c}
\Delta \mathbf{Z}^{(n+1)} \\
\Delta \lambda^{(n+1)}
\end{array} \right] = 0. \quad (42)
\]

On combining the above equations, the corrector step is the solution of the set of linear equations

\[
\left[ \begin{array}{cc}
\frac{\partial \mathbf{F}}{\partial \mathbf{Z}}^{(n+1)} & \frac{\partial \mathbf{F}}{\partial \lambda}^{(n+1)} \\
\Delta \mathbf{Z}^{(n)} & \Delta \lambda^{(n)}
\end{array} \right]^{(n+1)} \left[ \begin{array}{c}
\Delta \mathbf{Z}^{(n+1)} \\
\Delta \lambda^{(n+1)}
\end{array} \right] = \left\{ \begin{array}{c}
-\mathbf{F}^{(n+1)} \\
0
\end{array} \right\}. \quad (43)
\]

The new value of the corrected point \( \Delta \mathbf{Z}^{(n+2)} \) and \( \Delta \lambda^{(n+2)} \) is given by

\[
\mathbf{Z}^{(n+2)} = \mathbf{Z}^{(n+1)} + \Delta \mathbf{Z}^{(n+1)}, \quad \lambda^{(n+2)} = \lambda^{(n+1)} + \Delta \lambda^{(n+1)}. \quad (44, 45)
\]

A finite number of corrector steps will be taken so that the norm of \( \mathbf{F} \) is smaller than some selected small number. Repetition of the above predictor and corrector process will follow the solution path quite well, as shown in the numerical results presented in section 6.

5. STABILITY OF STEADY STATE SOLUTION

The stability of any periodic steady state solution obtained above is investigated by considering small perturbations of the solution and the boundary condition in equation (31).
for the initial and final time nodes \([15, 17]\); hence, equations (31) becomes

\[
\begin{bmatrix}
\hat{K}_{II} & \hat{K}_{IF} \\
\hat{K}_{FI} & \hat{K}_{FF}
\end{bmatrix}
\begin{bmatrix}
\delta Z_I \\
\delta Z_F
\end{bmatrix} = 
\begin{bmatrix}
-\delta_{PI} \\
\delta_{PF}
\end{bmatrix}.
\] (46)

According to Floquet’s theory, the stability of the system is determined by the eigenvalues of the transition matrix that relates the initial and final perturbations. This transition matrix happens to be a by-product of the FET procedure, and is readily found by rearranging equation (46):

\[
\begin{bmatrix}
\delta Z_F \\
\delta_{PF}
\end{bmatrix} =
\begin{bmatrix}
-\hat{K}_{II} & -\hat{K}_{IF}^{-1} \\
\hat{K}_{FI} - \hat{K}_{FF} \hat{K}_{II}^{-1} & -\hat{K}_{FF}
\end{bmatrix}
\begin{bmatrix}
\delta Z_I \\
\delta_{PI}
\end{bmatrix}.
\] (47)

Therefore, the same solution algorithm can be used for both the periodic response and stability calculations. There is no need for a special effort in calculating the transition matrix, as in, for example, references \([25, 26]\). This is useful in assessing the characteristics of the non-linear system.

The stability of the steady state response is determined by the eigenvalues of the transition matrix defined in equation (47). If the eigenvalue \(\lambda\) with the larger modulus satisfies \(|\lambda| < 1\), then the periodic solution examined is asymptotically stable. When \(|\lambda| > 1\), the solution is unstable. Bifurcations occur if \(|\lambda| = 1\), resulting in qualitative changes in system dynamics \([27]\). There are three types of bifurcations. The first type is a saddle-node bifurcation corresponding to the merging of two periodic solutions. It occurs when \(\lambda = 1\) and results in the classical jump phenomena. The second type is a flip bifurcation associated with period doubling of the response. It occurs when \(\lambda = -1\). Finally, if a pair of complex eigenvalues have modulus one, the so-called Hopf bifurcation happens, resulting in an amplitude modulated response of the system. For the system considered in this investigation, the first two types of bifurcations are observed as discussed in the results presented in the next section. It was previously shown that the Hopf bifurcation does not happen in a single-degree-of-freedom system with piecewise-linear stiffness \([2]\).

### 6. RESULTS

A simple unsymmetric bilinear system is considered first, in which \(\delta = 0\) and \(\beta = 4\). The system is under a harmonic excitation \(P(\theta) = \cos \theta\). This system has been studied in reference \([3]\) using direct numerical integration and in references \([7, 9]\) using the harmonic balance method. The numerical results obtained by the finite element method are shown in Figure 2, where the steady state amplitude is defined as half of the peak-to-peak of the response. The frequency response is plotted as a function of the dimensionless frequency ratio \(r\), with damping ratio \(\zeta = 0.1\). These results are found to agree very well with those obtained by using direct integration and harmonic balance method.

The FET method yields all possible steady state solutions, including the sub-periodic and the unstable solutions, for a wide range of frequency ratios. The order of the sub-periodic vibration is denoted by \(m\) in the figure. A bifurcation from a stable solution on the fundamental response to a stable solution on the sub-periodic of order 2 is found to occur at \(r = 2.27\). The stability analysis reveals that it is a flip bifurcation. This bifurcation was investigated in reference \([3]\) by using a Poincaré map. Numerical calculation of the transition matrix in a harmonic balance analysis also showed the period doubling phenomena \([9]\). Resonant peaks of sub-periodic response appear regularly to the right of the fundamental resonance with increasing order of sub-periodic vibration. Furthermore, to the left of the fundamental resonance, the FET method shows a number of peaks occurring irregularly.
This behavior was also investigated in reference [3], where the correlation with the cyclic moment of the Poincaré point was shown.

The $m$th sub-periodic response is defined to have a period of oscillation equal to $m$ times the fundamental period, i.e., $T = 2m\pi$, for the harmonic excitation. To obtain the sub-periodic response without modifying the FET formulation, one simply takes the excitation to be $P(\theta) = \cos m\theta$ and shifts the obtained solution with the frequency divided by $m$.

To show the convergence of the obtained solutions and to find an adequate number of time elements and an adequate order of interpolation functions, this problem has also been computed with a different number of time elements and different order of Lagrangian polynomials for the shape function. The results of the average amplitude obtained are listed in Table 1. It is observed that the use of six time elements and quartic polynomials is sufficient to obtain a well converged solution with three to four digit accuracy. Therefore, six time elements and quartic polynomials are used for the numerical results shown hereafter. The convergence development with subsequent iteration of the FET method for $t = 1.2$ is shown in Figure 3.

<table>
<thead>
<tr>
<th>Element</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.53389</td>
<td>2.52567</td>
<td>2.52664</td>
<td>2.52612</td>
</tr>
<tr>
<td>6</td>
<td>2.52333</td>
<td>2.52598</td>
<td>2.52601</td>
<td>2.52594</td>
</tr>
<tr>
<td>8</td>
<td>2.52479</td>
<td>2.52608</td>
<td>2.52594</td>
<td>2.52596</td>
</tr>
</tbody>
</table>
Figure 3. The convergence of the finite element method; $\delta = 0$, $\zeta = 0.1$, $\beta = 4$ and $r = 1.2$. The integers 1, 2, $\ldots$, 7 correspond to the following iteration steps: $\ldots$, 1; $\ldots$, 2; $\ldots$, 3; $\ldots$, 4; $\ldots$, 5; $\ast$, 6; $\bullet$, 7.

When the stiffness ratio $\beta$ increases, the strength of the non-linearity increases. The frequency response of the case of $\beta = 9$, which also agrees very well with previous results [3, 9], is shown in Figure 4.

As discussed in section 4.3, the effect of increasing the stiffness ratio can be fully investigated by seeking the solution diagram for the variable parameter $\beta$ with the predictor–corrector method presented in section 4.3. The case with $\zeta = 0.1$, $\delta = 0$ and $r = 2.89$ is analyzed as a parametric study of the effect of the stiffness ratio on the steady state response. As shown in Figure 5, period doubling occurs at $\beta = 1.9858$, with the appearance of a stable sub-periodic response of order $m = 2$. When the system becomes more non-linear as $\beta$ increases, there are regions of $\beta$, e.g., at $\beta = 22$ or $\beta = 50$, in which this sub-periodic response is unstable. It can be shown in some regions that all responses are

Figure 4. A frequency response plot for $\delta = 0$, $\zeta = 0.1$ and $\beta = 9$: $\ldots$, Stable; $\ldots$, unstable.
unstable. This phenomenon seems to be a characteristic feature of this type of non-linear systems, and it is one of the possible mechanisms of occurrence of chaotic vibration of the systems [3, 9].

Cases involving a finite clearance value $\delta$ are also examined. The bilinear system considered has a clearance $\delta = 0.5$, with the damping ratio $\zeta = 0.1$. Two cases are studied for $\beta = 9$ and 99. In the first case, with the modest level of non-linearity, the fundamental resonance is shown (Figure 6) to occur in the neighborhood of frequency ratio of 1.519, which corresponds to the natural frequency of the undamped, zero clearance system [3]. In the range of frequency ratios above 1.723, the system behavior is linear, as the maximum amplitude of vibration is less than the clearance value.

Figure 6. The steady state solution with $\zeta = 0.1$ and $\delta = 0.5$: ——, Stable; ———, unstable.
It is well known that the piecewise non-linearity introduces a hardening effect in the system dynamics if $\beta > 0$. For the second case with strong non-linearity ($\beta = 99$), it is shown in Figure 6 that the hardening effect becomes highly pronounced. In the neighborhood of the 1.723 frequency ratio, a complex hardening phenomenon with a number of consecutive jumps occurs, as clearly shown in a regional plot (Figure 7). Multiple steady state solutions exist in a number of regions of frequency ratio. Stability analysis reveals that one of the multiple solutions is unstable and that a saddle-node bifurcation occurs at the point at which the unstable response merges with a stable response. In a lower frequency range ($r = 1.221–1.285$), the fundamental response becomes unstable. One of the real eigenvalues of the transition matrix is less than $-1$, indicating flip bifurcations at the transitions between the stable and unstable solutions.

In the last example, a piecewise-non-linear system with both clearance and continuous stiffness non-linearities is considered, in which $\delta = 0.5$, $\zeta = 0.1$ and $\beta = 9$. The restoring force of the second spring is given by $g(z) = (z - \delta)^n$, where $n$ denotes the type of non-linearity of the second spring. Two types are examined here: $n = 3$, cubic; and $n = 1.5$, referring to the Hertzian spring. The frequency responses for these cases are shown in Figure 8. As expected, the hardening effect of the non-linear spring becomes stronger as the stiffness non-linearity represented by $n$ increases. The overall characteristics of the response seem to be dictated by the clearance non-linearity. However, multiple solutions with jump transition exist in the case of $n = 3$. It is previously known that the combination of the clearance and continuous stiffness non-linearities can yield highly complex dynamics, including chaotic motions [28]. The detailed study of the dynamic behavior of such systems will be deferred to another paper.

7. CONCLUSIONS

A method of finite elements in the time domain for determining the steady state vibration of unsymmetric systems with piecewise-linear/non-linear stiffness characteristics has been described in this paper. The method is based on a Hamilton’s weak principle that allows for
a simple choice of interpolation function and an easy problem formulation. The method offers a number of special features that can be utilized for accurate numerical results with only a few elements and for minimal computation effort. The stability of the steady state solution is directly determined as the transition matrix of Floquet’s theory is readily available.

This method is applied to unsymmetric piecewise-linear and piecewise-non-linear systems and the numerical results are seen to provide excellent agreement with previous findings of a direct numerical integration method and a harmonic balance method. Both stable and unstable steady state solutions are determined. A parametric solution of the system dynamics is performed with a predictor–corrector method. This possibility permits one to investigate strongly non-linear systems with both clearance and continuous stiffness non-linearities.

The finite element in time method has the flexibility for adaptive change of the order of interpolation functions and the number of time elements. Therefore, the number of temporal nodes can be easily changed from one iteration step to the next, as only the linearized equations are assembled from each time element in each step. This fact may lead to a systematic and effective implementation for obtaining steady state solutions over a wide range of system parameters and for obtaining solutions with greater accuracy at certain specified time locations. This method is currently under development by the author in applying the method to problems with discontinuities in the states and the state equations (such as systems with pre-loaded springs and dry friction).
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