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abstract
In this study, a high resolution simulation of an electrified tropical cyclone-like vortex was performed with the French mesoscale model Meso-NH coupled to an explicit electrical scheme. The objective was to analyze how graupel characteristics could influence the occurrence of lightning flashes in tropical cyclones. Two simulations were run: a control simulation using a 1-moment mixed phase bulk microphysical scheme, and a second simulation in which the parameters used to describe the graupel mass-diameter and fall speed-diameter relationships were modified to obtain smaller graupel fall speeds. Decreasing the graupel fall speed (v_g) resulted in a weaker storm with a larger radius of maximum winds. For both simulated tropical cyclones, a deep mixed phase layer conducive to cloud electrification was observed. However, in the simulation where v_g was decreased, the flash rate was almost zero throughout the simulation, whereas it reached a few flashes per minute in the control simulation. Several reasons that can explain this difference in the total flash rate are highlighted. Decreasing v_g resulted in graupel being spread horizontally over a broader area by the secondary circulation. The more pronounced tilting observed with slower v_g meant that poles of charges were not vertically aligned and thus the vertical electric field was reduced. In this study, the difference in the total flash rate mainly arose from changes in the mass and charge transfer rates due to changes in the parameters used to define the mass-diameter and particle-diameter relationships. Cloud electrification and lightning flashes being threshold-processes, a small change in the model physics can have a dramatic impact on the total flash rate.

1. Introduction

Over recent decades, the forecasting of tropical storm tracks has been greatly improved, mainly through a general increase in model horizontal resolution. However, forecasting storm intensity remains a key challenge for the scientific community. Factors at different temporal and spatial scales can impact tropical cyclone intensity. In particular, mesoscale and cloud-scale processes play a crucial role in the system dynamics and precipitation. Among the internal factors that may impact the variation of intensity of the tropical cyclone, the role of microphysics has been highlighted. Willoughby et al. (1984) and Lord et al. (1984) were the first to point out the importance of ice phase microphysics in the structure and evolution of the simulated vortex. Using an axisymmetric non-hydrostatic hurricane model, Lord et al. (1984) showed that melting of ice particles can produce and maintain downdrafts over tens of kilometers in the horizontal plane. Later, some studies showed the key role of condensation for latent heat release (Wu et al., 2009; Li et al., 2013b), the energy source of the tropical cyclone. The microphysical structure, which determines the distribution of such heating, influences the dynamics of the system and its large-scale structure and behavior.

Most studies have pointed out the significant impact of the choice of cloud microphysics scheme on the storm structure and intensity. Using MM5 at 4 km horizontal resolution and varying the cloud microphysical processes in a 3-ice scheme, Zhu and Zhang (2006) found pronounced differences in hurricane intensity and inner core structures. In particular, removing graupel resulted in a weaker hurricane with a wider region of precipitation due to the enhanced horizontal advection of hydrometeors relative to the vertical fallouts. Li and Pu (2008) performed numerical simulations of Hurricane Bonnie (2005) with the WRF-ARW model at 3 km horizontal resolution and with different microphysical schemes. They showed that the difference in the simulated minimum sea level pressure (MSLP) varied by up to 10 hPa for the four most advanced schemes.

The primary effect of graupel on the minimum sea level pressure and maximum surface wind speed, i.e. the indicators of tropical cyclone intensity, has been recognized. Using MM5 to simulate hurricane Bonnie (1998), Zhu and Zhang (2006) stated that, due to its rapid fallout, graupel helps narrow the dimension of the eyewall. McFarquhar et al. (2006) performed numerical experiments on hurricane Erin (2001)
with the MM5 model at 2 km horizontal resolution. They showed that using higher graupel fall speed produced lower minimum sea level pressure. By increasing the graupel fall speed, Franklin et al. (2005) observed that graupel was mainly confined to the convective regions. Higher rain rates were also produced in the inner core of the storm.

However, the microphysical state of tropical storms is difficult to observe in detail because their tracks mainly pass over uninhabited ocean. Since the electrical state of the storm is deeply linked to its microphysical structure, lightning activity could be used to infer the microphysical state of the storm. Fierro et al. (2007) were the first to attempt simulations of an electrified hurricane-like vortex to investigate the microphysical and electrical structure of the storm. Their simulation of an idealized hurricane was carried out at 2 km horizontal resolution with the model developed by Straka and Mansell (2005), incorporating a cloud electrification and lightning scheme. Then Fierro et al. (2011) performed a simulation of hurricane Rita during its period of rapid intensification. They used the Los Alamos National Laboratory High Gradient model (Reisner and Jeffery, 2009) and included an electrification scheme based on that of Mansell et al. (2005). Given the cost of the calculations, lightning discharge was treated in a simple manner: when the electric field exceeded the breakeven electric field, the space charge density was decreased by a constant value of 10% through the column upon discharge. The fact that the horizontal extension of the lightning flashes was not taken into account could explain why the flash rate was overestimated. More recently, Fierro et al. (2015) produced a 350-m resolution simulation of the electrification within a hurricane embedded in the general environment of hurricane Isaac (2012). The higher hurricane intensity, larger reflectivities and higher echo top than observed made the simulated lightning activity difficult to compare to observations.

In recent years, several studies have attempted to link lightning activity to changes in tropical storm intensity (Squires and Businger, 2008; Price et al., 2009; Abarca et al., 2011; Zhang et al., 2012; DeMaria et al., 2012; Bovalo et al., 2014; Whitaker et al., 2015; Zhang et al., 2015). However, owing to limitations inherent in the lightning observation networks, only cloud-to-ground (CG) flashes are treated in these studies or, if intra-cloud (IC) flashes are included in the analysis, only tropical storms near to the coast are considered due to the limited-area lightning networks used to detect IC (Fierro et al., 2011) or only partial coverage of lightning within tropical storms obtained from satellite observations (Cecil and Zipser, 1999; Cecil et al., 2002; Jiang et al., 2013). As shown by Bovalo et al. (2014), tropical storms have very different behavior according to whether they are in the open ocean or near the coasts.

The purpose of the present study is to analyze the electrical structure in the eyewall of a tropical cyclone-like vortex and the processes that are decisive for lightning flash triggering. For this purpose, a modeling study is conducted using the mesoscale model Meso-NH with an explicit electrical scheme. Due to the critical role of graupel in latent heat distribution (e.g. McFarquhar et al., 2006; Gao et al., 2006; Zhu and Zhang, 2006) and cloud electrification (e.g. Takahashi, 1978; Jayaratne et al., 1983; Saunders et al., 1991; Brooks et al., 1997), a sensitivity analysis of the dominant non-inductive charging process are included, together with an inductive charging process. The electric field is obtained by inverting the Gauss equation with an extension to terrain-following coordinates. A lightning flash is initiated when the electric field exceeds a breakdown field (Marshall et al., 1995). flashes are composed of a bidirectional leader phase that represents the vertical extension from the triggering point. A phase obeying a fractal law is added to mimic the horizontal extension in electrically charged zones. Then electric charges are neutralized along the flash path. This electrical scheme in Meso-NH has successfully reproduced several idealized storms and the 10 July 1996 STERAO storm (Barthe and Pinty, 2007), the 21 July EULINOX storm (Barthe et al., 2012) and some HyMeX convective events (Pinty et al., 2013).

2.2. Model setup and initialization

The model was set up with triple two-way nested domains having horizontal grid spacings of 32 (D1), 8 (D2) and 2 (D3) km and grid sizes of 128 × 100, 360 × 240 and 480 × 240 points, respectively. The innermost domain was moved 3 times to keep the cyclone inner core in the highest resolution domain. In the vertical, 70 levels were used, with highest resolution near the surface. Note that the simulated storm was located in the southern hemisphere.

An analytic model was used to initialize the radial and vertical distribution of the tangential wind over the largest domain. The analytic wind, which varies with altitude and radius from the storm center, was defined through a simplified version of the formulation proposed by Holland (1980) and Nuijsser et al. (2005). The initial horizontally homogeneous environment profile was derived from that of McBride and Zehr (1981). The sea surface temperature was set to 28.6°C.

A first segment of the simulation with two nested domains (D1 and D2) was run for 24 h. During this spin-up period, the subgrid-scale convection was parameterized by a mass-flux convection scheme (Bechtold et al., 2001), and microphysics was inactive, as in Fovell et al. (2009). After 24 h, the domain D3 was introduced, encompassing the tropical cyclone inner core, and a bulk mixed phase microphysics scheme (Pinty and Jabouille, 1998) was activated. The microphysics scheme is a single-moment bulk scheme that predicts the mixing ratio of five microphysical species: cloud water (r_c), rain (r_r), cloud ice (r_i), snow (r_s) and graupel (r_g). This scheme was derived from Lin et al. (1983). The convection scheme was still used in the two coarser resolution domains, while the convection was explicitly resolved in the innermost domain. At 48 h of simulation, the electrical scheme was introduced into the innermost domain and the simulation was run for an additional 48 h. For the three domains, the turbulence parameterization was based on a 1.5-order closure (Cuxart et al., 2000) with purely vertical turbulent flux computations using the mixing length of Bougeault and Lacarrère (1989). The radiative scheme was the one used at ECMWF (Gregory et al., 2000) including the Rapid Radiative Transfer Model (RRTM) parameterization (Mlawer et al., 1997).

The explicit electrical scheme (Barthe et al., 2012) treats both cloud electrification and lightning triggering and propagation. Among several parameterizations available in the model (see Barthe and Pinty (2007))
the parameterization developed by Saunders et al. (1991) was arbitrarily chosen. The charge transfer at low effective water content was reduced according to Helsdon et al. (2001). The inductive process was also taken into account (Ziegler et al., 1991).

2.3. Sensitivity analysis

Graupel fall speed has been shown to have an impact on the intensity of tropical storms (Franklin et al., 2005; McFarquhar et al., 2006). Since graupel is also a key element in cloud electrification via the non-inductive process (Brooks et al., 1997; Saunders and Peck, 1998), the objective of this study was to investigate how a change in the graupel fall speed translated into lightning flash activity in a tropical cyclone.

In the 1-moment mixed phase microphysics scheme of Meso-NH, the parameters chosen for the graupel class corresponded to those of lump graupel. The values for the coefficients of the mass-diameter \((m(D) = aD^b)\) and velocity-diameter \((v(D) = cD^d)\) relationships were taken from Locatelli and Hobbs (1974). Two sets of parameters were considered. The reference simulation had \((a = 19.6 \text{ g m}^{-3}, b = 2.8, c = 124 \text{ m}^{-1} \text{s}^{-1}, d = 0.66)\) while \((a = 42 \text{ g m}^{-3}, b = 3, c = 27.8 \text{ m}^{-1} \text{s}^{-1}, d = 0.46)\) corresponded to a simulation with lower density and more slowly falling graupel. It is worth noting that the objective of the sensitivity experiment is not to assess which set of parameters is best suited to simulate cloud electrification in tropical cyclones. It is rather to analyze how a change in the characteristics of the graupel can impact cloud electrification, and thus to explore the physical processes involved in tropical cyclone lightning.

3. Model results

3.1. Storm track and intensity

Fig. 1 displays the track and intensity from the two experiments: the control run (hereafter referred to as CTRL) and the run with lower graupel fall speed (hereafter referred to as SGFS). The tracks show no significant differences in direction or speed. This result is in agreement with previous numerical experiments by McFarquhar et al. (2006), Zhu and Zhang (2006) and Li et al. (2013b) that showed little impact of the microphysical schemes on the storm track. McFarquhar et al. (2006) and Li et al. (2013b) concluded that the large-scale flow was broadly responsible for determining the storm track. However, Fovell et al. (2009) showed that the average fall speed controlled the storm track through changes in the radial temperature gradients, which could impact the outer wind strengths.

In contrast, the simulated intensities, represented by the minimum sea level pressure, were obviously different in the two experiments. The intensity curves started to diverge at 48 h, i.e. 24 h after the microphysics scheme was activated. The SGFS storm experienced a slower intensification than the CTRL storm. The CTRL storm reached its maximum intensity (942.6 hPa) at 84 h while the SGFS storm had a maximum intensity of 954.6 hPa 6 h later. A maximum 18-hPa difference occurred at 84 h. The CTRL storm deepened at a rate of about 0.9 hPa h^{-1} in the period between 48 and 84 h. The deepening rate of the SGFS storm was less than half the CTRL value (0.4 hPa h^{-1}) during the same 36-h period. Thus, using a slower \(v_g\) tended to produce a system that intensified less and more slowly. This result is in agreement with McFarquhar et al. (2006), who showed that the coefficients used to describe \(v_g\) affected the MSLP by up to 7 hPa, with higher \(v_g\) giving lower MSLP.

3.2. Storm structure

Fig. 2 shows height-radius plots of some azimuthally averaged dynamical variables at 84 h. This time corresponds to the peak intensity in the CTRL storm, and is also the time when the intensity difference is maximum between the CTRL and the SGFS cyclones. The azimuthally averaged maximum tangential wind \((\bar{v}_r)\) is higher for the CTRL storm \((69 \text{ m s}^{-1})\) than for the SGFS storm \((59 \text{ m s}^{-1})\). This is consistent with the CTRL simulation producing a more intense tropical cyclone. The radius of maximum wind (RMW) is about 30 km and 40 km for the CTRL and SGFS storms, respectively. The eyewall outward slope, defined as the angle from the vertical axis to the axis of the maximum tangential wind, is 68° for the CTRL and 74° for the SGFS storm. This is consistent with the results of Stern et al. (2014). Using airborne Doppler radar data from 39 flights into hurricanes between 2009 and 2010, they found that the slope of the RMW increased with size.

As shown by the azimuthally averaged radial wind, the secondary circulation is stronger in the CTRL storm than in the SGFS one. At low levels and in the upper troposphere, the azimuthally averaged radial velocity \(\bar{v}_r\) is about 5 m s^{-1} higher in the CTRL storm compared to the SGFS storm. The azimuthally-averaged vertical velocity is consistently lower when the graupel fall speed is decreased.

Height-radius plots of some azimuthally-averaged microphysics variables are shown on Fig. 3. When the graupel fall speed is decreased, the cloud water mixing ratio has a larger horizontal extension below the freezing level. The axisymmetric cloud water mixing ratio exhibits a sharper gradient along the inner boundary of the eyewall in the CTRL storm (Fig. 3a). In both simulations, supercooled water is quite well transported at altitude by the eyewall updraft, with the 0.01 g kg^{-1} mixing ratio reaching 10 km. This favors not only the homogeneous nucleation of cloud ice but also cloud electrification via the non-inductive parameterization that needs the presence of supercooled cloud droplets to occur (e.g. Takahashi, 1978; Jayaratne et al., 1983; Saunders et al., 1991). The maximum axisymmetric cloud water and cloud ice mixing

![Fig. 1](image-url) (a) Storm tracks and (b) temporal evolution of the minimum sea level pressure (hPa) during the 96 h of the simulation. The black and gray contours represent the control run and the simulation using lower graupel fall speed, respectively.
ratios are well colocated with the axisymmetric updraft (Fig. 2). The altitudes of the maximum cloud water (1–5 km) and cloud ice (11 km) mixing ratios are similar to those found by Li et al. (2013a) in a WRF simulation of typhoon Hagupit. Graupel is mainly found in the eyewall, above the rainwater, which indicates that it partly originates from the melting of graupel. McFarquhar et al. (2006) stated that graupel with lower fall speed could be advected further for a given horizontal advection speed, and thus spread over larger areas. Less intense rain was then produced for lower graupel fall speed. For all types of hydrometeors, the maximum value of the azimuthally-averaged mixing ratio is higher in the CTRL storm. Consequently, the azimuthally-averaged radar reflectivity shows a lower maximum at low levels and exhibits a higher slope when the graupel fall speed is decreased. In both simulations, the 30 dBZ contour extends several kilometers above the freezing level in the eyewall.

A height-radius plot of the azimuthally-averaged electric field modulus is also shown on Fig. 3. It clearly shows that the inner core region is electrified. The electric field modulus exceeds a few kV m\(^{-1}\) in both simulations, which is much higher than the fair weather electric field (Gish, 1944). This is consistent with the conclusions of Reinhart et al. (2014), who explored the relationships between lightning and storm structure during hurricane Karl using aircraft data collected during the NASA Genesis and Rapid Intensiﬁcation Processes (GRIP) experiment. They showed that electrified inner-core regions were generally associated with deep mixed-phase layers, and colocation of small ice particles, graupel and supercooled water. However, a decrease in the graupel fall speed has a significant impact on the electric field modulus. While it exceeds 20 kV m\(^{-1}\) in the CTRL storm, it barely reaches 10 kV m\(^{-1}\) in the SGFS storm. The origin of this difference and its impact on the lightning activity will be discussed below.

### 3.3. Cloud variable distribution

A more quantitative comparison of the CTRL and SGFS storm structure was assessed through contoured frequency by altitude diagrams (CFAD, Yuter and Houze (1995)). CFADs of simulated \(w\) for the region within 120 km of the storm center at 84 h are shown on Fig. 4 for the CTRL and the SGFS simulations. In the CTRL simulation, more than 60% of the inner core vertical velocities range between \(-2\) and 2 m s\(^{-1}\) (Fig. 4a), Black et al. (1996) found that 70% of the eyewall vertical velocities ranged between \(-2\) and 2 m s\(^{-1}\). While downdrafts do not exceed \(-6\) m s\(^{-1}\), updrafts can reach 16 m s\(^{-1}\) between 5 and 7 km altitude. This value is consistent with the threshold of 10–12 m s\(^{-1}\) deduced by Zipser and Lutz (1994) for rapid electrification of convective cells. For the SGFS simulation, vertical velocities mainly range between \(-2\) and 4 m s\(^{-1}\) and do not exceed 14 m s\(^{-1}\) (Fig. 4b). The difference between the CFAD of \(w\) for SGFS and CTRL clearly shows that CTRL has a higher frequency of \(w > 4\) m s\(^{-1}\) whatever the altitude.

The CFAD of radar reflectivity for the CTRL simulation (Fig. 4d) exhibits a classical structure. In the lower troposphere, radar reflectivity ranges mainly between 25 and 40 dBZ and less than 1% of the grid points per altitude level reach 50 dBZ. Above 5 km altitude, and above the freezing level, the radar reflectivity modal and maximum values are both significantly reduced.

A height-radius plot of the azimuthally averaged tangential, radial, and vertical wind speed (m s\(^{-1}\)) at 84 h for the control run (left column) and the simulation with lower graupel fall speed (right column).
run (1.6 g kg$^{-1}$ vs. 1.0 g kg$^{-1}$ for $r_i$, 6 g kg$^{-1}$ vs. 4.5 g kg$^{-1}$ for $r_s$, and 9 g kg$^{-1}$ vs. 7 g kg$^{-1}$ for $r_g$). However, the 2% contour of graupel mixing ratio does not exceed 2.5 g kg$^{-1}$ in CTRL and 3 g kg$^{-1}$ in SGFS. It is important to note that the cloud droplet mixing ratio is larger above 6 km altitude in the CTRL run (Fig. 5c). This difference is crucial for cloud electrification since the charge separated per collision is highly dependent on the liquid water content (Saunders et al., 1991). Cloud ice can be found at higher altitude in the CTRL run, in agreement with the higher updrafts encountered in this simulation.

### 3.4. Temporal evolution of the storm variables

However, these differences between the CTRL and the SGFS simulations were not specific to 84 h of simulation. Fig. 6 shows Hovmoller diagrams of the azimuthally-averaged radar reflectivity at 1.2 km altitude, vertical velocity at 6 km altitude and maximum electric field modulus per column for the CTRL and the SGFS simulations. In the CTRL simulation, the 0.5 m s$^{-1}$ contour of $w$ at 6 km altitude (Fig. 6b) is between 25 and 60 km from the storm center. Intermittent 2.5 m s$^{-1}$ values mainly occur around 50 km from the storm center. The SGFS simulation shows a different behavior of $w$ at 6 km altitude (Fig. 6f) throughout the simulation. The 0.5 m s$^{-1}$ contour is discontinuous and is centered around 55 km from the storm center, i.e. 5 km farther from the storm center than in the CTRL simulation. Moreover, only two regions of $w > 1.5$ m s$^{-1}$ are seen, at 67 and 88 h, while this situation is much more frequent during the CTRL simulation.

Marked differences are also visible in the Z time-radius diagram (Fig. 6a and e). In the CTRL simulation, the 40 dBZ envelope at 1.2 km altitude is continuous between 60 and 96 h, and centered around 45 km from the storm center. In the SGFS simulation, this same envelope is fragmented and is shifted toward a higher radius from the storm center. This translates into strong differences in maximum electric field modulus per column (Fig. 6c and g) throughout the simulation. The maximum value per column of the azimuthally averaged electric field modulus exceeds 15 kV m$^{-1}$ over a large region (between 25 and 50 km in radius) in the CTRL simulation. In the SGFS simulation, almost the whole region between 0 and 120 km from the storm center has maximum value of azimuthally...
averaged electric field modulus higher than 1 kV m$^{-1}$. It barely reaches 10 kV m$^{-1}$ three times (74, 84 and 89 h) over the 48-h period during which the electrical scheme is activated.

Although the dynamical and microphysical variables do not show very marked differences, the differences in electrical variables are extremely strong. The temporal evolution of the total flash rate (Fig. 6d and h) illustrates this pronounced difference. In the CTRL simulation, the total flash rate varies between 0 and 84 fl min$^{-1}$ with a mean value of 2.4 fl min$^{-1}$. In contrast, in the SGFS simulation, the total flash rate is close to 0 throughout the simulation except for a few flashes at 49 and 74 h. Only a few numerical experiments of electrified tropical storms are reported in the literature. In their simulation of an electrified idealized hurricane-like vortex, Fierro et al. (2007) found an IC flash rate varying between 400 and 1000 flashes per minute. They acknowledged these values were unrealistically high for flash rates in hurricanes. Fierro and Reisner (2011) simulated the rapid intensification phase of Rita to study relationships between lightning activity and eyewall convection. While the simulated flash rate for the 4 km run was comparable to observations, the 2-km run flash rate was 100 times higher. This scale dependency could be explained by the relatively simple representation of lightning propagation, which did not take the stochastic branching into account as Mansell et al. (2002) and Barthe et al. (2012) did. Nevertheless, it is difficult to compare the total flash rate obtained in this study with flash rates encountered in the literature or with observed flash rates: we performed an idealized simulation of a tropical cyclone, and few observations of the total flash rate (IC + CG) are available over the ocean.

3.5. Electrical signature

The electrical signature of the cyclone was investigated at 84 h. Fig. 7 shows west-east vertical cross sections through the storm center of the mixing ratios and charge densities of the 5 hydrometeor categories. Fierro et al. (2007) found an IC flash rate varying between 400 and 1000 flashes per minute. They acknowledged these values were unrealistically high for flash rates in hurricanes. Fierro and Reisner (2011) simulated the rapid intensification phase of Rita to study relationships between lightning activity and eyewall convection. While the simulated flash rate for the 4 km run was comparable to observations, the 2-km run flash rate was 100 times higher. This scale dependency could be explained by the relatively simple representation of lightning propagation, which did not take the stochastic branching into account as Mansell et al. (2002) and Barthe et al. (2012) did. Nevertheless, it is difficult to compare the total flash rate obtained in this study with flash rates encountered in the literature or with observed flash rates: we performed an idealized simulation of a tropical cyclone, and few observations of the total flash rate (IC + CG) are available over the ocean.

Graupel is mainly negatively charged in both simulations with a maximum of $-3 \text{nC m}^{-3}$ in CTRL and $-1 \text{nC m}^{-3}$ in SGFS. This is
due to a negative non-inductive charging rate (Fig. 8c–d) between 4 and 8 km altitude. In Figure 7 in Saunders et al. (1991), it corresponds to the region with $T < -20^\circ$C and low effective water content (EWC less than 0.22 g m$^{-3}$). Just above the 0°C isotherm, the non-inductive charging rate can be positive (Fig. 8c–d) because of higher values of EWC at this altitude (Fig. 7a–b). However, positive charging of graupel occurs close to the 0°C isotherm, where relatively low EWC (~0.2–0.3 g m$^{-3}$) are required to positively charge the largest particles. It can also appear at high altitude, above the $-20^\circ$C isotherm, due to the presence of the anomalous positive charging zone in Saunders’s diagram. Although the non-inductive charging rate is mainly negative in this cross-section, the inductive charging rate has both positive and negative values depending on the sign of the vertical component of the electric field.

Fig. 9a shows the temporal evolution of the mean non-inductive charging rate for the CTRL and SGFS simulations. For positive charging, the mean non-inductive charging rate is in the ranges of 1.7–4.5 pC m$^{-3}$ s$^{-1}$ and 0.3–0.9 pC m$^{-3}$ s$^{-1}$ for the CTRL and SGFS storms, respectively. The negative charging is higher with mean values between $-2.5$ and $-4.9$ pC m$^{-3}$ s$^{-1}$ and $-0.7$ and $-1.7$ pC m$^{-3}$ s$^{-1}$ for the CTRL and SGFS storms, respectively. Thus Fig. 9a confirms that both the mean positive and negative non-inductive charging rates are higher in the CTRL storm than in the SGFS storm. In contrast, Fig. 9b shows that the volume where non-inductive charging occurs is slightly higher in the SGFS storm. It is also clear from Fig. 9 that negative non-inductive charging predominates over positive non-inductive charging in this storm.

Fig. 5. CFAD of simulated cloud droplets, raindrops, ice crystals, snow and graupel mixing ratios ($r_c$, $r_r$, $r_i$, $r_s$ and $r_g$) at 84 h for the control run (left column) and for the SGFS run (middle column). Contours represent frequencies (%) of the occurrence of $r_c$, $r_r$, $r_i$, $r_s$ and $r_g$ within bins of width 0.2 and 0.5 g kg$^{-1}$ for all 2-km grid points within 120 km of the storm center. Difference plotted (right column) is the CFAD of $r_c$, $r_r$, $r_i$, $r_s$ and $r_g$ for the control run minus the CFAD of $r_c$, $r_r$, $r_i$, $r_s$ and $r_g$ for the run with lower graupel fall speed.
In the CTRL simulation, rain charge density displayed alternating positive and negative charge regions along the horizontal (Fig. 7c–d). The rain charge was mainly a product of graupel melting since the positive and negative charges carried by rain were located just below the positive and negative charges carried by graupel. However, the positive charge at the inner edge of the eyewall was due rather to warm processes associated with positive cloud droplets (autoconversion of cloud droplets, accretion of cloud droplets by raindrops). The rain charge density in the SGFS simulation exhibited much less variability (Fig. 7d). It was mainly negative and associated with graupel melting.

Ice crystals and snow charge density showed the same pattern with a positive charge region below a negative charge region. As for the other hydrometeor categories, the eastern eyewall was the most electrically active due to the more vigorous updraft encountered in this region (Fig. 8g–h). This can also be seen on the total charge structure (Fig. 8a–b).

The total charge density was higher in the eastern eyewall in both simulations, and the poles of charges were shifted to higher altitudes compared to the poles of charges in the western eyewall. The positive charge density found in the central eye was mainly due to cloud droplet evaporation at the inner edge of the eyewall, releasing positive small ions. The charge structure was more or less complex depending on the location in the cyclone. Inside the eye, only positive small ions were found. In the eyewall, the charge structure was mainly tripolar with a positive charge surrounded by two negative charge layers. Moving away from the storm center, the charge structure became more complex. The charge density was lower because of charge advection that prevailed over local charge separation concentrated in the eyewall region (Fig. 8c–d), where the most intense updrafts were found (Fig. 8g–h). The charge structure simulated here is more complex than the one reported by Black and Hallett (1999). From aircraft data obtained during penetration of hurricanes Claudette and Tina, Black and Hallett (1999) suggested that the negative over positive dipole dominated in the hurricane eyewall above −13 °C. They hypothesized that the majority of large particles acquired negative charge, which is consistent with the negatively charged graupel simulated here (Fig. 7i–j). The charge structure of the idealized hurricane simulated by Fierro et al. (2007) exhibited a normal tripole charge structure in the eyewall. However, it must be noted that the gross charge structure is very sensitive to the non-inductive parameterization selected in the model (Helsdon et al., 2001; Altaratz et al., 2005; Mansell et al., 2005; Fierro et al., 2006; Kuhlman et al., 2006; Barthe and Pinty, 2007; Tsenova et al., 2013). This could partly explain why the charge structure simulated here is different from the normal tripole charge structure of the idealized hurricane simulated by Fierro et al. (2007), who used the Saunders and Peck’s (1998) parameterization for non-inductive charging. The tripole structure (Williams, 1989) has long been known to be the ideal structure that needs to be retrieved in electrified storm simulations. However, if the non-inductive mechanism can explain this tripolar charge structure, it must be kept in mind that secondary charging processes may take part in cloud electrification. Moreover, Bruning et al. (2014) pointed out that the environmental thermodynamic and aerosol controls on the supercooled water content and thus on the non-inductive charging is also a key issue in the charge structure establishment, and that charge structure varies continuously. The multidimensional structure of the flow is also signaled as a key factor by Bruning et al. (2014) in generating inverted or more complex

Fig. 6. Hovmöller diagrams of azimuthally averaged radar reflectivity (dBZ) at 1.2 km altitude, vertical velocity (m s$^{-1}$) at 6 km altitude, and maximum electric field modulus per column (kV m$^{-1}$), and temporal evolution of the flash rate (fl. min$^{-1}$) for the CTRL (top) and SGFS (bottom) simulations.
The relatively weak convection encountered in the eyewall of tropical cyclones confines supercooled water at low altitude. Therefore, the mixed phase region where electrification can occur is confined at the inner edge of the eyewall (Cecil and Zipser, 2002), in a thin layer. In the Saunders et al. (1991) diagram, it corresponds to the region with low effective water content and warm temperatures, leading to a positive layer embedded into a upper negative and a lower negative layers in the region of the updraft core. If the liquid water content is very low (at the outer edge of the eyewall for example), a dipolar structure should be expected following the Saunders's diagram. In addition, the three-dimensional flow of the tropical cyclone (primary and secondary circulations) leads to a radial and tangential advection of the charges.

The resulting electric field modulus was higher in the CTRL simulation (Fig. 8e-f) as already seen in Figs. 2, 4 and 6. The electric field modulus reached 50 kV m$^{-1}$ between 6 and 8 km altitude in the CTRL simulation. Fig. 10 shows that lightning flashes in the CTRL simulation are triggered at two preferred altitudes: 7–8 km and 12 km, which correspond to the two maxima in Fig. 4. These two locations of flash triggering are associated with triggering electric field values of 70 and 40 kV m$^{-1}$ (Fig. 10b). As the triggering electric field decreases with increasing height (Marshall et al., 1995), a lower electric field is required at high altitude to trigger lightning flashes. In their simulation of a hurricane based on the environment of hurricane Isaac (2012), (Fierro et al., 2015) found 3 distinct layers in which lightning flashes are preferentially triggered: 10.5, 7 and 9 km altitude. In the SGFS simulation, the flashes were mainly triggered at 8–9 km altitude with an electric field of about 70 kV m$^{-1}$. At 84 h, some pockets of 5 kV m$^{-1}$ electric field modulus were scattered in the eyewall of the SGFS simulation (Fig. 8).

4. Discussion and conclusion

A change in the graupel characteristics has a significant impact on the cyclone intensity and structure but not on the track. The most dramatic effect can be seen on the total flash rate computed by the model. Reducing the graupel fall speed almost suppresses the lightning activity for this
idealized tropical cyclone. Results from these simulations show that modifying the graupel fall speed can act at different levels.

(i) The coefficients $a$, $b$, $c$ and $d$ of the mass-diameter and velocity-diameter relationships are part of the mass transfer equations. Modifying these coefficients so that the graupel fall speed is lowered reduces the mass transfers. Hydrometeors are less available for phase change and the latent heat release is reduced. Air buoyancy is then reduced, which decreases the updraft strength. A modification of the graupel characteristics acts on the whole cyclonic circulation through thermodynamic and dynamical processes (McFarquhar et al., 2006).

(ii) As for mass transfers, local charge separation and charge transfers associated with microphysical processes also depend on the coefficients $a$, $b$, $c$ and $d$. Following Saunders et al. (1991), the charge separated during an elastic collision between two ice particles is
$$\Delta q = BD^{m}(\Delta v)^{n}q \quad \text{in fC},$$
where $D$ (m) is the diameter of the smallest particle, $\Delta v$ (m s$^{-1}$) is the relative impact speed, and $q$ (fC) is the amount of charge transferred per collision. The coefficients $m$, $n$ and $B$ depend on the size of the smallest particle and on the sign of the charge received by the largest particle. Following Saunders et al. (1991), the coefficient $n$ is 2.5 or 2.8, depending on the sign of the charge transferred. This means that a relatively small modification of the graupel fall speed can result in a large modification of the charge separated per collision (Fig. 9).

(iii) When the graupel fall speed is decreased, graupel can be spread horizontally over a broader area (Figs. 3 and 7). This can increase the volume where charge separation by non-inductive charging can occur (Fig. 9b). But graupel is less available in the eyewall for charge separation. In this case study, the volume effect could not counterbalance the lower charging rate per grid point in the SGFS simulation (Fig. 9).

(iv) More pronounced updraft tilting result in pockets of charge not being directly superposed and thus in a reduction of the electric field (Figs. 2 and 3). In addition, particles are advected tangentially away from the updrafts, which reduces both the horizontal and vertical gradient of charges (Black and Hallett, 1999). Graupel particles are heavier than cloud ice, but are found at lower altitudes and are thus exposed to higher tangential velocities. The net effect of the differential tangential advection on the dipole alignment is thus not trivial.

Since cloud electrification and lightning triggering and propagation are threshold processes, the non-occurrence of lightning flashes in a tropical cyclone does not necessarily mean that the system is not electrified. It rather means that the updraft strength necessary for charge separation is not reached, or that the electric field in the cloud is lower than the field needed for flash triggering. Whatever the non-inductive parameterization (Takahashi, 1978; Saunders et al., 1991; Saunders and Peck, 1998; Tsenova et al., 2013) implemented in the
CELLS scheme, the charge separated per collision is a function of the relative fall speed between graupel and ice crystal. Thus, if the graupel fall speed is equal to the ice crystal fall speed, the charge exchanged per collision is zero, and the cloud is not getting electrified. However, in this study, it is shown that even if the graupel fall speed is not reduced to the ice crystal fall speed, the cloud is getting electrified but the storm is not producing a significant lightning activity (Fig. 6h). Therefore, for this particular storm and for this particular non-inductive parameterization (Saunders et al., 1991), a threshold value for the graupel fall speed is almost reached. However, this value should be different for another kind of storm with more intense updrafts and a more developed mixed phase region. Indeed, the low charging rate per collision could be partly compensated by a higher number of graupel-ice crystal collisions efficient for charge separation. It should also change if another parameterization of the non-inductive process was used. In the Saunders’s parameterizations, the charge separated per collision is linked to the graupel fall speed by a power law relation while in the Takahashi’s parameterization a linear relation is used. If the Takahashi’s parameterization was used, the same change in the graupel fall speed would have a smaller impact on the amount of charge separated per collision. Then, the graupel fall speed threshold value leading to an absence of electrification and/or lightning is probably lower for Takahashi’s than for Saunders’s parameterization.

The main advantage of performing idealized simulations of convective systems is that they are free from the impact of the environment, which makes the study of physical processes easier. This study allowed us to underline some key physical processes in a tropical cyclone-like vortex, and will serve as a basis for future studies of tropical storms electrification with the Meso-NH model. However, several limitations are associated to this idealized simulation. First, direct comparison with observation is impossible. Secondly, the importance of vertical wind shear on the azimuthal asymmetry of convection and lightning pointed out by Corbosiero and Molinari (2003) is not considered in this study.

Another drawback of the simulation presented here is the use of a 1-moment scheme that does not allow the Hallet-Mossop process (Hallett and Mossop, 1974) to be treated. This mechanism is hypothesized to be significantly active to generate a supply of ice crystals (Black and Hallett, 1986). Moreover, Rosenfeld et al. (2012) recommended taking the aerosol effects on microphysics and thermodynamics into account to advance in forecasting the intensities of tropical cyclones. Up to now, only few numerical studies have investigated the aerosol effect on the electrical state of thunderstorms. Tan et al. (2016) have recently shown that the effect of aerosols concentration on charge separation is non-linear, while Mansell and Ziegler (2013) found that a greater cloud condensation nuclei concentration tends to lead to greater lightning activity, but with a large sensitivity to ice multiplication. Khain et al. (2008) underlined the complex interactions between aerosol, tropical cyclone structure and potential lightning activity. In addition, an increasing number of observational studies show that the lightning activity may be impacted by aerosols from different origins (Lyons et al., 1998; Altaratz et al., 2010; Wang et al., 2011; Yuan et al., 2011; Tan et al., 2015; Stolz et al., 2015; Proestakis et al., 2016), among others.

In this context, the next step will be the simulation of a recent tropical cyclone in the South-West Indian Ocean initialized with meteorological analysis. This future study will combine a 2-moment microphysical scheme with a 3D budget of aerosols (Vié et al., 2016) along with the CELLS electrical scheme (Barthe et al., 2012). This model configuration will allow us to study the dynamical, microphysical and electrical processes involved in rapid intensification phases.


