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Abstract

We present a new approach for the outflow boundary conditions of Navier-Stokes equations in hemodynamics. We first describe some existing 3D-0D coupling methods and highlight benefits and disadvantages of each of them. We then introduce a new method that consists in adding a 3D artificial part where the Navier-Stokes equations are modified to obtain an equivalent energy balance to a standard coupling with a 3-element Windkessel model. We investigate theoretically the stability of the system and compare it to previously introduced methods. Finally we compare these coupling methods for numerical simulations of blood flow in three patient-specific models, which represent different flow regimes in the pulmonary and systemic circulations. The new method, especially in its hybrid form, is a possible alternative to existing methods. It can be in particular convenient in codes that do not allow users to implement non-standard boundary conditions.

1. Introduction

The three-dimensional Navier-Stokes simulation of blood flow in large vessels requires inlet and outlet boundary conditions that represent hemodynamics at these locations. However, in patient-specific settings, pressure or velocity are rarely clinically measured exactly there, or they can be part of the desired output [43]. Thus, boundary conditions are usually substituted for transmission conditions with reduced models of the rest of the circulation. This typically involves coupling to 1D models (e.g. [8, 15, 33, 41]), or simple lumped parameter 0D models (e.g. [18, 37, 42, 44]) or closed loop lumped parameter 0D models (e.g. [3, 10, 25, 28, 30]). This coupling methodology transfers in various forms pressure and flow rate between 3D and reduced models, for which there is a loss of information. Moreover, reverse flow may occur in parts of or on entire coupling boundaries. This calls for
careful coupling conditions, so that the scheme is stable, without altering too much
the local flow dynamics.

A first coupling method consists in enforcing a uniform pressure obtained from the
reduced model at the coupling boundary. When a variational formulation is used,
e.g. with the finite element method, it is more natural to replace the pressure with
the normal component of the normal stress. However stability analyses show that
the convective term on the boundary can be responsible for numerical instabilities
in the presence of reverse flow. Some Navier-Stokes formulations involve the total
pressure in their natural boundary conditions (e.g. [5]). This has been shown to
lead to an energetically stable coupling between 3D and reduced models of blood
flow (e.g. [16, 17]). Several authors have been expecting instabilities when the
total pressure is not included in the transmission conditions but have not seen them
numerically [9, 17]. In formulations based on static pressure, a dissipative stabi-
lization has been proposed to counteract the destabilizing effect of the convective
boundary term (see [4]). We also refer to [11, 12] where similar ideas were intro-
duced. A boundary condition based on enforcing the continuity of pressure on the
one hand and of a linear combination of flow and energy fluxes on the other hand,
has been proven to be energetically stable, but it does not necessarily conserve mass
[14]. More recently, a local regularization of the fluid velocity along the tangential
directions has been developed in [6]. In all these methods, the reduced model pres-
sure is imposed as a uniform boundary condition for the Navier-Stokes equations.
But in complex flow, such as with reverse flow, there is a priori no reason that the
normal traction or the total pressure is uniform on a coupling boundary. For sta-
bilized methods, the added term introduces some non-uniformity that has also no
obvious reason to correspond to the physiological flow at hand.
In this article, we propose a new method to handle the outflow boundary conditions, by coupling the 3D Navier-Stokes equations with another 3D compartment. This artificial compartment involves modified Navier-Stokes equations that mimic a three-element Windkessel model [19] (as an example of reduced model). The advantages of such an approach are that the coupling 1) does not enforce a uniform traction at the interface, 2) is energetically close to the usual 3D Navier-Stokes - Windkessel solution, without the potentially destabilizing convective boundary term, 3) is provably stable in the energy norm without needing a total pressure formulation. Besides, a strategy of adding an artificial 3D part can be very useful in a commercial code that does not allow the users to implement any 0D boundary conditions.

Our contributions with respect to the existing works considering a 3D compartment (e.g. [27]) are the following. First, our artificial compartment is more complex since it includes two different kinds of dissipation and one term representing an elastic potential energy. This allows us to mimic an RCR Windkessel model, which is important in our applications. Second, we investigate how this artificial compartment affects outflow instabilities typically encountered in hemodynamics; third, we make a numerical comparison of different outflow boundary conditions in realistic hemodynamics test cases.

In the next part of this article we present existing coupling methods, derive the corresponding energy balance. In this context, we present our new modified Navier-Stokes system and analyze its stability. The last part of the methods section is devoted to the numerical implementation. The results are then illustrated on different reverse flow situations, namely three patient-specific cases of numerical blood flow simulations in arteries in the pulmonary and the systemic sides for healthy or diseased configurations. The different methods are compared qualitatively, looking
at the velocity fields at the coupling interface, and quantitatively on the flow and pressure. In some cases, the results are compared to a reference solution obtained on a larger geometry. Finally, a discussion with results of the literature is proposed and possible extensions are presented.

2. Methods

2.1. Problem formulations

Blood is assumed to be a Newtonian fluid flowing in a rigid domain $\Omega_1$. The incompressible Navier-Stokes equations are solved with no-slip condition on the wall $\Gamma$ and with a Dirichlet boundary condition on the velocity at the inlet $\Gamma_{in}$ (the notation is defined in Figure 1):

$$\frac{\partial u}{\partial t} + \rho (u \cdot \nabla u) + \nabla p - 2\mu \nabla \cdot \varepsilon(u) = 0$$ (1)

$$\nabla \cdot u = 0$$ (2)

$$u|_{\Gamma} = 0$$ (3)

$$u|_{\Gamma_{in}} = u_{in}$$ (4)

where $u : \Omega_1 \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ is the velocity, $p : \Omega_1 \times \mathbb{R}^+ \rightarrow \mathbb{R}$ is the pressure, and

$$\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T)$$ denotes the strain rate tensor.

The system (1)-(4) has to be complemented with boundary conditions at the outlet $\Gamma_{out}$, where the Navier-Stokes equations are coupled to a reduced-order model which takes into account the rest of the vessels. Here the names “inlet” and “outlet” are chosen for convenience, but any of these can have some positive or negative flow rate over time. Three possible approaches that have been proposed in the literature are presented below. Then, the main contribution of this study, based on a 3D-3D coupling, is introduced.
2.2. Review of three existing approaches

**Formulation 1: 3D-0D**. The most common idea consists in enforcing a uniform normal stress at the outlet, equal to a pressure $p_c$ given by a reduced model:

$$\mathbf{\sigma} \cdot \mathbf{n} = -p_c \mathbf{n}, \quad \text{on } \Gamma_{\text{out}},$$

(5)

where $\mathbf{\sigma} = -p \mathbf{I} + 2\mu \mathbf{\varepsilon}(\mathbf{u})$. In a finite element framework, this is easily done with a Neumann boundary condition. The advantage of this formulation is its simplicity. Although stable in many practical situations, instabilities can be observed in presence of complex reverse flow. It will be shown in Section 2.4 that an uncontrolled term appears in the energy balance. This is a possible reason of the observed instabilities. In addition, enforcing a uniform normal stress on a section where the flow is complex may generate spurious vortices that can also lead to instabilities.
Formulation 2: 3D-0D-Stab. To cure the instabilities that may appear during backflow with Formulation 1, a stabilization method was proposed in [4]. This approach consists in modifying (5) as follows (here written in a slightly more general form):

\[ \sigma \cdot n = -p_c n - \rho \theta (u \cdot n) u, \quad \text{on } \Gamma_{\text{out}}, \]  

(6)

where \((u \cdot n)_-\) is equal to \(-(u \cdot n)\) if \(u \cdot n \leq 0\), and is equal to 0 if not, and where \(\theta\) has to be fixed.

This method is simple to implement and can be shown to be stable in the energy norm for \(\theta \geq 0.5\). In practice, it proves to be very efficient at reducing the outlet instabilities. It was successfully tested in particular in [29, 36]. Two situations have to be distinguished here. When the backflow is due to spurious vortices induced by the presence of an artificial boundary, this effect is desirable. But it is well-known that a physical backflow can appear in some vessels during diastole. In those cases, the stabilization term artificially takes out of the system an energy that should enter through the outlet.

Formulation 3: 3D-0D-Ptot. Another approach considers a formulation of the Navier-Stokes equations that involves the total pressure (e.g. [5, 22]):

\[ \sigma \cdot n - \frac{\rho}{2} |u|^2 n = -p_c n, \quad \text{on } \Gamma_{\text{out}}. \]  

(7)

This formulation, advocated in particular in [16, 17], can be proved to be stable in the energy norm (see below). But in blood flow, the total stress is far from being uniform on a section. Note that this is even not true for Poiseuille or Womersley flows. As a consequence, this formulation leads to large spurious velocity vectors, even for simple configurations [22]. As in Formulation 1, spurious vortices can be generated at this interface and can eventually trigger instabilities.
2.3. A new formulation

Formulation 4a: 3D-3D. We propose a possible alternative to the previous approaches. System (1)-(4) is coupled to a modified Navier-Stokes system. Instead of a 0D model, an artificial 3D domain \( \Omega_2 \) is added to the 3D domain of interest \( \Omega_1 \) (bottom of Figure 1). In \( \Omega_2 \), the Navier-Stokes equations are modified by adding terms to recover an energy balance similar to the one obtained with Formulation 3.

The resulting system can be written in a compact form in \( \Omega_1 \cup \Omega_2 \):

\[
\begin{align*}
\rho \frac{\partial u}{\partial t} + \rho u \cdot \nabla u + \nabla p - 2\mu \nabla \cdot \varepsilon(u) + \gamma u + \rho \frac{u^2}{2} \nabla \cdot u &= 0 \\
\alpha \frac{\partial p}{\partial t} + \beta p + \nabla \cdot u &= 0 \\
u_{|\Gamma_{1}\cup\Gamma_{2}} &= 0
\end{align*}
\]

where \( \alpha, \beta \) and \( \gamma \) vanish in \( \Omega_1 \), to recover the standard equations (1)-(4), and are positive in \( \Omega_2 \). As indicated in Figure 1, the surface \( \Gamma_2 \) consists of the wall of the added artificial volume, i.e. \( \Gamma_2 = \partial \Omega_2 \setminus \Sigma \). In other words the added artificial surface acts as a “cork”.

Parameter \( \alpha \) is a distributed version of the capacitance \( (C) \) in the Windkessel model. Parameters \( \gamma \) and \( 1/\beta \) play the role of the proximal \( (R_p) \) and distal \( (R_d) \) resistances respectively. Their values will be discussed in Section 2.4. Note that the term \( \beta p \) acts as a sink, whereas the term \( \alpha \partial_t p \) acts as a sink when the pressure increases and as a source when the pressure decreases. The additional term \( \rho \frac{\kappa}{2} \nabla \cdot u \) is necessary to ensure stability in the energy norm, because the fluid is no longer incompressible in the artificial domain \( \Omega_2 \). The equations in the two domains \( \Omega_1 \) and \( \Omega_2 \) are coupled through the usual transmission conditions, with \( n \) being defined on \( \Sigma \) as going from \( \Omega_1 \) to \( \Omega_2 \):

\[
u_1 = u_2, \text{ and } \sigma_1 \cdot n = \sigma_2 \cdot n, \quad \text{on } \Sigma,
\]
which are automatically satisfied when a standard variational formulation of equations (8)-(10) is set on the whole domain $\Omega_1 \cup \Omega_2$.

Contrary to what happened with the three previous formulations, the information coming from the “downstream part” is not uniform on the outflow section $\Gamma_{out}$. Contrary to Formulation 1, an inequality can be proved to control the energy of the system. Compared to Formulation 2, it can let energy enter into the system through $\Gamma_{out}$ in the presence of a physical backflow.

**Formulation 4b.** As a variant, we also propose a hybrid 3D-3D-0D coupling method where the Navier-Stokes equations are coupled to the modified Navier-Stokes model, which is itself coupled to a 3-element Windkessel reduced model, as shown in Figure 2.

---

**Figure 2:** 3D-3D-0D coupling approach (formulation 4b), where $\Omega_1$ is the domain of interest, $\Omega_2$ is an artificial added part, coupled to a 3-element Windkessel model.
In the whole domain $\Omega_1 \cup \Omega_2$, 
\[
\frac{\partial \rho}{\partial t} \left( \rho \left( \frac{\partial u}{\partial t} + \rho u \cdot \nabla u \right) + \nabla p - 2\mu \nabla \cdot \varepsilon(u) + \gamma u \right) = 0 \quad (12)
\]
\[
\nabla \cdot u = 0 \quad (13)
\]
\[
u_{\Gamma_1 \cup \Gamma_2} = 0 \quad (14)
\]
\[
u_{\Gamma_{\text{in}}} = u_{\text{in}} \quad (15)
\]
where $\gamma = 0$ in $\Omega_1$, with the usual transmission conditions (11). We finally couple a 3-element Windkessel model to the system (12)-(15) with the 3D-0D coupling method,
\[
\sigma \cdot n = -p_c n, \quad \text{on } \Gamma_{\text{out}}, \quad (16)
\]

2.4. Stability analysis

In this section, the energy equations of the various formulations presented above are derived. Without loss of generality, the reduced-order model providing the pressure $p_c$ in Formulations 1, 2 and 3, is assumed for now to result from a standard RCR Windkessel model (Figure 1, top):
\[
C \frac{d p_p}{dt} + \frac{p_p - p_d}{R_d} = q \quad (17)
\]
\[
p_c - p_p = R_p q \quad (18)
\]
where $q = \int_{\Gamma_{\text{out}}} u \cdot n ds$. For the sake of simplicity, we assume that the distal pressure $p_d$ is constant and equal to zero.

Multiplying (18) by $q$ and (17) by $p_p$ leads to the energy equation of the lumped parameter model:
\[
p_c q = C \frac{d}{dt} \left( \frac{p_p^2}{2} \right) + R_p q^2 + \frac{p_p^2}{R_d} \quad (19)
\]
We define the kinetic energy $E_{K\Omega_1}$, the viscous power $P_{V\Omega_1}$ and the energy $P_{in}$ entering the domain through $\Gamma_{in}$, respectively by:

$$E_{K\Omega_1} = \int_{\Omega_1} \frac{\rho}{2} |\mathbf{u}|^2 \, dx, \quad (20)$$

$$P_{V\Omega_1} = 2\mu \int_{\Omega_1} \varepsilon(\mathbf{u}) : \varepsilon(\mathbf{u}) \, dx, \quad (21)$$

$$P_{in} = \int_{\Gamma_{in}} \sigma \cdot \mathbf{n} \cdot \mathbf{u} \, ds - \rho \int_{\Gamma_{in}} \frac{|\mathbf{u}|^2}{2} \, n \cdot \mathbf{u} \, ds. \quad (22)$$

**Energy balance of Formulation 1 (3D-0D coupling).** Multiplying (1) by $\mathbf{u}$ and integrating over $\Omega_1$:

$$\frac{d}{dt} \int_{\Omega_1} \frac{\rho}{2} |\mathbf{u}|^2 \, dx + \rho \int_{\Omega_1} \mathbf{u} \cdot \nabla \left( \frac{|\mathbf{u}|^2}{2} \right) \, dx + 2\mu \int_{\Omega_1} \varepsilon(\mathbf{u}) : \varepsilon(\mathbf{u}) \, dx + \int_{\Omega_1} \nabla p \cdot \mathbf{u} \, dx = 0. \quad (23)$$

Using (2) and the no-slip condition on the wall, the energy equation in $\Omega_1$ reads:

$$\frac{d}{dt} E_{K\Omega_1} + P_{V\Omega_1} = P_{in} + \int_{\Gamma_{out}} \sigma \cdot \mathbf{n} \cdot \mathbf{u} \, ds - \rho \int_{\Gamma_{out}} \frac{|\mathbf{u}|^2}{2} \, n \cdot \mathbf{u} \, ds. \quad (24)$$

Considering the coupling condition (5) and the energy equation of the 0D model (19), the global energy balance of the 3D-0D coupling method is obtained:

$$\frac{d}{dt} E_{K\Omega_1} + P_{V\Omega_1} + C \frac{d}{dt} \frac{p_p^2}{R_d} + \frac{p_p^2}{R_d} + R_p q^2 = P_{in} - \rho \int_{\Gamma_{out}} \frac{|\mathbf{u}|^2}{2} \, n \cdot \mathbf{u} \, ds \quad (24)$$

In the presence of reverse flow at an outlet ($\mathbf{u} \cdot \mathbf{n} < 0$) the last term may thus have a destabilizing effect.

**Energy balance of Formulation 2 (3D-0D-Stab coupling).** With the same computation as in Formulation 1, but considering (6) instead of (5) as a coupling condition, the energy equation of Formulation 2 reads:

$$\frac{d}{dt} E_{K\Omega_1} + P_{V\Omega_1} + C \frac{d}{dt} \frac{p_p^2}{R_d} + \frac{p_p^2}{R_d} + R_p q^2 = \begin{cases} 
 P_{in} - \frac{\rho}{2} \int_{\Gamma_{out}} |\mathbf{u}|^2 (\mathbf{u} \cdot \mathbf{n}) \, ds, \text{ if } \mathbf{u} \cdot \mathbf{n} \geq 0 \\
 P_{in} - \rho \left( \frac{1}{2} - \theta \right) \int_{\Gamma_{out}} |\mathbf{u}|^2 (\mathbf{u} \cdot \mathbf{n}) \, ds, \text{ if } \mathbf{u} \cdot \mathbf{n} < 0 
\end{cases} \quad (25)$$
This formulation is therefore stable in the energy norm for $\theta \geq 0.5$. If $\theta = 0.5$, as in [29, 36], the potentially destabilizing term of (24) is exactly balanced by the artificial dissipation when $u \cdot n < 0$. In some publications, a stronger dissipation is chosen (e.g. $\theta = 1$ in [4]).

*Energy balance of Formulation 3 (3D-0D-Ptot coupling):* When coupling is done with the total pressure (7), the potentially destabilizing term of (24) disappears in the energy balance:

$$
\frac{d}{dt} E_{K_{\Omega_1}} + P_{V_{\Omega_1}} + C \frac{d}{dt} \left( \frac{p_R^2}{2} \right) + \frac{p_R^2}{R_d} + R_p q^2 = P_{in}
$$

This formulation is therefore stable in the energy norm.

*Energy balance of Formulation 4a (3D-3D coupling):* As in Formulation 1, the energy equation in the domain of interest $\Omega_1$ reads:

$$
\frac{d}{dt} E_{K_{\Omega_1}} + P_{V_{\Omega_1}} = P_{in} + \int_{\Sigma} (\sigma \cdot n \cdot u - \rho \frac{|u|^2}{2} n \cdot u) ds
$$

Similarly, in the artificial domain $\Omega_2$, from the modified Navier-Stokes equation (8)-(9)-(10):

$$
\frac{d}{dt} E_{K_{\Omega_2}} + P_{V_{\Omega_2}} + \gamma \int_{\Omega_2} |u|^2 dx - \int_{\Omega_2} p \nabla \cdot u dx = - \int_{\Sigma} \sigma \cdot n \cdot u ds + \rho \int_{\Sigma} \frac{|u|^2}{2} n \cdot u ds
$$

Using equation (9),

$$
\frac{d}{dt} E_{K_{\Omega_2}} + P_{V_{\Omega_2}} + \alpha \frac{d}{dt} \int_{\Omega_2} \frac{p^2}{2} dx + \beta \int_{\Omega_2} p^2 dx + \gamma \int_{\Omega_2} |u|^2 dx
$$

$$
= - \int_{\Sigma} \sigma \cdot n \cdot u ds + \rho \int_{\Sigma} \frac{|u|^2}{2} n \cdot u ds
$$

Adding these two relations, the boundary terms in the right-hand side cancel out, due to the transmission condition (11), and the energy balance of Formulation 4a is obtained:

$$
\frac{d}{dt} E_{K_{\Omega_1 \cup \Omega_2}} + P_{V_{\Omega_1 \cup \Omega_2}} + \alpha \frac{d}{dt} \int_{\Omega_2} \frac{p^2}{2} dx + \beta \int_{\Omega_2} p^2 dx + \gamma \int_{\Omega_2} |u|^2 dx = P_{in}^{\Omega_1}.
$$
This formulation is therefore stable in the energy norm. Comparing (30) with (26), we notice an analogy between $\alpha, \beta, \gamma$ and the standard Windkessel parameters. From this observation, we can set:

$$\alpha \approx C/V, \beta \approx 1/(R_d V), \gamma \approx R_p S/L,$$

(31)

where $V$, $S$ and $L$ respectively denote the volume, the section and the length of the artificial domain $\Omega_2$.

Similarly, the energy balance of Formulation 4b (3D-3D-0D coupling) is thus:

$$\begin{align*}
\frac{d}{dt} E^{\Omega_1 \cup \Omega_2} + P^{\Omega_1 \cup \Omega_2} + \gamma \int_{\Omega_2} |u|^2 \, dx \\
+ C \frac{d}{dt} \frac{p_p^2}{2} + \frac{p_p^2}{R_d} + R_p q^2 = p_{in}^{\Omega_1} - \rho \int_{\Gamma_{out}} \frac{|u|^2}{2} n \cdot u \, ds.
\end{align*}$$

(32)

In this hybrid formulation, the outlet inertial term reappears, but, as will be seen in the results, this formulation is stable in practice.

2.5. Numerical schemes

The RCR Windkessel model is discretized with a first-order scheme: assuming that $p_p^n$ and $q^n$ are known, then $p_p^{n+1}$ and $p_c^{n+1}$ are defined by

$$\begin{align*}
P^{n+1}_p - P^n_p &= \frac{C}{\Delta t} (p_p^{n+1} - p_p^n) + \frac{p_p^{n+1}}{R_d} = q^n, \\
P^{n+1}_c &= p^{n+1}_p + R_p q^n.
\end{align*}$$

(33)

Denoting $R_d C$ by $\tau$, the pressure transmitted to the 3D model at time $t^{n+1}$ is given by:

$$p^{n+1}_c = \frac{\tau}{\Delta t} p^n_p + \frac{R_d q^n}{1 + \frac{\tau}{\Delta t}} + R_p q^n.$$  

(34)

The 3D formulations are discretized with a first-order time scheme and P1/P1 stabilized finite element [35]. The nonlinear advection term of the Navier-Stokes
equations is treated semi-implicitly. In the following the finite element test functions for the momentum and continuity equations are respectively denoted by \(v_h\) and \(q_h\).

**Formulation 1 (3D-0D).** Defining the bilinear form:

\[
A_1^\Omega(u_h^n, (u_{h}^{n+1}, p_{h}^{n+1}), (v_h, q_h)) = \int_\Omega \left( \frac{p}{\Delta t} u_{h}^{n+1} + \rho u_{h}^n \cdot \nabla u_{h}^{n+1} \right) \cdot v_h dx + \int \mu \nabla u_{h}^{n+1} : \nabla v_h dx \quad \text{for every } v_h \text{ and } q_h.
\]

the variational formulation of the 3D-0D method reads: Find \(u_{h}^{n+1}\) and \(p_{h}^{n+1}\) such that for every \(v_h\) and \(q_h\),

\[
A_1^\Omega(u_h^n, (u_{h}^{n+1}, p_{h}^{n+1}), (v_h, q_h)) = \int_\Omega \frac{p}{\Delta t} u_{h}^n \cdot v_h dx - \int_{\Gamma_{\text{out}}} p_{e}^{n+1} n \cdot v_h ds \quad \text{(36)}
\]

**Remark 2.1.** Note that the weak form of the viscous term is based on the relation \(\mu \Delta u = 2 \mu \nabla \cdot \varepsilon(u)\), valid for an incompressible fluid. The natural condition corresponding to this formulation is compatible with Poiseuille and Womersley flows contrary to the one based on \(\varepsilon(u)\) (e.g. [22]). We made this choice to avoid perturbations of the velocity field at the outlet for these basic flows, but the formulation based on \(\varepsilon(u)\) can also be used in practice.

**Formulation 2 (3D-0D-Stab).** Considering the bilinear form (35) and boundary conditions (6) with \(\theta = 0.5\), the 3D-0D-Stab method variational formulation reads:

Find \(u_{h}^{n+1}\) and \(p_{h}^{n+1}\) such that for every \(v_h\) and \(q_h\),

\[
A_1^\Omega(u_h^n, (u_{h}^{n+1}, p_{h}^{n+1}), (v_h, q_h)) = \int_\Omega \frac{p}{\Delta t} u_{h}^n \cdot v_h dx - \int_{\Gamma_{\text{out}}} p_{e}^{n+1} n \cdot v_h ds - \int_{\Gamma_{\text{out}}} \frac{\rho}{2} (u_{h}^{n} \cdot n)(u_{h}^{n+1} \cdot v_h) ds \quad \text{(37)}
\]

**Formulation 3 (3D-0D-Ptot).** Defining the bilinear form:

\[
A_2^\Omega(u_h^n, (u_{h}^{n+1}, p_{h}^{n+1}), (v_h, q_h)) = \int_\Omega \left( \frac{p}{\Delta t} u_{h}^{n+1} + \rho (\nabla \times u_{h}^{n+1}) \times u_{h}^n \right) \cdot v_h dx - \int_\Omega \frac{\rho}{2} u_{h}^{n+1} \cdot u_{h}^{n+1} \cdot v_h dx + \int \mu \nabla u_{h}^{n+1} : \nabla v_h dx - \int \Omega \left( p_{h}^{n+1} \nabla \cdot v_h + q_{h} \nabla \cdot u_{h}^{n+1} \right) dx \quad \text{(38)}
\]
The variational formulation of the 3D-0D-Ptot method reads: Find \( u_h^{n+1} \) and \( p_h^{n+1} \) such that for every \( v_h \) and \( q_h \),

\[
A_2^\Omega(u_h^n; (u_h^{n+1}, p_h^{n+1}), (v_h, q_h)) = \int_{\Omega} \frac{\rho}{\Delta t} u_h^n \cdot v_h \, dx - \int_{\Gamma_{\text{out}}} p_c^{n+1} n \cdot v_h \, ds \tag{39}
\]

**Remark 2.2.** In this formulation, the total pressure only appears in the boundary condition but the pressure unknown is still the static pressure. It is also possible to consider a formulation, based on the relation \( u \cdot \nabla u^T = \nabla (\frac{|u|^2}{2}) \), where the static pressure is replaced by the total pressure as an unknown [22].

**Formulation 4a (3D-3D).** Defining the bilinear form:

\[
A_3^\Omega(u_h^n; (u_h^{n+1}, p_h^{n+1}), (v_h, q_h)) = \int_{\Omega} \left( \frac{\rho}{\Delta t} u_h^{n+1} + \rho u_h^n \cdot \nabla u_h^{n+1} \right) \cdot v_h \, dx \\
+ \int_{\Omega} \mu \nabla u_h^{n+1} : \nabla v_h \, dx - \int_{\Omega} \left( p_h^{n+1} \nabla \cdot v_h + q_h \nabla \cdot u_h^{n+1} \right) \, dx \\
+ \int_{\Omega} \gamma u_h^{n+1} \cdot v_h \, dx + \int_{\Omega} \frac{\rho}{2} u_h^{n+1} \cdot v_h \nabla \cdot u_h^n \, dx - \int_{\Omega} \left( \frac{\alpha}{\Delta t} + \beta \right) p_h^{n+1} q_h \, dx \tag{40}
\]

where, \( \alpha = \beta = \gamma = 0 \) in \( \Omega_1 \).

The variational formulation of the 3D-3D method reads: Find \( u_h^{n+1} \) and \( p_h^{n+1} \) such that for every \( v_h \) and \( q_h \),

\[
A_3^{\Omega_1 \cup \Omega_2}(u_h^n; (u_h^{n+1}, p_h^{n+1}), (v_h, q_h)) = \int_{\Omega_1 \cup \Omega_2} \left( \frac{\rho}{\Delta t} u_h^n \cdot v_h - \frac{\alpha}{\Delta t} p_h^n q_h \right) \, dx \tag{41}
\]

The variational formulation of **Formulation 4b (3D-3D-0D)** is the same with the addition on the right hand side of \(- \int_{\Gamma_{\text{out}}} p_c^{n+1} n \cdot v_h \, dx \), and taking \( \alpha = 0, \beta = 0 \).

### 3. Results

In this section we present results of all these coupling methods for patient-specific cases in the systemic and the pulmonary sides where the flow regimes are very different. The first case is a typical case of flow in pulmonary arteries: the flow
field is not so complex, and yet prescribed inlet back flow generates stability issues. For the second case the main advantages are first that the effect of artificially cutting the geometry can be assessed, and second that, due to the bifurcation close to the inlet, it is a case of more complex flow, although at the inlet no back flow is imposed. Finally, the third case tests a typical systemic hemodynamics scenario: instabilities there are generally observed during deceleration after peak systole. These three cases thus reflect the diversity of typical numerical instabilities seen in cardiovascular simulations. Through them, we highlight differences, benefits and disadvantages in the instability treatments.

For each case, the choice of Windkessel parameters is described. For the 3D-3D model, parameters were chosen following equations 31, given the specific added volume dimensions. Finally, parameters of the hybrid 3D-3D-0D method were defined as follows: in the artificial parts, $\gamma$ is chosen as 10% of the $\gamma$ in the 3D-3D model, while correspondingly the proximal resistance of the Windkessel model is decreased by 10% compared to the original value.

3.1. Adult patient-specific pulmonary artery: a case with inlet backflow

This patient specific geometrical model is an adult pulmonary artery (PA). Velocity is prescribed at the inlet of the model, as a plug profile following the flow tracing of Figure 3. There is around 16% of reverse flow. The maximum flow rate is around $378cm^3/s$, leading to a highest Reynolds number of 2400. During the deceleration after systole, physical reverse flow occurs with a minimal flow rate around $-66cm^3/s$. Figure 3 also shows on the left-hand side the original geometrical model containing 107K tetrahedra, with both outlets coupled to 3-element Windkessel models by successively the 3D-0D, 3D-0D-Stab and 3D-0D-Ptot methods.
On the right-hand side, the geometrical model with the added artificial parts consists of 127K tetrahedra: there the coupling is done with the 3D-3D and 3D-3D-0D methods.

Figure 3: Original geometrical model in blue (left) and geometrical model with the added outlet 3D artificial parts in red and purple (right). Inlet flow tracing over two cardiac cycles.

Table 1 summarizes the parameters of the different coupling methods. On the left-hand side, the Windkessel model parameters are the ones of the 3D-0D, 3D-0D-Stab and 3D-0D-Ptot coupling approaches. They were chosen to represent physiological PA pressure pulses, assuming symmetry between the two lung vasculatures [21]. The 3D-3D (right) and 3D-3D-0D (below) parameters in the artificial added parts are displayed, given that the added volumes are such that $V$, $S$ and $L$ are respectively 5 cm$^3$, 2.5 cm$^2$, and 2 cm on both sides.
This example is a typical PA physiological case. In Figure 4 velocity fields are shown during forward peak flow (top) and in presence of backflow (bottom), comparing the 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling methods. During forward flow, the four approaches lead to very similar velocity fields. In fact, in this configuration the convective stabilization is off, which is verified by the same results obtained for the 3D-0D or 3D-0D-Stab methods. During backflow, the 3D-0D coupling method exhibits perturbations with inward vectors which are very large relative to the flow rate for a few time steps. The 3D-0D-Stab method, while stable, perturbs the hemodynamics by reducing the velocity vectors to almost zero. The 3D-3D approach allows to recover a backflow without instabilities, and similarly for 3D-3D-0D.

In Figure 5, the 3D-0D-Ptot method exhibits velocity vectors with strong spurious radial components at the outlet surface [22]. Spurious in and out of plane vectors can also be seen, even though flow is maximally forward. Moreover, computations are not diverging but lead to a very large in-plane pressure gradient ($\Delta P = 26.50 \text{ mmHg}$), which is not relevant from a physiological point of view.

Table 1: $R_p$ and $R_d$ in g cm$^{-4}$ s$^{-1}$, and $C$ in g$^{-1}$ cm$^4$ s$^2$, $\alpha$ in g$^{-1}$ cm s$^2$, $\beta$ in g$^{-1}$ cm s, and $\gamma$ in g cm$^{-3}$ s$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>LPA</th>
<th>RPA</th>
<th>Lc</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>4 $10^4$</td>
<td>4 $10^4$</td>
<td>$\gamma$</td>
<td>4.9 $10^1$</td>
</tr>
<tr>
<td>$C$</td>
<td>1 $10^{-3}$</td>
<td>1 $10^{-3}$</td>
<td>$\alpha$</td>
<td>2 $10^{-4}$</td>
</tr>
<tr>
<td>$R_d$</td>
<td>3 $10^2$</td>
<td>3 $10^2$</td>
<td>$\beta$</td>
<td>6.7 $10^{-4}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Lout</th>
<th>Rout</th>
<th>Lc</th>
<th>Rc</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>3.6 $10^1$</td>
<td>3.6 $10^1$</td>
<td>$\gamma$</td>
<td>4.9</td>
</tr>
<tr>
<td>$C$</td>
<td>1 $10^{-3}$</td>
<td>1 $10^{-3}$</td>
<td>$\alpha$</td>
<td>0</td>
</tr>
<tr>
<td>$R_d$</td>
<td>3 $10^2$</td>
<td>3 $10^2$</td>
<td>$\beta$</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 4: Velocity fields at the LPA interface, when flow at the inlet is maximal forward (top, $t=0.10s$, $Q_{\text{max}} = 378 \text{ cm}^3/\text{s}$) and is reverse (bottom, $t=1.06s$, $Q_{\text{min}} = -66 \text{ cm}^3/\text{s}$) with the 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling methods from left to right.

Figure 5: In-plane pressure relative to its minimum value (left) and velocity fields (right) at the LPA interface during maximal forward flow ($t=0.1s$) with the 3D-0D-Ptot coupling method.
The time-varying flow rates and average pressure at the coupling surfaces are now analyzed (Figure 6 shows the LPA). For each coupling method, similar flow and pressure results are found on both the left and right-hand sides. Flow and pressure from the **3D-0D-Ptot** method are not represented as the obtained values were non-physiological: although the simulation did not diverge, they were too high with spurious high-frequency tracings. For all other coupling methods, flow varies over time very similarly. Pressure varies over 3 to 20 mmHg, in exactly the same way for the **3D-0D** and **3D-0D-Stab** methods, but a few mmHg lower for the **3D-3D** model, while for the **3D-3D-0D** model it is closer to the other couplings.

At this point however, it is hard to conclude on which method is best reproducing the real flow behavior, because we do not have access to the three dimensional downstream domain. But this case is highlighting the robustness of the **3D-0D-Stab** and **3D-3D** coupling methods to avoid large numerical artefacts due to physiological reverse flow in a patient-specific case.

### 3.2. Diseased child pulmonary arteries: a challenging fluid dynamics case

This patient specific geometry is the first generation of a pulmonary arterial tree of a child affected by a congenital heart disease, the single ventricle pathology (pulmonary atresia with intact ventricular septum). This patient underwent a so-called stage 1 surgical procedure consisting of an anastomosis between the systemic and pulmonary circulatory systems *via* a 3.5mm artificial shunt. For more information about this patient and its model reconstruction see [1].

Figure 7 represents the complete geometrical model (918K tetrahedra, six outlets), the short model with cut pulmonary artery branches (471K tetrahedra, two outlets), and the short model with its artificial parts to the outlet surfaces (505K tetrahedra,
Figure 6: Flow rate and pressure over two cardiac cycles in the LPA for the different coupling models.
Figure 7: From left to right: complete model (with outlets 1 – 6), short model (two outlets, R for the RPA and L for the LPA), and short model with the two artificial three dimensional parts on each side, \( R_c \) and \( L_c \). Top: imposed inflow shown over two cycles, with the two dots representing maximum flow and decelerating flow respectively.
2 outlets). As in the previous case, velocity was prescribed at the inlet with a plug profile, following a typical shunt flow tracing. The highest Reynolds number is 3000. The flow rate varies over one cardiac cycle between 5.8 \text{cm}^3/\text{s} and 11.2 \text{cm}^3/\text{s}: there is thus no physical flow reversal prescribed at the inlet. The main advantages of this case are first that the effect of artificially cutting the geometry can be assessed, and second that, due to the bifurcation close to the inlet, it is a case of more complex flow than previously.

In Table 2 the values of proximal and distal resistances, and capacitances are given for each of the six outlets of the complete geometrical model. These values were generated to reflect clinical measurements [1, 2]. A first simulation is run with the 3D-0D coupling approach on the complete geometry. All the coupling methods with the short models are then compared to this reference simulation.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>3.19 \times 10^1</td>
<td>4.73 \times 10^1</td>
<td>6.38 \times 10^0</td>
<td>1.71 \times 10^1</td>
<td>4.26 \times 10^1</td>
<td>5.75 \times 10^0</td>
</tr>
<tr>
<td>$C$</td>
<td>4.40 \times 10^{-4}</td>
<td>1.79 \times 10^{-4}</td>
<td>5.50 \times 10^{-2}</td>
<td>1.14 \times 10^{-2}</td>
<td>2.35 \times 10^{-4}</td>
<td>1.06 \times 10^{-2}</td>
</tr>
<tr>
<td>$R_d$</td>
<td>2.45 \times 10^4</td>
<td>6.13 \times 10^2</td>
<td>2.95 \times 10^1</td>
<td>1.11 \times 10^4</td>
<td>4.63 \times 10^4</td>
<td>1.58 \times 10^4</td>
</tr>
</tbody>
</table>

Table 2: $R_p$ and $R_d$ in g cm$^{-4}$ s$^{-1}$, and $C$ in g$^{-1}$ cm$^4$ s$^2$ for the six Windkessel model outlets of the reference simulation in the complete geometrical model.

In Table 3, the reduced model parameters for the short geometries are given. They were generated from the reference model parameters: at both outlets, an equivalent impedance is computed from the three distal outlet Windkessel model of the complete model. Windkessel model parameters are then optimized to match this impedance. This Windkessel model is then coupled to the 3D Navier-Stokes equations with the 3D-0D, 3D-0D-Stab and 3D-0D-Ptot methods. The 3D-3D parameters in the artificial added parts are displayed, given that the added volumes are such that $V$, $S$ and $L$ are respectively 0.066 cm$^3$, 0.33 cm$^2$, and 0.2 cm for the left
side and 0.1 cm³, 0.49 cm², and 0.2 cm for the right side, reflecting the smaller dimensions of this child anatomy. The 3D-3D-0D parameters are hybrid between the 3D-0D and 3D-3D as described in the beginning of the section.

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>L</th>
<th>Rc</th>
<th>Lc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rp</td>
<td>4.44 10⁰</td>
<td>5.28 10⁰</td>
<td>7.13 10⁰</td>
<td>1.29 10⁴</td>
</tr>
<tr>
<td>C</td>
<td>1.29 10⁻²</td>
<td>6.20 10⁻³</td>
<td>1.96 10⁻¹</td>
<td>6.35 10⁻²</td>
</tr>
<tr>
<td>Rd</td>
<td>1.33 10¹</td>
<td>2.51 10¹</td>
<td>1.14 10⁰</td>
<td>4.09 10⁻¹</td>
</tr>
</tbody>
</table>

Table 3: Parameters for the different coupling methods in the short models: $R_p$ and $R_d$ in g cm⁻⁴ s⁻¹, and $C$ in g⁻¹ cm² s⁻², $\alpha$ in g⁻¹ cm s², $\beta$ in g⁻¹ cm s, and $\gamma$ in g cm⁻³ s⁻¹.

In Figure 8 velocity fields in the RPA are compared between the different methods at the same location during maximal forward flow (left) and deceleration flow (right). The reference case (top) presents no instability because the flow is smoother at its distal outlets, which is typical of bifurcations quite downstream of complex flow [39]. At maximal forward flow, it shows complex flow in the RPA. This behavior is retrieved on the short model with the 3D-0D coupling method but with inwards velocity vectors. However, the computation is close to divergence. The 3D-0D-Stab coupling method efficiently kills the reverse velocity vectors at the coupling surface so that a similar forward flow motion to the 3D-0D coupling method is retrieved without backflow. Note that the 3D-3D coupling leads to a velocity profile closer to the reference case.

Regarding blood flow behavior during the decelerating phase (right column in Figure 8), there is reverse flow in the reference case and a large proportion of the forward flow is located at the bottom of the surface area. With the 3D-0D coupling method at outlet surfaces of the cut model, the computation is diverging, but the 3D-0D-Stab coupling method leads to a blood flow behavior where velocity vectors are underestimated at the center and top of the coupling surface area. In
Figure 8: Velocity fields in RPA at peak inlet flow (left, \( t=0.0936 \)s, \( Q_{\text{max}} = 11.2 \) cm\(^3\)/s) and during decelerating flow (right, \( t=0.156 \)s) comparing the reference, 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling methods from top to bottom. The two times are shown as dots on the inflow Figure 7. Color encodes velocity magnitude from 0 (blue) to 90 cm/s (red).
the 3D-3D coupling approach, flow motion is more homogeneous in terms of size and direction of the velocity vectors. The 3D-3D-0D coupling method leads during maximal forward flow to a velocity field close to the coupling of reduced model with the 3D-0D-Stab method. During deceleration the majority of flow is located at the bottom of the coupling surface and backflow is authorized in the upper part. The obtained flow behavior is thus close to the reference case.

The velocity field for the 3D-0D-Ptot coupling method behaves as in the previous patient-specific case of adult pulmonary arteries. However, the computation is diverging.

In the figures above, the RPA side is presented. In fact, the LPA is turning in the downstream 3D domain of the reference case in such a way that hemodynamics are even more different between the reference and the cut models than for the RPA. Next, the resulting flow rates are compared at coupling surfaces (Figure 9 shows as an example the RPA), between the 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling models. In all cases, most of the flow goes to the RPA, following a dynamics close to that of the inlet flow, with a peak in systole followed by a rapid decay. The flow rates oscillate in time in diastole due to the complex flow structures created by the interaction of the impinging inflow and the patient-specific geometry. However, for the 3D-0D case the flow rates largely oscillate before the simulation diverges. In terms of magnitude, the coupling method that is closer to the reference case is the 3D-0D-Stab method, on both sides. The 3D-3D coupling approach is leading to a satisfying blood flow behavior but changes the distribution of flow between the left and right-hand sides for this choice of parameters: it slightly overestimates flow in the RPA and thus underestimates flow in the LPA. However, the hybrid coupling method 3D-3D-0D is close to the reference case. The diverging 3D-0D-Ptot results are not represented because the simulation
diverged early on (t=0.0936s).

Figure 9: Flow rate (left) and pressure (right) over two cardiac cycles in the RPA for the different coupling methods.
Lastly, Figure 9 shows the corresponding pressure waveforms. The time dynamics are similar for all cases and on both sides, except for the 3D-0D case which diverges in the first cardiac cycle. After the transitory first cycle, the second cycle is closer to a periodic solution with a sharp rise in systole, followed by a smooth diastole decay. The closest results to the **reference** case is the **3D-0D-Stab** method for both sides. The **3D-3D** approach underestimates pressure for both sides. However the hybrid **3D-3D-0D** coupling approach more closely reproduces the **reference** results.

To summarize this case, both 3D-0D and 3D-0D-Ptot couplings lead to divergence of the simulation, although there is negative flow rate neither at the inlet nor at the outlets. This is highlighting the need for robust numerical methods in the presence of complex flow, such as the **3D-0D-Stab** and **3D-3D** or **3D-3D-0D** coupling methods. The three presented similarities and differences with the **reference** case, which is the ground truth, **3D-3D-0D** being the best compromise in this example.

### 3.3. Adult patient-specific aorta: complex flow generated during deceleration

This last patient-specific case is an abdominal adult aorta. Figure 10 consists of the inlet flow rate over time and the three tested geometrical models: the complete 3D model containing 608K tetrahedra and 9 outlet surfaces, the short model containing 473K tetrahedra and 6 outlet surfaces where the abdominal aorta was cut to remove the iliac branches, and the same cut model but with an artificial 3D part at its descending aorta outlet, containing 499K tetrahedra. Velocity is prescribed at the inlet of the model, as a plug profile following the flow tracing of Figure 10. As is typical in the supra celiac descending aorta, this flow rate does not contain reverse flow over the entire cardiac cycle. The maximal flow is \( Q_{\text{max}} = 177 \text{ cm}^3/\text{s} \)
and the minimal flow is $Q_{\text{min}} = 7 \text{ cm}^3/\text{s}$. Deceleration is large enough to generate complex flow behavior in all the geometrical models regardless of the outlets coupling methodology at hand. The complete model is the reference where three dimensional Navier-Stokes equations are coupled to reduced models at every outlet with the 3D-0D coupling method.

Figure 10: Top: imposed inflow (cm$^3$/s) shown over two cycles. Below, from left to right: the complete 3D model, the cut 3D model and the cut 3D model with its artificial 3D part tagged “cork”. The outlets are all labeled for future reference.

Table 4 contains the values of the proximal and distal resistances, and capacitances
for each of the nine outlets of the complete geometrical model. These values have been set to match clinical measurements [41].

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>$9.63 \times 10^2$</td>
<td>$2.96 \times 10^2$</td>
<td>$5.98 \times 10^2$</td>
<td>$3.57 \times 10^2$</td>
<td>$1.46 \times 10^3$</td>
</tr>
<tr>
<td>$C$</td>
<td>$6.21 \times 10^{-5}$</td>
<td>$7.67 \times 10^{-4}$</td>
<td>$3.80 \times 10^{-6}$</td>
<td>$1.40 \times 10^{-6}$</td>
<td>$3.03 \times 10^{-5}$</td>
</tr>
<tr>
<td>$R_d$</td>
<td>$3.36 \times 10^4$</td>
<td>$1.03 \times 10^4$</td>
<td>$1.48 \times 10^4$</td>
<td>$2.51 \times 10^4$</td>
<td>$1.14 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 4: Reduced model parameters for each outlet of the reference model, as labeled in the full model of Figure 10. $R_p$ and $R_d$ in g cm$^{-4}$ s$^{-1}$, and $C$ in g$^{-1}$ cm$^4$ s$^2$.

Table 5 contains values of proximal and distal resistances, and capacitances for each of the six outlets of the cut geometrical model. These reduced model parameters for the cut abdominal outlet surface (cut2) were not generated from the ones of the four outlet surfaces of the reference model (labeled 1, 7, 8 and 11) as was done in the previous test case, as this was leading to too inaccurate results. Instead, the three Windkessel model parameters of this cut outlet were identified by a Kalman filtering approach based on the flow and pressure tracings from the reference simulation [34, 35].

<table>
<thead>
<tr>
<th></th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>$1.08 \times 10^3$</td>
<td>$4.86 \times 10^2$</td>
<td>$2.70 \times 10^4$</td>
<td>$1.59 \times 10^3$</td>
</tr>
<tr>
<td>$C$</td>
<td>$6.91 \times 10^{-3}$</td>
<td>$3.70 \times 10^{-6}$</td>
<td>$2.13 \times 10^{-3}$</td>
<td>$3.09 \times 10^{-5}$</td>
</tr>
<tr>
<td>$R_d$</td>
<td>$4.35 \times 10^4$</td>
<td>$1.49 \times 10^4$</td>
<td>$1.55 \times 10^4$</td>
<td>$1.15 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 5: Reduced model parameters for each of the six outlet of the cut model (for the 3D-0D and 3D-0D-Stab coupling methods), as labeled in Figure 10. $R_p$ and $R_d$ in g cm$^{-4}$ s$^{-1}$, and $C$ in g$^{-1}$ cm$^4$ s$^2$.

Table 6 contains values of proximal and distal resistances, and capacitances for each of the five outlets of the original part and coefficient $\alpha$, $\beta$ and $\gamma$ for the 3D-3D model in the artificial part. The latter were chosen given that the added volumes
are such that $V$, $S$ and $L$ are respectively 1.8 cm$^3$, 1.8 cm$^2$, and 1 cm. For the 3D-3D-0D model, the values are the same, except for the artificial part for which changes are described at the beginning of the results section.

<table>
<thead>
<tr>
<th>cut1</th>
<th>cut3</th>
<th>cut4</th>
<th>cut6</th>
<th>cut7</th>
<th>cork</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_p$</td>
<td>$4.86 \times 10^4$</td>
<td>$3.57 \times 10^2$</td>
<td>$2.96 \times 10^4$</td>
<td>$2.70 \times 10^4$</td>
<td>$5.98 \times 10^4$</td>
</tr>
<tr>
<td>$C$</td>
<td>$3.70 \times 10^{-6}$</td>
<td>$1.40 \times 10^{-6}$</td>
<td>$7.67 \times 10^{-4}$</td>
<td>$2.13 \times 10^{-5}$</td>
<td>$3.80 \times 10^{-6}$</td>
</tr>
<tr>
<td>$R_d$</td>
<td>$1.49 \times 10^4$</td>
<td>$2.51 \times 10^4$</td>
<td>$1.03 \times 10^4$</td>
<td>$1.55 \times 10^4$</td>
<td>$1.48 \times 10^4$</td>
</tr>
</tbody>
</table>

Table 6: Reduced model parameters for each outlet of the 3D-3D coupling model, as labeled in the cut model with “cork” in Figure 10. $R_p$ and $R_d$ in g cm$^{-4}$ s$^{-1}$, and $C$ in g$^{-1}$ cm$^4$ s$^2$, $\alpha$ in g$^{-1}$ cm s$^2$, $\beta$ in g$^{-1}$ cm s, and $\gamma$ in g cm$^{-3}$ s$^{-1}$.

Hemodynamics are compared through the cut abdominal aortic surface of the reference simulation with the abdominal aortic outlet of the other models. On the left column of Figure 11, i.e. during forward flow, the velocity field behavior is closer to the reference for the 3D-0D coupling and thus also for 3D-0D-Stab method since the vectors are all pointing outwards. The 3D-3D approach leads to a flatter velocity profile. 3D-3D-0D is in between these two methods. However, during reverse flow, the reference case concentrates the higher velocity magnitudes on the exterior part of the surface area. The 3D-0D coupling method results in high central velocity vectors, eventually leading to divergence of the simulation. This time, the 3D-0D-Stab and 3D-3D-0D coupling exhibit some backflow but with a homogeneous distribution of velocity vectors on the surface area. The 3D-3D model is similar, but with velocity magnitude closer to the average reference case. Figure 12 shows the Ptot coupling method results, with spurious radial velocity vectors, exhibiting here particularly the well-known effect of the total pressure coupling [22]. In this case the simulation actually diverges.
Figure 11: Velocity fields at two different times, $t=0.21s$ (maximal forward inlet flow, left) and $t=0.46s$ (maximal reverse flow at outlet, right) for from top to bottom: reference, 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling models. Color encodes for velocity magnitude from 0 (blue) to 50 cm/s (red).
Next, in Figure 13, the resulting time-varying flow rates are compared at the same surface, between the 3D-0D, 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling models. All cases follow a dynamics with a peak in systole followed by a rapid deceleration with significant flow reversal and then forward flow again in the last part of diastole. The curves are neither completely synchronized in time nor matching completely in amplitudes. This time, for the 3D-0D case the flow rate does not largely oscillate before the simulation diverges. Moreover the 3D-0D-Stab coupling method is disturbing the blood flow behavior, with a flow rate amplitude lower than the reference one, where maximum flow is lower and minimum flow is higher than reference flow rate. The 3D-3D follows closely. The coupling method that reproduces as best as possible the flow tracing from the reference case is the 3D-3D-0D coupling method even if the minimum flow is overestimated.

In Figure 14, the corresponding pressure curves are compared: although they all follow the same typical pressure dynamics of a peak in systole followed by a smooth decay in diastole, all coupling methods overestimate the reference pressure. They are all shifted in time differently than for the flow rates. The 3D-0D case overestimates pressure the least, but it diverges in diastole. For this test case, the 3D-0D-Stab method is the furthest from the reference case whereas the 3D-3D-0D coupling model is the closest. The 3D-3D coupling approach is in between in terms of magnitude, but with an additional time shift.
Figure 13: Flow rates over two cardiac cycles at the infrarenal (cut2) coupling interface, with the different coupling methods.

Figure 14: Surface-averaged pressure over two cardiac cycles at the infrarenal (cut2) coupling interface with the different coupling methods.
In summary for this case, one can observe that both 3D-0D and 3D-0D-Ptot couplings lead to divergence of the simulation, due to the negative flow rate at the outlet, although the flow is entering at the inlet. Such a flow rate difference is typical of these abdominal aorta locations [41]. In all the converging cases during back flow, the velocity vectors are all aligned in the same inward direction. The 3D-0D-Stab, 3D-3D and 3D-3D-0D coupling methods presented similarities and differences with the reference case, which is the ground truth, 3D-3D-0D being again the best compromise in this example.

4. Discussion and Conclusion

4.1. Divergence behavior

Different existing methods have been implemented and compared to couple three-dimensional finite element Navier-Stokes simulations to lumped parameter models, and in particular to the three-element Windkessel model. Differences in numerical implementations that might also affect numerical stability (e.g [31] and references therein) are not discussed here, but rather coupling approaches at the continuous level. The first (standard) idea has been to impose weakly that at the coupling interface the normal component of the stress tensor is equal to a surface-homogeneous pressure computed from the reduced model. Such a coupling was shown above to lead to an (uncontrolled) convective boundary energy term, potentially destabilizing with flow reversal at the interface. In presence of complex flow at that location, simulations are diverging in the patient-specific examples presented above. This behavior is consistent with other examples from the literature [1, 40]. Note that for the two last patient-specific cases, although the same 3D-0D coupling was imposed in the full 3D-models, the simulations did not diverge: as the geometry branches off, flow gets more streamlined as observed in [39, 40]. To get rid of this poten-
tially destabilizing boundary convective term, the 3D-0D-Ptot coupling method was also implemented. This coupling approach was considered for example in [5, 22]. Similarly to what [22] observed already for stationary flow in a pipe, abnormally large radial components of the velocity vectors at the coupling surface were observed during forward flow. Likely because of higher Reynolds numbers and more complex flow in these patient-specific cases, spurious peripheral inward and out of plane velocity vectors were seen, even in case of forward flow. This generated abnormally large in-plane pressure gradient and eventually lead to divergence of the simulations when forward flow became higher.

4.2. About the convective stabilisation

These two methods highlighted the sensitivity of the simulation stability to the choice of coupling method. It is not a priori possible to predict which simulation will be stable throughout or diverge. Since the first coupling only diverges typically with some inward and non-zero tangential velocity vector or complete back flow at the coupling interface, natural ideas are to enforce the tangential component to be zero or to even constrain the whole velocity profile. As these have been shown to be non-ideal [29], here the convective 3D-0D-Stab method was retained. Recall that it only acts when velocity vectors point inwards at the coupling interface. It was introduced in [4] for cardiovascular applications with an energetically over-stabilizing effect as discussed above, and successfully tested with a smaller energy-dissipative coefficient (a value of $\theta$ of 0.5 or less was found enough to ensure stability) in [29, 31, 32] in cardiovascular and respiratory contexts. In these papers, without this stabilization the simulations would have diverged. Here the version that exactly annihilates the energetically destabilizing convective term was implemented. It leads in fact to a similar stabilizing behavior. The present re-
sults highlight the robustness of this method under different conditions of complex and back flows. However such a coupling involves enforcing an ad-hoc inhomogeneous normal stress over the interface area and in practice generally induces an over-killing of the inward velocity vectors. Besides, as noted by [36], this leads to a weak formulation that is not consistent with the original strong boundary condition of the reduced model coupling. A consistent formulation (with a value of $\theta$ of one) has been proposed by [20] in respiratory mechanics (see this reference for earlier references about imposition of total momentum flux) but it requires to also prescribe the convective term and thus to know the velocity vectors at the coupling boundary or to make some further assumption on the velocity profile at the boundary [20, 23]. The convective stabilization with $\theta = 1$ resulted in single tube cases in a flatter velocity profile than in their total momentum flux case. It is interesting to note that in respiratory applications for which the back flow is very significant (whole expiration phase), the necessity to stabilize the convective term one way or another was found crucial [23, 26, 32].

4.3. Discussion on the modified Navier-Stokes method, its advantages and limits

One of our main aims was thus to develop a new three-dimensional finite element coupling method where reduced model parameters were three-dimensionally distributed in a modified Navier-Stokes equation into a small outer portion. The goal was to obtain a blood flow behavior as close as possible to a 3D-0D coupling into an extended geometrical model with more branches. From a theoretical point of view, this approach has the advantage that it does not necessitate a coupling condition at the interface: it thus does not enforce the normal component of the stress to be homogeneous as in the 3D-0D method or inhomogeneous in an ad-hoc way as in the 3D-0D-Stab method. Another advantage is that it generates an energy balance
that is similar to the 3D-0D method, but, if the distal boundary of the modified part is set to zero velocity (as was done in the 3D-3D simulations), it does not include the potentially destabilizing convective boundary term. If this distal velocity is not zero (as was the case in the 3D-3D-0D simulations), the velocity field is damped and smoothed by the modified portion before it reaches the boundary, so it does not develop instabilities in practice.

Numerically, as a general trend, the results suggest that the 3D-0D-Stab coupling method is more accurately reproducing forward flow whereas during deceleration or reverse flow it is less invasive to use the three-dimensional coupling 3D-3D approach than the robust 3D-0D-Stab model. An excellent compromise was reached by the 3D-3D-0D method, a hybrid method which regularizes the flow in an artificial portion, with a small dissipative term, representing a small fraction of the proximal resistance. It effectively stabilized the simulations, without significantly affecting forward flow but allowing more freely inward velocity vectors than the 3D-0D-Stab method. Regarding pressure and flow tracings at the coupling interfaces of the three patient-specific cases, all coupling methods could reproduce the general temporal dynamics, unless they diverged. However, quantitative pressure and flow differences could be observed. In fact, in biomedical applications, the existing coupling methods and the ones developed in this article all involve tuning of the distal parameters in order to be as coherent as possible to clinical hemodynamics measurements [43]. Such tuning was not the focus of this work, and is matter of intense recent research (e.g [1, 7, 13, 24, 34, 35, 38, 39]). Here, when the reference model (extended model with Windkessel reduced models at its ends) was available, it was quite simple to deduce or automatically tune the corresponding Windkessel model at the coupling interface of the cut model. This made sure that the 3D-0D and 3D-0D-Stab results were close to the reference case. However, such equivalence or tuning was less obvious to do for the new 3D-3D parameters ($\alpha$, $\beta$ and
a better match of the pressure and flow waveforms could be achieved by manually tuning these parameters, but we thought it would make more sense to present the results with the most straightforward parameterization. Actually in general the reference model would not be available (otherwise it would be used without cutting) and the modified Navier-Stokes parameters (in its original or hybrid version) would be tuned in order to match clinical hemodynamics measurements instead of matching reduced model parameters $R_p$, $C$, and $R_d$. This approach is not developed at this time and could be part of future work. Another important question that was not addressed in detail here is the length of the artificial domain. Size should not of course be too large to avoid unnecessary additional computational cost. If it is too small, pressure and velocity change too abruptly (3D-3D) or the velocity field is not regularized enough before hitting the outlet (3D-3D-0D). We have not carried out an extensive sensitivity analysis on the subject, but we noticed that multiplying the cork volume of the presented results by a factor two did not affect the numerical stability of the solution.

4.4. Comparison between cut and reference models

Interestingly, several methods lead to more similar results between each other than compared to the non-cut reference model. This is particularly true when the downstream part is geometrically different than the upstream, as was the case of the LPA in the child pulmonary example. The distribution of flow rates among the different downstream vessels can also affect the flow in the non-cut upstream region. This highlights the importance of including enough downstream geometry to not affect the area of interest in the three-dimensional part in biomedical applications [1, 39].
4.5. Possible extension of the work

Finally, this 3D-3D method could be extended to a more extensive lumped parameter model through the $\beta$ term. The latter could include a distal pressure, representing the link with the rest of the reduced model. Furthermore, it would be interesting to implement a space-varying $\gamma$ parameter. This dissipative term in the Navier-Stokes equation is known to regularize the velocity profile to a plug-like profile (like at the interface with a porous medium), which helps here to stabilize the simulation but is also responsible for a significant impact on the velocity field at the interface. The coupling approach would be less invasive in particular during forward flow if this parameter was changing more smoothly. This is probably why the 3D-3D-0D was found to be the best compromise between robustness and non-invasiveness.
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