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Abstract—Due to their inherent feature of exhibiting frequent disconnections, propagation of faulty data in Delay Tolerant Networks can be a critical aspect to counteract. Indeed the rare meeting events require that nodes are effective and efficient in propagating the correct information. Accordingly mechanisms to rapidly identify possible faulty or misbehaving nodes should be searched. Distributed fault detection has been addressed in the literature in the context of sensor and vehicular networks, but unfortunately these solutions suffer for long delays in identifying and isolating misbehaving nodes. In this paper instead we propose a fully distributed, easily implementable, and fast convergent approach to allow each DTN node to rapidly identify whether its sensors are producing outliers. The behavior of the proposed algorithm is described by some continuous-time state equation, whose equilibrium is characterized. Detection and false alarm rates are estimated by comparing both theoretical and simulation results. Numerical results assess the effectiveness of the proposed solution and can give guidelines in the design of the algorithm.¹

I. INTRODUCTION

Delay Tolerant Networks (DTN) are challenging networks which have dynamic topology with frequent disconnectivity [1]. Due to this sparse and intermittent connectivity, inference and learning over DTNs is much more complicated than in traditional networks (see, e.g., [2], [3], [4], [5]).

This paper considers the problem of distributed defective node detection in DTNs. A node is defective when at least one of its sensors frequently reports erroneous measurements. The identification of such defective nodes is very important to save communication resources and to prevent erroneous measurements polluting the estimates provided by the DTN. We assume, as in [6], that nodes are not aware of the status (good or defective) of their sensors, while their computation and communication capabilities remain fine, even if their sensors are defective. Moreover, each node of the DTN is assumed to behave in a rational way and is willing to know the status of its sensors.

Distributed fault detection (DFD) is a well-investigated topic when considering Wireless Sensor Networks (WSNs) (see, e.g.,[7], [8], [9]). WSNs considered in most of the works are dense and have a static topology. DFD in DTNs is much less investigated. Classical DFD algorithms mainly consist of two phases. First, a local outlier detection test (LODT) is performed using data collected from neighboring nodes. The LODTs usually employ different techniques such as majority voting [10], median [11] and mean [12] of the measurements, the modified three-sigma edit test [13] with the aim to decide which data is erroneous. Then, outcomes of LODT are disseminated to improve decision accuracy. When few measurements are available, classical LODTs are not very efficient. This is a typical situation in DTNs when two nodes meet, take measurements and share these measurements.

In the past, few papers on DFD for delay tolerant networks appeared. In [14], a VDTN is considered where a large number of sensor nodes are fixed and some vehicles, called mobile carriers (MCs) collect data from these sensors. Once a defective node is deemed defective by a MC, it is added to its blacklist. The MCs provide information to sensors about their status. MCs also exchange their blacklists to accelerate the faulty node detection.

In [15], the related problem of distributed misbehavior/malware detection in DTN is addressed, but the main drawback of this approach is the long time required to identify and isolate misbehaving nodes. Misbehavior detection in DTN is also considered in [4], where the DTN is perturbed by routing misbehavior caused by selfish or malicious nodes. Nevertheless, the identification is not distributed.

This paper presents a fully distributed and easily implementable algorithm to allow each node of a DTN to determine whether its own sensors produce outliers. As in [6], a LODT is assumed to be able to detect the presence of outliers in a set of measurements, without necessarily being able to determine which are the outliers. Generic LODTs are considered, only characterized by their probabilities of detection and false alarm. When two nodes meet, they exchange their local measurements and perform the same LODT. This LODT result helps both nodes to update the estimate of the status of their sensors. When, for a given node, the proportion of meetings during which the LODT outcome is that there are outliers is larger than some threshold, this node decides its sensors may be defective. In this case, it becomes silent, i.e. it does not transmit its measurements to its neighbors, but keeps collecting measurements from nodes met and updating the estimate of the status of its sensors. It may then have the opportunity to update its estimate and to communicate again if it then realizes not to be defective.
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This paper shows that the behavior of the proposed DFD algorithm can be analyzed using continuous-time state equations. For this purpose, the belief of each node about the status of its sensors is quantized. The evolution of these quantized beliefs is then shown to follow two Markov chains. Given the characteristics of the LODT, approximations of the detection rate (DR), i.e., proportion of nodes which have effectively identified their sensor as defective, and of the false alarm rate (FAR), i.e., proportion of nodes which believe that their good sensor is defective while it is not, are also obtained. These theoretical results provide guidelines to properly choose the parameters of the algorithm.

The rest of the paper is organized as follows. Section II presents the system model and basic assumptions. Section III details the DFD algorithm for DTNs. Section IV discusses the transition probabilities between the states while Section V develops the theoretical analysis of the macroscopic evolution of the proportion of nodes in different states and presents a proof of the convergence of the algorithm. Section VI provides an analysis of the DTN state equations while Section VII introduces some approximations for the equilibrium; Section VIII provides some numerical results and Section IX concludes this paper.

II. SYSTEM MODEL

Consider a set \( S \) of \( N_S \) moving nodes equipped with sensors. A subset \( D \subset S \) of nodes is equipped with defective sensors producing outliers, i.e., measurements corrupted by a noise which has characteristics significantly different from those of the noise corrupting measurements provided by good sensors. The true status of Node \( i \) is \( \theta_i(t) = 0 \) if its sensors are all good and \( \theta_i(t) = 1 \) if at least one of them is defective. Let \( \hat{\theta}_i \) denote the estimated status\(^2\) of Node \( i \). The proportion of nodes with good and defective sensors are \( p_0 \) and \( p_1 \), respectively, with \( p_0 + p_1 = 1 \). Each node is not aware of the status of its sensors. In what follows, we assume that over the time horizon of the observation, the status of sensors does not change, i.e., \( \theta_i(t) = \theta_i \). Our aim is to design a distributed algorithm so that each Node \( i \) evaluates an accurate estimate \( \hat{\theta}_i \) of its status \( \theta_i \), in the lowest time.

A. Communication model

Nodes can exchange information only during the limited time interval in which they are in proximity. As in [16], [5], we assume that the time interval between two successive meetings follows an exponential distribution with an inter-contact rate \( \lambda \). Moreover, we assume that, during a meeting, at most two nodes meet and we do not consider meetings of more than two nodes. When more than two nodes meet at the same time instant, processing is performed pair-by-pair. These assumptions facilitate the analysis of the proposed DFD algorithm.

B. Local outlier detection test

As in [6], we consider a family of LODTs able to detect the presence of outliers in a set of \( n \) data (measurements, measurements with associated regressors or experimental conditions) \( M = \{ m_1, \ldots, m_n \} \). LODTs can take various forms, see, e.g., [6]. A LODT \( t \) takes a binary value: \( t(m_1, \ldots, m_n) = 1 \) when an outlier is detected, and \( t(m_1, \ldots, m_n) = 0 \) otherwise. The LODT is assumed to be characterized by a detection probability \( q_D(n_0, n_1) \) and a false alarm probability \( q_A(n_0) \), where \( n_0 \) is the number of data produced by good sensors and \( n_1 \) is the number of data coming from defective sensors. Each node performing a LODT on a set of data has not to know \( n_0 \) and \( n_1 \), but the performance of the LODT will depend on the actual values of \( n_0 \) and \( n_1 \), which are used in the analysis of the DFD algorithm.

C. Detection scenario

We assume that during each meeting of a pair of nodes \((i,j) \in S\), the nodes collect data through their sensors. Each node then may transmit its data to the other node. If a node has received data from its neighbor, it may run a LODT involving its own data and those received from its neighbor. We assume that the spatial and temporal correlation between data is such that only data collected during the meeting of two nodes can be exploited by a LODT. Therefore, previously collected data are not used. As a consequence, differently from [6] where \( n_0 \) and \( n_1 \) may be large, in the DTN scenario, a LODT will have \( n_0 + n_1 = 2 \) only.

III. DFD ALGORITHM

In the proposed DFD algorithm, each node manages two counters \( c_{m,i}(t) \) and \( c_{d,i}(t) \) initialized at \( 0 \) at \( t = 0 \). Using \( c_{m,i}(t) \), Node \( i \) counts the number of meetings during which it has received data from its neighbor, and was able to perform a LODT. Using \( c_{d,i}(t) \), it counts the number of LODT tests it has performed resulting in the detection of outliers. Thus, Node \( i \) consider itself as carrying defective sensors, i.e. it estimates \( \hat{\theta}_i(t) = 1 \), when the proportion of LODTs leading to outlier detection is larger than some decision threshold \( \nu \), i.e. when \( c_{d,i}(t)/c_{m,i}(t) \geq \nu \).

Nodes which currently estimate \( \hat{\theta}_i(t) = 1 \) still acquire measurements when they meet another node, but they do not send the data to the node they meet to avoid infecting the network with outliers. A node, upon receiving data from another node, performs a LODT and updates \( c_{m,i}(t) \) and \( c_{d,i}(t) \). A node which meets a node considering itself as defective simply transmits its data, but since it does not receive any data, it does not update \( c_{m,i}(t) \) and \( c_{d,i}(t) \) at the end of the meeting.

The vector \( x_i(t) = (\theta_i, c_{m,i}(t), c_{d,i}(t)) \) represents the (macroscopic) state of each Node \( i \). As \( t \to \infty \), one has \( c_{m,i}(t) \to \infty \) if all the LODT results obtained in the previous meetings are considered, which leads to an infinite number of possible values for the state variable \( x_i(t) \) and the global (macroscopic) behavior of the algorithm is difficult to analyze. To limit the number of possible states, one has chosen to
consider the evolution of \(c_{m,i}(t)\) and \(c_{d,i}(t)\) over a sliding variable-length time interval containing the time instants of the last \(M\) meetings during which Node \(i\) has performed a LODT. Algorithm 1 summarizes the proposed DFD technique for an arbitrary reference Node \(i\).

**Algorithm 1 Sliding-Window DFD algorithm for Node \(i\)**

1. Initialize \(t^0_i = 0\) and \(\hat{\theta}_i(t^0_i) = 0\), \(c_{m,i}(t^0_i) = c_{d,i}(t^0_i) = 0\), \(\kappa = 1\), and \(\mu = 0\).
2. Do
   \[
   \begin{align*}
   \hat{\theta}_i(t) &= \hat{\theta}_i(t^\ell_i), \\
   c_{m,i}(t) &= c_{m,i}(t^\ell_i), \\
   c_{d,i}(t) &= c_{d,i}(t^\ell_i), \\
   t &= t + \delta t
   \end{align*}
   \]
   until the \(\kappa\)-th meeting occurs at time \(t^\kappa\) with Node \(j^\kappa\) in set \(S\).
3. Perform local measurement of data \(m_i(t^\kappa_i)\).
4. If \(\hat{\theta}_i(t^\kappa_i) = 0\), then transmit \(m_i(t^\kappa_i)\) to Node \(j^\kappa\).
5. If data \(m_j\) have been received from Node \(j^\kappa\), then
   a. \(\mu = \mu + 1\). Perform a LODT with outcome \(y^\ell_i\).
   b. Update \(c_{m,i}\) and \(c_{d,i}\) as
   \[
   \begin{align*}
   c_{m,i}(t^\kappa_i) &= \min\{\mu, M\} \\
   c_{d,i}(t^\kappa_i) &= \sum_{m=\max\{1,\mu-M+1\}}^\mu b_i^m
   \end{align*}
   \]
   c. Update \(\hat{\theta}_i\) as follows
   \[
   \hat{\theta}_i(t^\kappa_i) = \begin{cases} 1 & \text{if } c_{d,i}(t^\kappa_i)/c_{m,i}(t^\kappa_i) > \nu, \\ 0 & \text{else} \end{cases}
   \]
6. \(\kappa = \kappa + 1\).
7. Go to 2.

In the next sections we will detail the sliding-window DFD procedure illustrated in Algorithm 1.

### IV. EVOLUTION OF THE STATE OF A NODE

At time \(t\), among the nodes with status \(\theta \in \{0, 1\}\), let \(X_\theta^{\ell,k}(t)\) be the proportion of nodes in state \(x_i(t) = (\theta, \ell, k)\), i.e., with \(c_{m,i}(t) = \ell\) and \(c_{d,i}(t) = k\). Since \(\ell \in \{0, 1, \ldots, M\}\) and \(k \in \{0, \ldots, \ell\}\), the number of values that may be taken by the state of a node is \(\sum_{\ell=0}^M (\ell+1) = (M+1)(M+2)/2\). The evolution of the state of Node \(i\), conditioned by its status \(\theta_i\), follows a Markov model.

In particular, there are two chains, one conditioned by \(\theta_i = 0\) and the other conditioned by \(\theta_i = 1\). Both are characterized by a transient phase for states with \(\ell < M\), corresponding to a number of meetings resulting in an LODT \(c_{m,i}(t)\) less than \(M\). Then, a permanent regime starts when \(c_{m,i}(t) = M\). The transitions from State \((\theta, \ell, k)\) to State \((\theta', \ell', k')\) are analyzed in what follows.

Assume some reference Node \(i\) meets a random Node \(J\) at time \(t\) and define the random event
\[
\mathcal{E}_1(t) = \left\{ \hat{\theta}_J(t) = 0 \right\},
\]
representing the event that the node met believes its status is good. According to (4), among the nodes with status \(\theta\), the proportion of nodes that believe themselves as good (\(\theta(t) = 0\)) is
\[
p^0(t) = X_\theta^0(t) = \sum_{\ell,k, \hat{\theta}(t) \leq \nu} X_{\theta}^{\ell,k}(t).
\]
Assuming that the nodes are randomly spread, when meeting Node \(J\), one has
\[
p^0(t) = P\left\{ \hat{\theta}_J(t) = 0 \mid \theta_J(t) = \theta \right\},
\]
and
\[
P\left\{ \mathcal{E}_1(t) \right\} = p_0p^0(t) + p_1p^{10}(t).
\]
Similarly, introducing \(\mathcal{E}_2(t) = \left\{ \hat{\theta}_J(t) = 1 \right\}\), among the nodes with sensors in status \(\theta\), the proportion of nodes with \(\hat{\theta}_J(t) = 1\) is
\[
p^1(t) = \sum_{\ell,k, \hat{\theta}(t) \leq \nu} X_{\theta}^{\ell,k}(t),
\]
leading to
\[
P\left\{ \mathcal{E}_2(t) \right\} = p_0p^1(t) + p_1p^{11}(t).
\]
Since Node \(i\) performs an LODT only when it meets a node \(J\) with \(\theta_J(t) = 0\), one introduces the random event
\[
\mathcal{E}_2^\theta(t) = \left\{ Y_i(t) = 1 \mid \theta_i = \theta, \hat{\theta}_J(t) = 0 \right\},
\]
for the reference node with actual status \(\theta\). From Section II-B, the statistical property of the outcome of the LODT \(Y_i(t)\) depends only on \(\theta_i\) and \(\theta_J\). For example, when Node \(i\) has good sensors, one has
\[
P\left\{ \mathcal{E}_2^\theta(t) \right\} = P\left\{ Y_i(t) = 1 \mid \theta_i = 0, \hat{\theta}_J(t) = 0 \right\}
\]
and
\[
P\left\{ \mathcal{E}_2^\theta(t) \right\} = p_0q\theta(2)p^{00}(t) + p_2q\theta(1,1)p^{10}(t).
\]
(12)

In (12-\(a\)), one uses the fact that the \(Y_i\) is not influenced by \(\theta_J\) and \(\theta_J\) does not depend on \(\theta_i\). In (12-\(b\)),
\[
\begin{align*}
\text{P}\{Y_i(t) = 1 \mid \theta_i = 0, \theta_J = 0\} &= q\theta(2), \\
\text{P}\{Y_i(t) = 1 \mid \theta_i = 0, \theta_J = 1\} &= q\theta(1,1).
\end{align*}
\]
If Node \(i\) has defective sensors, (11) can be expressed as
\[
P\left\{ \mathcal{E}_2^\theta(t) \right\} = p_0q\theta(1,1)p^{00}(t) + p_2q\theta(0,2)p^{10}(t).
\]
Similarly, one may introduce the random events
\[
\mathcal{E}_3^\theta(t) = \left\{ Y_i(t) = 0 \mid \theta_i = \theta, \hat{\theta}_J(t) = 0 \right\},
\]
\footnote{For the sake of simplicity, the dependency of \(p^\theta(t)\) in \(\nu\) is omitted, as \(\nu\) is constant during the DFD algorithm.}
and show that
\[ P \{ \mathcal{E}^y_t(t) \} = \begin{cases} p_0 (1 - q_m (2)) p^{00}(t) + p_1 (1 - q_m (1,1)) p^{10}(t), & \text{if } \theta = 0, \\ p_0 (1 - q_m (1,1)) p^{00}(t) + p_1 (1 - q_m (0,2)) p^{10}(t), & \text{if } \theta = 1. \end{cases} \] (15)

Define \( \pi_{\delta_m \delta_\ell} \) as the transition probability from State \((\theta, \ell, k)\) to State \((\theta, \ell + \delta_m, k + \delta_\ell)\), where \( \theta \in \{0,1\} \). One has \( \delta_m \in \{0,1\} \) since \( \ell \) may either increase \( (\delta_m = 1) \) in the transient regime or remain constant \( (\delta_m = 0) \) in the permanent regime. One has \( \delta_\ell \in \{-1,0,1\} \), depending on the value of the last LODT outcome and on the value of the \( M+1 \)-th last LODT outcome, which is no more considered in the permanent regime. Thus, \( (\delta_m, \delta_\ell) \in \{(0,0), (0,1), (0,-1), (1,0), (1,1), (1,-1)\} \). Note that \( \pi_{\delta_m \delta_\ell} \) depends on the current state of the reference node, but also on the current proportion of active (good and defective) nodes. Therefore, the transition probabilities are denoted as \( \pi_{\delta_m \delta_\ell}^{\text{trans}}(t, \ell, k) \), where \( t \) is the time instant, \( c_{m,i}(t) = \ell \), and \( c_{d,i}(t) = k \). Depending on the value of \( \ell \), two different cases are considered in Sections IV-A and IV-B, respectively corresponding to the transient and permanent regimes.

A. Case I, \( \ell < M \)

In the transient regime, when \( c_{m,i}(t) = \ell < M \) and when a Node \( J \) with \( \tilde{\theta}_J(t) = 0 \) is met, \( c_{m,i}(t) \) and \( c_{d,i}(t) \) are updated according to (3). The only possibility that leads to \( \delta_m = 0 \) is the event \( \mathcal{E}_i \), i.e., Node \( i \) meets Node \( J \) with \( \tilde{\theta}_J(t) = 1 \). As a consequence, no LODT is performed by Node \( i \). Therefore, for any \( \theta \in \{0,1\} \),
\[ \pi_{\theta}^{0,0}(t, \ell, k) = P \{ \mathcal{E}_i(t) \} = p_0 p^{00}(t) + p_1 p^{11}(t), \] (16)
where \( p^{00}(t) \) is defined by (9).

A state transition occurs with \( (\delta_m, \delta_\ell) = (1,1) \) when Node \( i \) with status \( \theta_i = \theta \) meets Node \( J \) with \( \tilde{\theta}_J(t) = 0 \) and when the LODT yields \( y_i(t) = 1 \). One has then
\[ \pi_{\theta}^{1,1}(t, \ell, k) = P \{ Y_i(t) = 1, \tilde{\theta}_J(t) = 0 | \theta_i = \theta \} = P \{ \mathcal{E}_1 \} \Pi \{ \mathcal{E}_2^n \}, \] (17)
since both events are independent. Depending on the value of \( \theta_i \), using (8), (12), and (13), one may rewrite (17) as
\[ \pi_{\theta}^{1,1}(t, \ell, k) = \begin{cases} p_0 q_m (2) p^{00}(t) + p_1 q_m (1,1) p^{10}(t), & \text{if } \theta = 0, \\ p_0 q_m (1,1) p^{00}(t) + p_1 q_m (0,2) p^{10}(t), & \text{if } \theta = 1. \end{cases} \] (18)

Finally, \( \pi_{\theta}^{0,0}(t, \ell, k) \) is obtained similarly from (15)
\[ \pi_{\theta}^{0,0}(t, \ell, k) = \begin{cases} p_0 (1 - q_m (2)) p^{00}(t) + p_1 (1 - q_m (1,1)) p^{10}(t), & \text{if } \theta = 0, \\ p_0 (1 - q_m (1,1)) p^{00}(t) + p_1 (1 - q_m (0,2)) p^{10}(t), & \text{if } \theta = 1. \end{cases} \] (19)

B. Case II, \( c_{m,i}(t) = M \)

In the permanent regime, \( c_{m,i}(t) = M \) and does not increase any more, thus \( \delta_m = 0 \). In Algorithm 1, \( \mu \) is the number of LODTs performed by Node \( i \) till time \( t \). When \( \mu \geq M \), only the last \( M \) LODT outcomes are considered. To determine the value taken by \( \delta_\ell \in \{-1,0,1\} \) after the \( \mu \)-th LODT, consider an arbitrary \( y \in \{0,1\} \) and the random event
\[ \mathcal{E}_4^y(t) = \left\{ Y_{i}^{M-M} = y \mid \sum_{m=\mu-M}^{\mu-1} Y_{i}^{m} = k \right\}, \] (20)
which corresponds to a situation where one knows that \( k \) LODTs are positive among the last \( M \) tests and \( Y_{i}^{M-M} = y \) will be ignored once the new LODT outcome is available. \( P \{ \mathcal{E}_4^y(t) \} \) is relatively complex to evaluate, since \( P \{ \mathcal{E}_4^y(t) \} \) is time-varying according to (12-13). In what follows, we assume that LODT outcomes with \( Y_{i}^{m} = y \) are independently distributed over the time horizon corresponding to \( m = \mu - M, \ldots, \mu - 1 \). One obtains then \( P \{ \mathcal{E}_4^1(t) \} = k / M \) and \( P \{ \mathcal{E}_4^0(t) \} = 1 - k / M \). This approximation is exact in steady-state, when the \( X_{i,k} \)'s do not vary any more.

Assume that the \( (\mu - M) \)-th LODT performed by Node \( i \) occurred at time \( \tilde{t} \), then \( y_{i}^{\mu-M} \) can also be denoted as \( y_{i} (\tilde{t}) \) and the transition related to \( c_{d,i} \) is such that
\[ \delta_\ell = y_{i} (\tilde{t}) - y_{i} (\tilde{t}) \in \{-1,0,1\}. \] (21)

To have \( (\delta_m, \delta_\ell) = (0,1) \), three independent events have to occur: 1) the encountered Node \( J \) believes it is good at time \( t \), i.e., \( \mathcal{E}_1(t) \); 2) \( y_i(t) = 1 \), i.e., \( \mathcal{E}_2(t) \); 3) \( y_i(\tilde{t}) \) is 0, i.e., \( \mathcal{E}_3(t) \). Thus the transition probability
\[ \pi_{\theta}^{0,1}(t, M, k) = P \{ \mathcal{E}_1(t) \} \Pi \{ \mathcal{E}_2^n(t) \} \Pi \{ \mathcal{E}_3(t) \}. \] (22)

Using (8), (12), and (13) in (22), one gets
\[ \pi_{\theta}^{0,1}(t, M, k) = \begin{cases} \left( p_0 q_m (2) p^{00}(t) + p_1 q_m (1,1) p^{10}(t) \right) \frac{M-1}{M}, & \text{if } \theta = 0, \\ \left( p_0 q_m (1,1) p^{00}(t) + p_1 q_m (0,2) p^{10}(t) \right) \frac{M-1}{M}, & \text{if } \theta = 1. \end{cases} \] (23)

Consider now \( (\delta_m, \delta_\ell) = (0,-1) \). To have such transition, the three following independent events should occur: 1) \( \mathcal{E}_1(t) \); 2) \( y_i(t) = 0 \), i.e., \( \mathcal{E}_3(t) \); 3) \( y_i(\tilde{t}) \) is 1, i.e., \( \mathcal{E}_3(t) \). Thus, the transition probability is
\[ \pi_{\theta}^{0,-1}(t, M, k) = \begin{cases} \left( p_0 (1 - q_m (2)) p^{00}(t) + p_1 (1 - q_m (1,1)) p^{10}(t) \right) \frac{M-k}{M}, & \text{if } \theta = 0, \\ \left( p_0 (1 - q_m (1,1)) p^{00}(t) + p_1 (1 - q_m (0,2)) p^{10}(t) \right) \frac{M-k}{M}, & \text{if } \theta = 1. \end{cases} \] (24)

Considering the last transition \( (\delta_m, \delta_\ell) = (0,0) \), two situations have to be considered. First, the encountered node believes itself is defective. This corresponds to the event \( \mathcal{E}_1 \) where no LODT is performed. Second, one may have \( \mathcal{E}_1(t) \) and \( Y_i(t) = Y_i(\tilde{t}) \). An alternative way to obtain \( \pi_{\theta}^{0,0}(t, M, k) \) is by
\[ \pi_{\theta}^{0,0}(t, M, k) = 1 - \pi_{\theta}^{0,1}(t, M, k) - \pi_{\theta}^{0,-1}(t, M, k). \] (25)
the DTN, and obtained.

Probability with a probability \( \pi \), of the various proportions \( 1, \ell, k \) that have met an other node in the time interval \( (t, \ell) \).

Figure 1. As a consequence, the evolution of \( X^M_{\ell,k}(t) \) can be described by

\[
\frac{dX^M_{\ell,k}}{dt} = -\lambda X^M_{\ell,k}(\pi^0_{\ell,0}(M, k) + \pi^0_{\ell,1}(M, k)) + \lambda X^{M-1,k-1}_{\ell,1}(M - 1, k - 1) + \lambda X^M_{\ell,k-1}(M, k - 1) + \lambda X^{M-1,k-1}_{\ell,k}(M - 1, k - 1) .
\]

(27)

Similar derivations can be made for the remaining DTN state components to obtain

\[
\begin{align*}
\frac{dX^0_{\ell,0}}{dt} &= -\lambda X^0_{\ell,0}(\pi^0_{\ell,0}(0, 0) + \pi^0_{\ell,1}(0, 0)), \\
\frac{dX^0_{\ell,1}}{dt} &= \lambda \left( -X^0_{\ell,0}(\pi^0_{\ell,0}(0, 0) + \pi^0_{\ell,1}(0, 0)) + X^{\ell-1,0}_{\ell,0}(\ell - 1, 0) \right), \\
\frac{dX^M_{\ell,0}}{dt} &= \lambda \left( -X^M_{\ell,0}(\pi^0_{\ell,0}(0, 0) + \pi^0_{\ell,1}(0, 0)) + X^{M-1,0}_{\ell,0}(M - 1, 0) + X^{M,0}_{\ell,0}(M, 1, 1) \right), \\
\frac{dX^{M,t}}{dt} &= \lambda \left( -X^{M,t}_{\ell,0}(\pi^0_{\ell,0}(0, 0) + \pi^0_{\ell,1}(0, 0)) + X^{M-1,t}_{\ell,0}(M - 1, 0) + X^{M-1,t}_{\ell,1}(M - 1, 1) \right),
\end{align*}
\]

for any \( \ell = 1 \ldots M - 1 \), with the initial conditions \( X^0_{\ell,0}(0) = 1 \) and \( X^t_{\ell,0}(0) = 0, \forall \ell, k \neq 0 \). Note that the state equations (26-28) are nonlinear, since each \( \pi^0_{\ell,0,1} \) depends on \( X^t_{\ell,0} \), see (6) and (9).

VI. ANALYSIS OF THE DTN STATE EQUATIONS

In what follows, the asymptotic behavior of the DTN state equations (26-28) is characterized.

A. Evolution of \( X^\ell_{\ell,0} \) with \( \ell < M \)

In this section, one focuses on the evolution of \( X^\ell_{\ell,0} \) when \( \ell < M \). The aim is to determine conditions under which the DTN state reaches the permanent regime.

Proposition 1. For any \( \ell < M \) and \( k \leq \ell \), \( \lim_{t \to \infty} X^\ell_{\ell,0}(t) = 0 \).

Proof: To prove Proposition 1, one needs Lemma 1 and Lemma 2, stated in the following. The proof is by induction. Starting with (28a), one has

\[
X^0_{\ell,0}(t) = \exp \left( -\lambda \int_0^t \left( p_{00}(\tau) + p_{10}(\tau) \right) d\tau \right)
\]

As a consequence, if (30) is satisfied, for any \( \xi > 0 \), there exists \( t_{\xi} > 0 \) such that \( t > t_{\xi} \) implies \( X^0_{\ell,0}(t) < \xi \) and \( \lim_{t \to \infty} X^0_{\ell,0}(t) = 0 \).

Then, assume that for any \( \ell \leq M - 1 \), and \( \xi > 0 \), there exists \( t_{\xi,j} > t_{\xi,j-1} \) such that \( t > t_{\xi,j} \) implies \( X^0_{\ell,0}(t) < \xi \) for \( j = 0, \ldots, \ell - 1 \). One has to show now that there exists \( t_{\xi,j} > t_{\xi,j-1} \) such that \( X^0_{\ell,0}(t) < \xi \) for all \( t > t_{\xi} \).

Define \( Z^0_{\ell,0}(t) = \sum_{\ell=0}^M X^0_{\ell,0}(t) \). From (28a) and (28b), one has

\[
\frac{dZ^0_{\ell,0}}{dt} = -\lambda \left( Z^0_{\ell,0}(0, 0) + Z^0_{\ell,1}(0, 0) \right) X^\ell_{\ell,0}(t),
\]
where \( v(t) = \pi_{\theta}^{1,1}(t, \ell, k) \), since \( \pi_{\theta}^{1,0} \) and \( \pi_{\theta}^{1,1} \) do not depend on \( \ell \) and \( k \) when \( \ell < M \). Using (31) one has \( dZ_{\theta}^{\ell,0}/dt < 0 \) for any \( X_{\theta}^{\ell,0} > 0 \). As a consequence, \( Z_{\theta}^{\ell,0}(t) \) decreases until \( X_{\theta}^{\ell,0}(t) \) reaches 0. Hence, for any \( \xi > 0 \), there exists \( t_{\xi,0} > t_{(\ell-1),0} \), such that \( X_{\theta}^{\ell,0} < \xi \) and \( \lim_{t \to \infty} X_{\theta}^{\ell,0}(t) = 0 \).

In the same way, using (28c) and the previous results that \( X_{\theta}^{k}(t) \to 0 \) with \( k = 1, \ldots, M-2 \) and \( \ell = k, \ldots, M-2 \), one can prove that for any \( k = 1, \ldots, M-1 \), \( X_{\theta}^{k,k+1}(t) \) tends to zero as \( t \to \infty \), with any \( \ell' = k + 1, \ldots, M-1 \). ■

**Lemma 1.** If

\[
\lim_{t \to \infty} \int_{0}^{t} \left( p_{0}^{00}(\tau) + p_{1}^{10}(\tau) \right) d\tau = \infty \tag{30}
\]

then \( p_{0}^{00}(t) + p_{1}^{10}(t) > 0 \) for all \( t \in \mathbb{R}^+ \).

**Proof:** Since \( p_{0} > 0 \), \( p_{1} > 0 \), \( p_{0}^{00} \geq 0 \), and \( p_{1}^{10} \geq 0 \), one has to prove that

\[
p_{0}^{00}(t) + p_{1}^{10}(t) \neq 0 \quad \forall t > 0. \tag{31}
\]

Assume that there exists a time instant \( t^* > 0 \), such that \( p_{0}^{00}(t^*) + p_{1}^{10}(t^*) = 0 \). From the definition of \( p_{0}^{00} \) and \( p_{1}^{10} \) introduced in (6) and (9), one deduces that at \( t^* \) all nodes in the network believe themselves as carrying defective sensors. As a consequence, no node will transmit its data to its neighbors. No LODTs is performed and the state of nodes will no longer change. Therefore, if \( p_{0}^{00}(t^*) + p_{1}^{10}(t^*) = 0 \) for some \( t^* \), then \( p_{0}^{00}(t) + p_{1}^{10}(t) = 0 \) for all \( t > t^* \). Then, there exists some constant \( C \), such that \( \lim_{t \to \infty} \int_{0}^{t} \left( p_{0}^{00}(\tau) + p_{1}^{10}(\tau) \right) d\tau < C \), which contradicts (30).

■

**Lemma 2.** The property (30) is always satisfied.

**Proof:** Assume that (30) does not hold, i.e., there exists \( C^* \) such that \( \lim_{t \to \infty} \int_{0}^{t} \left( p_{0}^{00}(\tau) + p_{1}^{10}(\tau) \right) d\tau \geq C^* \) for all \( t > 0 \). Then

\[
X_{\theta}^{0,0}(t) = \exp \left( -\lambda \int_{0}^{t} \left( p_{0}^{00}(\tau) + p_{1}^{10}(\tau) \right) d\tau \right) > \exp \left( -\lambda C^* \right). \tag{32}
\]

However, from (6), one has \( p_{0}^{00}(\tau) \geq X_{\theta}^{0,0}(\tau) \), leading to

\[
\int_{0}^{t} \left( p_{0}^{00}(\tau) + p_{1}^{10}(\tau) \right) d\tau \geq \int_{0}^{t} X_{\theta}^{0,0}(\tau) d\tau > \exp \left( -\lambda C^* \right) t
\]

and \( \exp \left( -\lambda C^* \right) t \to \infty \) as \( t \to \infty \), which violates (32). Hence, (30) is always satisfied.

■

**B. Equilibrium point of \( X_{\theta}^{\ell,k} \)**

The algorithm may reach an equilibrium \( X_{\theta}^{M,k} \) at which the proportions of nodes in different states \( X_{\theta}^{M,k} \) do not vary any more. In Section VI-A, one shows that \( \lim_{t \to \infty} X_{\theta}^{\ell,k}(t) = 0, \forall \ell < M \). As a consequence, the only possible values at equilibrium of \( X_{\theta}^{\ell,k}(t) \) with \( \ell < M \) is 0. To evaluate \( X_{\theta}^{M,k} \), one thus considers the following simplified dynamics derived from (28)

\[
\begin{align*}
\frac{dX_{\theta}^{M,0}}{dt} &= \lambda \left( -X_{\theta}^{M,0} \pi_{\theta}^{1,1}(M,0) + X_{\theta}^{M,1} \pi_{\theta}^{0,1}(M,1) \right), \\
\frac{dX_{\theta}^{M,M}}{dt} &= \lambda \left( -X_{\theta}^{M,M} \pi_{\theta}^{0,1}(M,M) + X_{\theta}^{M,M-1} \pi_{\theta}^{0,1}(M-1,M) \right), \\
\frac{dX_{\theta}^{M,k}}{dt} &= \lambda \left( -X_{\theta}^{M,k} \pi_{\theta}^{0,1}(M,k) + \pi_{\theta}^{0,1}(M,k) \right) + X_{\theta}^{M,k+1} \pi_{\theta}^{0,1}(M,k+1) + X_{\theta}^{M,k-1} \pi_{\theta}^{0,1}(M,k-1). \tag{33}
\end{align*}
\]

At equilibrium, one has \( dX_{\theta}^{M,k}(t)/dt = 0 \) for all \( k \leq M \). Moreover, the transition probabilities will not vary any more. Let \( \bar{X}_{\theta}^{M} = \left[ \bar{X}_{\theta}^{M,1}, \ldots, \bar{X}_{\theta}^{M,M} \right] \) be the state values at equilibrium, \( \alpha_{\theta}(k) = \pi_{\theta}^{0,1}(M,k) \), and \( \beta_{\theta}(k) = \pi_{\theta}^{0,1}(M,k-1) \). At equilibrium, from 33 one should have \( \Psi : \bar{X}_{\theta}^{M} = 0 \) where

\[
\Psi = \begin{pmatrix}
-a_{\theta}(0) & b_{\theta}(1) \\
-a_{\theta}(1) & b_{\theta}(1) & b_{\theta}(2) \\
& & \ddots & \ddots \\
& & & a_{\theta}(M-1) & -b_{\theta}(M)
\end{pmatrix}.
\]

Summing Lines 1 to \( k + 1 \), for all \( k = 0, \ldots, M - 1 \), one obtains

\[
\bar{X}_{\theta}^{M,k+1} = \alpha_{\theta}(k) \bar{X}_{\theta}^{M,k},
\]

which leads to

\[
\bar{X}_{\theta}^{M,k} = \bar{X}_{\theta}^{M,0} \prod_{j=0}^{k-1} \frac{a_{\theta}(j)}{b_{\theta}(j+1)}. \tag{34}
\]

One evaluates

\[
\frac{a_{\theta}(j)}{b_{\theta}(j+1)} = \frac{\pi_{\theta}^{0,1}(M,j)}{\pi_{\theta}^{0,1}(M,j+1)} = \frac{\eta_{\theta}-j}{M-j+1},
\]

where \( \eta_{\theta} \) is obtained using (23) and (24),

\[
\begin{align*}
\eta_{0} &= \frac{p_{0}^{0}(\theta,2)p_{0}(1,1)p_{1}(0,1)}{p_{0}(1,1)p_{1}(0,1)}, \\
\eta_{1} &= \frac{p_{0}^{0}(\theta,2)p_{0}(1,1)p_{1}(0,1)}{p_{0}(1,1)p_{1}(0,2)},
\end{align*}
\]

with

\[
p_{0}^{00} = \sum_{k=k/M<\nu} \bar{X}_{\theta}^{M,k}.
\]

From (34) and (35), one has

\[
\bar{X}_{\theta}^{M,k} = \bar{X}_{\theta}^{M,0} \prod_{j=0}^{k-1} \left( \frac{\eta_{\theta}-j}{\eta_{\theta}+1} \right)^{M-j+1}. \tag{38}
\]

Since \( \sum_{k=0}^{M} \bar{X}_{\theta}^{M,k} = 1 \), one obtains

\[
\bar{X}_{\theta}^{M,k} = \left( \frac{M}{k} \right) \left( \frac{\eta_{\theta}}{\eta_{\theta}+1} \right)^{k} \frac{1}{\eta_{\theta}+1} \left( \frac{1}{\eta_{\theta}+1} \right)^{M-k}, \tag{39}
\]

\( \forall k = 0, \ldots, M \). Introduce (39) into (37), one obtains (40) (at the top of the next page), which have to be solved to determine \( p_{0}^{00} \) and \( p_{1}^{10} \). Then \( \bar{X}_{\theta}^{M,k} \) can be deduced from \( p_{0}^{00} \) directly using (39).
\[
\begin{aligned}
\bar{p}_0 &= F_0(\bar{p}^{00}, \bar{p}^{10}) = \sum_{k:M<k+\nu} \binom{M}{k} (q_{FA}(2))^{k} (1-q_{FA}(2))^{M-k}, \\
\bar{p}_1 &= F_1(\bar{p}^{00}, \bar{p}^{10}) = \sum_{k:M<k+\nu} \binom{M}{k} (q_{D}(1,1))^{k} (1-q_{D}(1,1))^{M-k}.
\end{aligned}
\]

(40)

![Fig. 3. Approximate \( p^{11} \) as a function of approximate \( p^{01} \), for various \( \nu \) and fixed \( M = 10 \).](image)

VII. APPROXIMATIONS OF THE EQUILIBRIUM

Closed form expressions for \( \bar{p}^{00} \) and \( \bar{p}^{10} \) are difficult to obtain from (40). An approximation of (40) is thus proposed, to help choosing \( \nu \). Since \( \bar{p}^{10} \) represents the proportion of nodes with defective sensors that have not detected their status, the value of \( \bar{p}^{10} \) should be small. One has \( \lim_{\nu \to 0} \eta_0 = q_{FA}(2) / (1-q_{FA}(2)) \) and \( \lim_{\nu \to 0} \eta_1 = q_D(1,1) / (1-q_D(1,1)) \), thus one may consider the following approximations

\[
\eta_0 \approx \bar{\eta}_0 = \frac{q_{FA}(2)}{1-q_{FA}(2)}, \quad \eta_1 \approx \bar{\eta}_1 = \frac{q_D(1,1)}{1-q_D(1,1)}.
\]

(41)

Therefore, (40) may be rewritten as

\[
\begin{aligned}
\bar{p}^{00} &= \sum_{k:M<k+\nu} \binom{M}{k} (q_{FA}(2))^{k} (1-q_{FA}(2))^{M-k}, \\
\bar{p}^{10} &= \sum_{k:M<k+\nu} \binom{M}{k} (q_{D}(1,1))^{k} (1-q_{D}(1,1))^{M-k}.
\end{aligned}
\]

(42)

from which one deduces approximate values of \( \tilde{X}^{M,k}_0 \) at equilibrium

\[
\begin{aligned}
\tilde{X}^{M,k}_0 &= \binom{M}{k} (q_{FA}(2))^{k} (1-q_{FA}(2))^{M-k}, \\
\tilde{X}^{M,k}_1 &= \binom{M}{k} (q_{D}(1,1))^{k} (1-q_{D}(1,1))^{M-k}.
\end{aligned}
\]

(43)

For any fixed \( M, q_{FA}(2), \) and \( q_D(1,1) \), the values of the detection rate (DR) and of the false alarm rate (FAR) at equilibrium can be predicted by using (42), where FAR = \( \bar{p}^{10} = 1 - \bar{p}^{00} \) and DR = \( \bar{p}^{11} = 1 - \bar{p}^{10} \). For a fixed \( M = 10 \), Figure 3 presents the approximate evolution of DR as a function of FAR for different values of \( \nu \). This figure provides guidelines to choose the value of \( \nu \) to meet different performance requirements.

VIII. NUMERICAL RESULTS

A. Numerical verification of theoretical results

This section presents first the solution of the state equation (26-28) describing the evolution of the proportion of nodes in various states. Algorithm 1 is verified considering a random displacement of nodes without constraint on their speed. Consider a LODT where \( q_{FA}(0,2) = 0.05 \), \( q_D(1,1) = 0.8 \), and \( q_D(0,2) = 0.9 \). Besides, \( p_0 = 0.9, p_1 = 0.1, M = 4, and \nu = 0.4 \). Figure 4 presents the evolution of the proportion of nodes with good sensors (top part) and defective sensors (bottom part) in different states, obtained by solving (26-28) using \( \lambda = 1 \). One observes that the proportion of each state becomes constant as \( t/\Delta t \approx 15 \), which means that the system reaches fast its equilibrium point. For the good nodes, only two states are such that \( X_{0,k}^{\ell} > 0.05 \), i.e., \((0,4,0)\) and \((0,4,1)\), while the others are very close to 0. For the defective nodes, only \( X_{4,1}^{4} \), \( X_{1,3}^{1} \), and \( X_{2,2}^{1} \) are relatively large. Observe that since there does not exist a common \( (\ell,k) \) such that both \( X_{0,k}^{\ell} \) and \( X_{1,k}^{\ell} \) have unnegligible values, the accuracy of the algorithm is good. With \( \nu = 0.4 \), one has \( \bar{p}^{00} = 0.985 \) and \( \bar{p}^{10} = 0.027 \), which means that FAR is 1.5% and the non-detection rate (NDR) is NDR = 1 - DR = \( \bar{p}^{10} = 2.7\% \).

Consider now a set \( S \) of \( N_S = 1000 \) moving nodes uniformly distributed over a square of unit area. One considers...
a motion model: Node \( i \) randomly chooses its location at time instant \((k + 1) \Delta t\), independently from its previous location at time \( k \Delta t \). Two nodes communicate only at discrete time \( k \Delta t \) when their distance is less than \( r_0 \). Node \( i \) has its neighbors in the set \( \mathcal{N}_i = \{ j \in \mathcal{S} : 0 < R_{i,j} \leq r_0 \} \), where \( R_{i,j} \) is the distance between \( i \) and \( j \). Then, we assume that Node \( i \) can contact its neighbor if and only if \( |\mathcal{N}_i| = 1 \). Denote \( \rho = \pi r_0^2 N_S \) as the average value of \( |\mathcal{N}_i| \). The cardinality of \( \mathcal{N}_i \) approximately follows a Poisson distribution as \( N_S \) is large enough, the inter-contact probability during \( \Delta t \) is thus

\[
\lambda \Delta t = \mathbb{P} \{ |\mathcal{N}_i| = 1 \} = \rho \exp (-\rho).
\]

In the Monte-Carlo simulations, we used \( r_0 = 0.014 \), so that \( \rho \approx 0.6 \) and \( \lambda \Delta t \approx 0.33 \). The simulation results are shown in Figure 5. Comparing Figure 4 and Figure 5, the state evolution in the transient phase has similar shape but with different convergence speed, which depends mainly on \( \lambda \). Figure 6 shows a good match between theory and simulation for the proportions of states at equilibrium. The approximation of \( X_{\theta}^{4,k} \) using (43) is also presented in Figure 6, which is very close to its actual value.

### B. Simulation with Brownian motion model

Consider now a Brownian motion model: each node is moving with a random speed, and it simply changes its orientation when it reaches the boundary of the unit square. Define \( O_i = (o_x^i, o_y^i) \) as the location of Node \( i \). Consider a second order mobility model, i.e., \( d^2 o_x / dt^2 = v_x \) and \( d^2 o_y / dt^2 = v_y \) where \( v_x, v_y \sim \mathcal{N} (0, (\sigma r_0)^2) \).

Consider \( \sigma \in \{0.1, 1\} \), \( M = 10 \), \( q_{FA} (2) = 0.05 \), \( q_D (1, 1) = 0.8 \), and \( q_D (0, 2) = 0.9 \). Figure 7 presents the evolution of FAR and NDR as functions of time for both models, with the fixed \( \rho \approx 0.6 \). At the equilibrium, the performance obtained in the two moving models is quite close. However, the convergence speed depend on the inter-contact rate \( \lambda \). When \( \sigma = 0.1 \), the algorithm converges slowly in the Brownian model. When \( \sigma = 1 \), which results to a larger value of \( \lambda \), the evolution of FAR and NDR with the Brownian model are close to the ideal displacement model.

Now we characterize the impact of the parameters \( p_1 \) and \( M \) on the performance of the algorithm. To this purpose we assume \( q_{FA} (2) = 0.05 \), \( q_D (1, 1) = 0.8 \), \( q_D (0, 2) = 0.9 \) and consider the Brownian model with \( \sigma = 0.1 \). The evolution of NDR (or \( p^{10} \)) and FAR (or \( p^{11} \)) in case of various \( p_1 \in \{0.1, 0.5\} \) and \( M \in \{4, 10, 20\} \) are shown in Figure 8. Observe that a larger \( M \) leads to a better performance but requires longer convergence time. The proportion of the nodes with defective sensors, i.e., \( p_1 \), also has an impact on the convergence speed of the algorithm since a larger \( p_1 \) implies longer time to achieve the same performance.

Consider now a fixed \( q_D (0, 2) = 0.9 \) and \( M = 10 \). For
using LODT performed during the meeting of nodes. The DFD algorithm is analyzed considering a Markov model of the evolution of the proportion of nodes with a given belief in their status. Interestingly, the proportions at the equilibrium follow approximately a binomial distribution. Approximations of the various proportions of nodes at equilibrium provide a guideline to properly choose the decision parameter \( \nu \) of the DFD algorithm. The simulations show a good match with the theoretical part. The convergence speed of the DFD algorithm depends on the inter-contact rate and on the proportion of nodes with defective sensors. The latter has no significant effect the NDR and FAR at equilibrium. Further research will be dedicated to an adaptation of \( \nu \) with time to increase the convergence speed of the proposed DFD algorithm. This may be particularly important in variants of the considered problem, such as malware detection.
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