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Abstract—MapReduce is a popular programming model for
distributed data processing and Big Data applications. Extensive
research has been conducted either to improve the dependability
or to increase performance of MapReduce, ranging from adaptive
and on-demand fault-tolerance solutions, adaptive task scheduling
techniques to optimized job execution mechanisms. This paper
investigates a novel solution that controls MapReduce systems
and provides guarantees in terms of both performance and
availability, while reducing utilization costs. We follow a control
theoretic approach for MapReduce cluster scaling and admission
control. Preliminary results based on a simulation environment,
previously validated on a real MapReduce cluster, show the
effectiveness of the proposed control solutions for a Hadoop
MapReduce cluster.

I. INTRODUCTION

The amount of data produced by everything from mobile
phones, tablets, computers to smart watches brings novel chal-
enges in data storage and analysis. Many solutions have arisen
in research and industry to handle these large amounts of data.
MapReduce is a popular programming model and execution
environment for developing and executing distributed data-
intensive and computer-intensive applications [3]. However,
the complexity of configuration of such a system is con-
tinuously increasing while the user expectations remain the
same: continuous availability and fast response times are the
required norm. Moreover, with the advent of cloud solutions,
the environments where these systems need to run is becoming
more and more dynamic.

Ensuring performance and dependability of MapReduce
systems still poses several challenges. Although the framework
hides the complexities of parallelism to the users, deploy-
ing an efficient MapReduce implementation poses multiple
challenges. Furthermore many factors have been identified
that negatively influence the performance of MapReduce jobs
(CPU, input/output and network skews, hardware and soft-
ware failures, node homogeneity assumption not holding up,
bursty workloads) and extensive research has been conducted
to improve dependability or performance of MapReduce by
changing the behavior and/or algorithms of the MapReduce
framework itself (see [7] for instance). Although these solu-
tions improve upon how MapReduce works, no guarantees
are provided in term of performance and availability. Some
solutions for performance modeling [5] and control [2] can be
found in the literature. However to the best of our knowledge,
there are no work to provide concurrent guarantees in terms
of combined dependability and performance, while reducing
utilization costs. The presented work is in line with our
previous modeling and control (see [1]) by extending it to
optimally deal with performance-availability-costs compromise.

To that end, we design and implement the first optimal
control algorithm for MapReduce systems that ensures the de-
sired service availability and performance while continuously
minimizing costs as well. Preliminary simulation based on
a model validated on a real MapReduce system shows the
soundness of the approach.

II. BACKGROUND AND MOTIVATION

MapReduce is a programming paradigm developed for
parallel, distributed computations over large amounts of data. It
has been developed in 2008 by Google to automatically handle
most of the complexity of parallel computing and nowadays
it is backed by Big Data industry leaders such as Facebook,
LinkedIn (see [4], [3] among others). The most used
open source implementation of the MapReduce programming
model is Hadoop [6].

The choice of control variables out of Hadoop’s many
parameters (more than 170) is not straightforward. After an
in depth analysis of Hadoop’s behavior (see [1]), we chose
the MapReduce cluster size ($N$) and the maximum number
of admitted clients ($MC$) as our tunable signals that we can
use to control MapReduce behavior, as they are known to
have a high influence on both service availability and perfor-
mance. MapReduce admission control is a classical technique
to prevent server thrashing since it consists of limiting the
maximum number of clients that are allowed to concurrently
send requests to the central controller.

One of the important challenges in current MapReduce
deployments is assuring certain service time and availability
thresholds for jobs while minimizing cost. These specifications
are given as the maximum response time $R_{\text{max}}$ and the min-
umin availability $Av_{\text{min}}$, to be guaranteed by the MapReduce
system.

III. PROPOSED SOLUTION

We proceed in two steps: first we study the impact of
control signals on measured variables, which is called mod-
eling and second, based on this model, we design the control
algorithm which, after taking into account the system states
and its environment, automatically decides the values of the
control variables. A schematic overview of this approach is
shown in Fig. 1.

![MapReduce control schema](image-url)
a) **Modeling MapReduce:** Capturing the complex behavior of MapReduce systems is highly challenging. A model that captures the dynamics of MapReduce systems and can be used to predict performance and availability levels was already validated in [1]. The model is built as a set of difference equations that describe the impact of changes in the control variables on system’s outputs.

The input variables of the MapReduce model are the number of nodes \( N \) of the MapReduce cluster and the maximum number of clients \( MC \) concurrently admitted. The workload \( C \) (the number of concurrent clients that are sending requests to the central controller) is considered as an exogenous signal that we can not control. The outputs, measured variables, which we desire to keep at certain levels, are the average response time \( Rt \) of a MapReduce client request and the availability \( AV \) level of MapReduce to its clients. Note that there is no limit on job size or nature in our modeling process, we only assume that variance in job properties is no more than 25%.

b) **Control of MapReduce:** The aim of our control algorithm is to guarantee a given performance and availability, using a minimal amount of resources, even when the system face jumps in workload. This 3-fold objective consists the first major improvement upon our previous work [1]. For that purpose, we define a *cost function* that will be minimized, which has two components: the first one is the difference between the response time (resp. the availability) and the reference values \( (R_{t_{\text{max}}} \text{ and } AV_{\text{min}}) \), while the second one is composed of the cluster size \( (N) \). Moreover, each of the above mentioned components are in fact considered over a time horizon, called *prediction horizon*, over which the model presented in the previous section is used to foretell the behavior of the MapReduce system. The algorithm chooses and periodically updates a profile for the control signals which minimizes this cost function over the whole prediction horizon, that is to say a profile which guarantees performance and availability while reducing the resource consumption \( N \). This *optimal* computation over a time horizon is the second major advance of our work. Furthermore, by adding weights to the different components of the cost function, we can give more importance to particular specifications, as these components can express contradictory requirements (availability vs. performance trade-off for instance).

### IV. Preliminary Results

For preliminary validation, we simulated the behavior of a MapReduce framework with and without our control strategy under a changing workload. For this example, we decide that the availability should not be less than 98% *and* the response time should be at most 120 seconds while always minimizing the number of nodes. When the workload is too constraining and these specifications cannot be fulfilled, we give higher priority to the response time constraint and momentarily leave out constraints on control signal \( N \). However, this priority order can be changed at any time.

Fig. 2 shows the results of our simulations. We see that our strategy enables to have the desired availability while significantly improving MapReduce performance by scaling the cluster and rejecting some requests according to workload fluctuations. Without any control strategy all specifications can not be kept at the same time.

---

![Fig. 2. Comparison of MapReduce performance and availability with and without control (AV_{\text{min}} = 98\% and R_{t_{\text{max}}} = 120 s)](image)

### V. Conclusion & Future Works

In order to improve both performance and availability of a MapReduce deployment subject to a changing workload we introduce a control strategy that, through mathematical optimization, scales the resources of the cluster and performs admission control. The solution we develop is a small add-on to the system that runs in parallel of MapReduce in a non intrusive way. We simulated our control algorithm using a previously on-line validated model, results are promising as they show significant performance improvements of MapReduce, while guaranteeing almost full availability and minimizing resource usage.

Future works are being investigated that aimed at validating our control strategy using a real MapReduce deployment. Moreover, we would like to improve our algorithm by reducing the number of cluster reconfigurations, as it is a costly issue in cloud computing, while still providing mathematical performance and availability guarantees through formal optimization.
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