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Abstract:

The social influence is at the centre of consideration in social science. In industrial engineering, although the enterprise has reached the age of the electronic communication, the human direct communication is not sufficiently considered even if it remains critical communication vector to transmit information. The idea is to predict some human attributes behavior that will help enterprise to make efficient decision. The research in the domain gives significant results but the impact of information on individuals within a social network is, mostly, statically modelled where the dynamic aspect is not frequently tackled. The individual's reaction to a change within an organization or ecosystem (implementation of a new system, new security instructions...etc.) is not always rationale. The opinion of individuals is influenced by information gathered about the attributes of the technology from other members of their social network. In addition, the works about modelling and simulation of the population’s reactions to an event do not use explicit specification languages to support their models. A behavioural specification model is one critical missing link. Adding a clear behavioural model can help for specification verification and reuse. From literature, the DEVS formalism (Discrete EVent system Specifications) appears being general enough to represent such dynamical systems (Zeigler et al., 2000). It provides operational semantics applicable to this domain. The contributions of this work are dynamic models of individuals using low-level language to simulate the propagation of information among a group of individuals and its influence on their behaviour. In more details, we define a set of models of individuals characterized by a set of state variables and the mesh between the individuals
within a social network. Then, we introduce the information diffusion based on epidemic spreading algorithms and we transpose them into the case of the message propagation in a social network. Finally, a basic scenario is used to give a beginning of validation to our models using a platform based on DEVS formalism.

**Keywords:** Modeling and Simulation; DEVS Formalism; Agent-Based Model; Information Impact; Diffusion Network Model.

**Introduction and Motivation**

In the field of social influence, a fundamental problem is to develop a model for finding an efficient way to spread information within an informal network. It seems natural that many people are often influenced by their friends' opinions and recommendations. In industrial engineering, even if the enterprise has reached the age of the electronic communication, we assume here that the human direct communication is not sufficiently considered although it remains one critical communication vector to transmit information. This study is focussing on informal social networks that remain a critical communication vector such as coffee break or others informal meetings. The idea is to evaluate the informal communication existing in the enterprise or other organisations that takes other ways than hierarchical or process orders. These commutations can influence and change the members' opinion in the field of organizational management (for instance the implementation of a new information system). Therefore, the behaviours of individuals and user groups have to be modelled and integrated into simulators to get more realistic results. The research in social science domain gives significant results but the impact of information on individuals within a social network is, mostly, statically modelled where the dynamic and sequential aspects are not frequently tackled.

Social interaction plays an important role in studying the propagation of information, innovation, ideas, and influence among its members. When an event appears - for example, the use of cell phones among students, the adoption of a new information system within the enterprise, or the rise of a political movement in an unstable society - it can either die out quickly or makes significant inroads into a population. Network diffusion process allows us to understand the dynamics and the propagation of information in social network. These
networks can consist of individuals, group of person or organizations. The interactions could be done by physical contact, remote collaboration, any types of social meetings or some forms of verbal or written communication depending on the situations. The diffusion studies are numerous because diffusion phenomena are discussed in several disciplines: computer science (computer virus, information diffusion in a social network) (Girvan \textit{et al}., 2002), biology (epidemics) (Cauchemez, 2011), physics, etc. In our case we diffuse a message enclosed in a data packet. This packet contains several pieces of information which influence the reaction of the individual and time life of the packet. The intention is to go further than most of current models which generally reduce the individuals as simple obstacles or information transmitters without enough nuances in their behaviour and the influence they can have on a message.

The choice of an appropriate modelling technique to study the behaviour of complex systems is very important (Robinson, 2004). To inform the choice of modelling technique, the relevant literature spanning the fields of Economics, Social Science, Psychology, Retail, Marketing, Operational Research, Artificial Intelligence, and Computer Science has been reviewed. Agent-based Modelling and Simulation (ABMS) play an important role in the field of computational social science. It is a method of computational representation of individual interactions from which social patterns emerge; the latter is a method that affords (dynamic) structural analysis of (socio) structural patterns. Agent-Based Modelling (ABM) shows micro-level processes that affect macro level outcomes. The macro level behaviour is not explicitly modelled; it emerges from the micro-decisions made by the individual entities (Pourdehnad \textit{et al}., 2002). Today, Agent-Based Models (ABMs) are mostly implemented as object-oriented computer programs. They consist of autonomous agents that can be perceived as computer programs themselves. Agents have in principal three features: they behave and interact according to a given set of rules, possess cognitive capabilities to process information, and constitute their own environment (Ferber, 1999). In this study we use the Discrete EVent Systems specifications (DEVS) formalism to represent agents. DEVS has the interest to be timed, highly modular and hierarchical for the description of reactive systems. This low-level language permits a full control of the agents’ models and it promotes modularity and reusability.
A cellular automaton is a very simple abstraction invented in the 1940s by John von Neumann to study self-reproducing systems (Von Neumann and Burks, 1966). Since then, Cellular Automata (CA) have been widely used to reproduce and better understand the dynamics of complex phenomena found in the real world, especially when these phenomena only require very simple programming to be reproduced digitally. Despite their high ability to describe complex phenomena, however, CA still suffer from a low ability in supporting structural rules at various levels. In this article, we recall an extension of the CA that compensates this missing structure by means of another simple but equally powerful mathematical abstraction called DEVS. First, we give a comprehensive description of the resulting Cell-DEVS formalism. Then, we demonstrate the ability of this formalism to express the phenomena of social influence. In more detail, this paper will participate in the definition of a set of models that addresses the entities, the structure of a population and the social interaction. We begin by recalling the DEVS formalism and the CD++ toolkit. In addition, we provide a model of individual characterized by a set of attributes using DEVS. Finally, we present a basic scenario of message diffusion over a population to validate our models using a platform based on DEVS formalism.

1. Background and related work

In this section we introduce the concepts used along the article and we analyse some related works from the literature. We first introduce the DEVS formalism and its extension (focusing on Cell–DEVS). Then we describe some DEVS simulation tools and we focus on CD++, the DEVS simulation environment in which the actual implementation of our work is based on. Finally, we analyse some related work on the diffusion model.

1.1 DEVS formalism

The DEVS formalism for modelling and simulation (Zeigler et al., 2000) is based on discrete events modelling. It provides a framework with mathematical concepts based on the sets theory and systems theory to describe the structure and the behaviour of a system. With DEVS, there is an explicit separation between a model and its simulator. Once a model is defined, it is used to build a simulator (i.e. a device able to execute the model’s instructions). DEVS proposes two kinds of models: the atomic models, which describe behaviour, and the
coupled models which describe a structure and hierarchy. DEVS has been used as a simulation paradigm for various systems (Sarjoughian et al., 2001). In our work, we use it to model human behaviour.

The DEVS formalism has numerous advantages. We can classify them into two aspects: theoretical and applicable perspectives (Figure 1). In the theoretical perspective, the DEVS formalism allows the building of a very complex model by connecting different DEVS models, either atomic or coupled models, in a hierarchical manner (Figure 1 Left Circle). Besides, the formalism provides simple but clear semantics for the basic model behavior (Figure 1 Top Circle). It can specify a specific state at any point of time as well as connect with other models with I/O events which are caused by state transitions. In addition it permits structural coupling to assembly DEVS and DEVS extension so it encourages interoperability (Figure 1 Right Circle). It is well known and several implementations exist (Figure 1 Down Circle).

An atomic DEVS model is defined as:

\[
AM = < X, Y, S, \tau_a, \delta_{int}, \delta_{ext}, \lambda >
\]
X: is the set of input events;
Y: is the set of output events;
S: is the set of sequential states (or also called the set of partial states);
Ta: is the time advance function which is used to determine the lifespan of a state;
\( \delta_{\text{ext}} \): is the external transition function which defines how an input event changes a state of the system;
\( \delta_{\text{int}} \): is the internal transition function which defines how a state of the system changes internally (when the elapsed time reaches to the lifetime of the state);
\( \lambda \): is the output function. It defines how a state of the system generates an output event (when the elapsed time reaches to the lifetime of the state).

The semantics for this definition is given as follows. At any time, a DEVS atomic model is in a state \( s \in S \). In the absence of external events, the model stays in this state for the duration specified by \( \tau_a(s) \). When the elapsed time \( e = \tau_a(s) \), the state duration expires and the atomic model sends the output \( \lambda(s) \) and performs an internal transition to a new state specified by \( \delta_{\text{int}}(s) \). Transitions that occur due to the expiration of \( \tau_a(s) \) are called internal transitions.

However, state transition can also happen due to the arrival of an external event which will place the model into a new state specified by \( \delta_{\text{ext}}(s, e, x) \); where \( s \) is the current state, \( e \) is the elapsed time, and \( x \) is the input value. The time advance function \( \tau_a(s) \) can take any real value from 0 to \( +\infty \). A state with \( \tau_a(s) \) value of zero is called transient state, and on the other hand, if \( \tau_a(s) \) is equal to \( +\infty \) the state is said to be passive, in which the system will remain in this state until receiving an external event.

1.1.2 Formal specification of a coupled DEVS model

The classic DEVS coupled model can be described as:

\[
N = \langle X, Y, D, \{M_i\}, \{I_i\}, \{Z_{i,j}\}, \text{select} \rangle
\]

1.1.3 DEVS extensions

The DEVS formalism supports an open approach to formalism extension, allowing the researcher to explore new extended or specialized formalism (Zeigler and Vahie, 1993).
These extensions facilitate the development of models for various applications in many different domains such as biology, engineering, and sociology. For example, Barros (1996) proposed the Dynamic Structure DEVS (DSDEVS) formalism which allows changes in model structure during execution. Chow (1996) proposed the Parallel DEVS (P-DEVS) for parallel execution benefits. Hong et al. (1997) proposed the Real Time DEVS (RT-DEVS) for executing DEVS models within a real-world environment. From a network modelling perspective, Uhrmacher (2007) proposed Multi-Level-DEVS (ml-DEVS) which supports an explicit description of macro and micro level and Wainer and Giambiasi (2002) proposed the Cell-DEVS formalism which is a combination of cellular automata and DEVS that allows the implementation of cellular models with timing delays. Among them, we will use Cell-DEVS in this study to model and simulate the dissemination and the impact of information.

Wainer and Giambiasi (2001, 2002) proposed the Cell-DEVS formalism to describe cell spaces as discrete-event models where each cell is represented by a DEVS basic model component to combine the advantages of CA and DEVS methodologies in a systematic way. Using a modular interface, each DEVS basic model can communicate with its neighboring cells in the cell space, as well as other models outside of the cell space. Cell-DEVS is a combination of CA and DEVS that allows the implementation of cellular models with timing delays. A Cell-DEVS model is defined as a lattice of cells holding a state variable and a computing apparatus to update the cell state. This is done using the present cell state and a set of inputs coming from cells in the neighborhood. Cell-DEVS improves the execution performance of cellular models by using a discrete-event approach. It also enhances the cell’s timing definition by making it more expressive. Each cell is defined as an atomic model using timing delays. It can be later integrated to a coupled model by putting together a number of cells interconnected by a neighborhood relationship as showed in Figure 2.
Each cell uses N inputs to compute its next state. These inputs, which are received through the model's interface, activate a local computing function \( t \). A delay \( d \) can be associated with each cell. The state \( s \) changes can be transmitted to other models, but only after the consumption of this delay. Two kinds of delays can be defined: transport delays model a variable commuting time (every state change is transmitted), and inertial delays, which have pre-emptive semantics (scheduled events can be discarded).

1.1.4 **DEVS tools**

The DEVS formalism presents an explicit separation between model specification and its implementation (or simulation development). In other words, implementing DEVS models is easily achievable by using an implementation framework supporting the DEVS formalism, such as CD++ (Wainer, 2002), a framework which uses C++, JDEVS (Filippi et al., 2004) and DEVSJAVA (ACIMS, 2012) which both (JDEVS and DEVSJAVA) use JAVA, PythonDEVS (Bolduc et al., 2002) which is written in Python and VLE (virtual laboratory environment) which is a multi-modelling and simulation platform developed in C++ (Quesnel et al., 2009).

Several simulators for DEVS have been implemented. They are built with various Object-oriented languages (OOL) and even for those which use the same language, the simulation algorithms are different. The proposed DEVS and Cell-DEVS models in this study will be implemented in the CD++ simulator. CD++ is a modelling and simulation toolkit that implements DEVS and Cell-DEVS theory (Wainer, 2002). It has been used to solve a variety of complex applications (Wainer et al., 2010; Wainer, 2006). The tool allows models to be
defined according to the specifications introduced in the previous section. DEVS atomic models can be incorporated into a class hierarchy in C++, while coupled models are defined using a built-in specification language. The tool also includes an interpreter for a specification language that allows describing Cell-DEVS models. The model specification includes the definition of the size and dimension of the cell space, the shape of the neighbourhood and the borders. The cell’s local computing function is defined using a set of rules with the form:

\[ \text{POSTCONDITION} \{\text{DELAY}\} \text{PRECONDITION} \].

These indicate that when the PRECONDITION is satisfied, the state of the cell changes to the designated POSTCONDITION, whose computed value will be transmitted to other components after consuming the DELAY.

1.2 Network diffusion process

Social interaction plays an important role in studying the propagation of information, innovation, ideas, and influence among its members. An event will appear - for example, the use of cell phones among students, the adoption of a new information system within the enterprise - and it can either die out quickly or make significant inroads into the population. The network diffusion processes have a long history in social sciences (Rogers, 1962). With the advent of sufficient storage and computational power, this network diffusion process became an emerging research area in computer science (Domingos, 2005). Propagation models are designed to reproduce the phenomena that can be observed in social networks with applications in viral marketing, spread of disease and diffusion of ideas and innovations. Most models proposed recently are extensions from the Independent Cascade (IC) (Goldenberg et al., 2001) and the Linear Threshold models (LT) (Granovetter, 1978). The two models characterize two different aspects of social interaction. The IC model focuses on individual (and independent) interaction and influence among friends in a social network. The IC models can also be identified with the so-called Susceptible/Infected/Recovered (SIR) model for the spread of disease in a network (Bailey et al., 1975). The LT model focuses on the threshold behaviour in influence propagation, which we can frequently relate to; when enough of our friends bought a new phone, played a new computer game, or used new online social networks, we may be converted to follow the same action.
Modelling information flow through various social networks is an active research area, with work on diffusion of innovation and technology (Bass, 2004; Brown and Reignen, 1987; Rogers, 1995), viral marketing (Leskovec et al., 2006), the spread of computer viruses (Albert et al., 2000), and the spread of diseases (Newman, 2002; Morris, 2000). Diffusion models are used to study the adoption of products and spread of innovation influence by viewing them as a process of social interactions. The diffusion of innovation theory, introduced by Everett Rogers in 1962, defines stages of product adoption process which includes knowledge, persuasion, decision, implementation, and confirmation (Rogers, 1995). With respect to marketing, ABM has often been applied to model the diffusion of innovations. For instance, several researchers (Goldenberg et al., 2009; Rahmandad and Sterman, 2008; Stephen et al., 2010) have used an agent-based approach integrated with network science to model the role of influential in diffusion. Goldenberg et al. (2010) have used ABM to explore network effects in product adoption. Garcia (2005) provides a good review of how ABM had been used in innovation research. A restricted form of ABM, known as cellular automata (CA), has also proven useful. For instance, Garber et al. (2004) and Moldovan and Goldenberg (2003) use CA to model the diffusion of innovations. Dabbaghian et al. (2012) use CA to explore how social interactions among high school adolescents can affect their eating behavior and food choice.

2. Materials and methods

2.1 Human behaviour modelling

2.1.1 General approach

Human Behaviour Modelling is an important area of computational science with implications not only for social sciences, but also for economics, epidemiology and other fields. Scientific literature abounds in heterogeneous and highly specialized, theoretically founded concepts of human cognition, emotion and other behaviour aspects. There are many lines of research on such models, which span several disciplines, have different goals, and often use different terminologies and various approaches. Human behaviour modelling or Human Behaviour Representation (HBR) refer to computer-based models which imitate either the behaviour of a single person or the collective actions of a team (Pew and Mavor, 1998). Nowadays, research in human behaviour modelling is discussed in a variety of application areas. The important
fields of study are military service research (Fei et al., 2007), robotics (Kubota and Nichida, 2006), human machine interface (HMI) (Okuda et al., 2007) and some specially oriented anthropology studies (Ding, 2009). Human behaviour models are often represented by finite state machines, rules, fuzzy rules (Dorsey and Coovert, 2003) or multi-agent based modelling (Sun, 2007).

Silverman (2001) proposes a framework for integrating Performance Moderator Functions (PMF) in behavior simulation models. His framework named PMFserv is a model of an agent’s cognitive-affective state and reasoning abilities that is applied to profile the traits, cognitions, and reasoning of individual leaders, followers, and others. It is composed of various behavior moderators in different categories (physiology, stress, emotions and decision) and allows the agent to adopt different coping modes depending on its internal state.

We note that human behavior modelling in various fields is evolving and tending to be more realistic. However, these models remain specified in the shape of graphs or mathematical formulas and then directly implemented and coded using classical programming languages. The disadvantage of such an approach is that there cannot be a clear distinction between modeling and simulation. It is why the applications are specific and difficult to reuse in a different context. The DEVS Formalism allows the development of robust model representation based on the concept of atomic models and on the concept of higher-level models coupling. DEVS allows a hierarchical modelling and it is totally independent of the implementation of simulators that use such system modelling.

2.1.2 **Human behaviour modelling using DEVS**

In the agent-based model, individuals or group of individuals are represented as agents. Each agent is described by a set of attributes:

- Static attributes: gender, social status, religion, age class, ethnicity, leadership and language, etc.
- Dynamic attributes (variables): opinion, interest, un/satisfied-needs, etc.

Static attributes are intrinsic or unchanged parameters, i.e., time has no effect on them. Dynamic attributes evolve with time or events. For example, individuals can be reached or not by the information depending on its opinion and the social network configuration.
We use the graphical DEVS notations (Song and Kim, 1994) to describe the human behavior. Figure 1 is an example that describes the message influence on the individual behavior and potentially its dissemination using the DEVS specifications. The first phase is used to configure and initialize the agent’s attributes. Then, when the agent is in the “IDLE” phase and if it receives an external event from another agent on port “In_info” (In_info? Packet), it moves to “phase_0”. Here, the agent calculates the trust factor \( a(i,j) \) between him and the sender depending on the sender's religion, language and age class. If the trust factor is higher than a predefined threshold, the receiver moves to “phase_1” else it returns to “IDLE”. Then, if the message is still strong enough, the receiver moves to “phase_2” else it returns to “IDLE”. This message creates an impact on the individual, and eventually its behavior depending on the agent’s opinion and the relationship between him and the sender. After a period, processing_time, the receiver transmits the message on its ego-network. After the contact between receiver and sender, the receiver’s variables (opinion, interest, satisfaction) change according to the message content, the sender and cultural factors.

![Image of individual model diagram](image_url)

**Agent Attributes:**
- Static agent Attributes (age, gender, Language, Religion...),
- Dynamic agent attributes (Maslow's needs, Message received, interest, Satisfied...)

**Figure 3 : Specification of individual model**

### 2.2 Message dissemination propagation modelling

Propagation (dissemination or spread) models are designed to reproduce the phenomena that can be observed in social networks with applications in viral marketing, spread of disease and diffusion of ideas and innovations.
There are clear relations between epidemic disease and information diffusion through social networks. In epidemiological modelling, the spread of diseases is often represented as the disease state of individuals, such as susceptible, infectious, and recovered, as well as possible transition and time constants for transition between states. The state and transition framework is then applied to a resolution level of the population that is appropriate for application. This may be the whole population, subpopulations, communities, or individuals. Although there are many epidemiological models available, most applications have their own specific requirements. In epidemiology, the classical disease spreading models are based upon the cycle of disease in a host: a person is first susceptible (S) to the disease. If then exposed to the disease by an infectious contact, the person becomes infected (I) (and infectious) with some probability. The disease then runs its course in that host, who is subsequently recovered (R) (or removed, depending on the virulence of the disease).

Various epidemic models have been proposed and studied over many years. Recently, researchers (Bailey, 1975; McCormack and Salter, 2010; Jin et al., 2013) have also applied epidemic models to the diffusion of information and influence in social networks. Both diseases and information can spread from person to person, across similar kinds of networks that connect people, and in this respect, they exhibit very similar structural mechanisms. We propose a basic analogy (Table 1) between the dissemination of information among a group of individuals and the transmission of infectious disease between the individuals themselves. In both cases, something (e.g. a message, feeling, etc.) is communicated through a given contact.

| Table 1: Analytical model parameters in epidemiology versus diffusion |
|--------------------|--------------------|
| **Epidemiology** | **Information diffusion** |
| **N** | Number of individuals | Number of individuals |
| **S(t)** | Number of susceptible individuals at time t | Number of susceptible individuals at time t |
| **I(t)** | Number of infectious individuals at time t | Number of individuals at time t that carry the information |
| **x** | Contacts per unit of time and per individual | Contacts per unit of time and per individual |
| **β** | Probability of transmission in a contact between an infective and a susceptible | Probability of transmission in a contact between an information holder and a susceptible |
The diffusion model presented in this paper is motivated by concepts from existing diffusion models. The key concepts found in the SIR models used in epidemiology and the standard threshold and cascade models are reflected in the models. The SIR model divides the population into three possible categories (susceptible, infected, and removed) that reflect the status of the individuals. Susceptible are individuals who are not infected but may become infected when they get in contact with an infected individual. Infected are individuals who are carrying the disease and have the potential to spread it. Removed are individuals who have either recovered from the disease or died, and cannot spread the disease. The model assigns a disease transmission probability based on a given average rate of contact, and assumes that all individuals are equally likely to become infected. An agent is assumed to transmit messages to another agent based on the SIR model, where agents are classified into three types: A-, B-, and C-type. A-agent (active agent) is an agent who knows the information and is willing to make others known because the agent is itself interested by the information. B-agent (uninformed agent) has not received any message, but can be so through interaction with A-agent. C-agent (passive agent) has received a message but does not spread it. Each A-agent tries to transmit information to other uninformed agents.

Four conditions can cause the end of the simulation: (1) The individual who receives the information is a type B; (2) The strength of the message to be propagated falls below a given threshold; (3) All nodes are type C; or (4) it has been a long time (higher than a given threshold) since the scenario occurred.

### 2.3 Influence and opinion change modelling

The challenge in creating a social simulation addresses how groups or individuals influence each other, how they update their opinion and alter behaviour based on messages diffused
from others. Many psychological results and theories address the social influence phenomenon (French, 1956; De Groot, 1974; Friedkin, 1999; Cialdini, 2001). The mechanisms of opinion change in our work are based on social influence and bounded confidence models (Hegselmann and Krause, 2002). Social influence occurs when a message emitter and a message receiver get in contact. The message emitter attempts to communicate position about an opinion to the receiver. As result of this conversation, the receiver of the message may shift her/his opinion some distance towards or away from that of the emitter’s opinion. This opinion is characterized by the opinion number and the opinion confidence bounds (Figure 6). This opinion is held with a certain degree of confidence. This confidence is usually represented as either a symmetrical or asymmetrical set thresholds. This confidence impacts the ability of the receiver's opinion to change. If the emitter’s opinion falls beyond the thresholds of the receiver’s opinion, then the receivers will not change her/his opinion. This kind of study can be exploited to study the information diffusion in various domains such as the collaboration between several enterprises, in an organization or in the military area.

![Figure 4: The mechanism of opinion change](image)

### 3. Simulation experiment

In this section, we present a simple model of information impact (evolution of agent’s opinion) using the formalism Cell-DEVS in order to validate the interest to use DEVS and Cell-DEVS in social influence modelling. These models implement limited number of data in order to facilitate its understanding in a pedagogical approach. We find encouragingly that
such simple model with a modest amount of readily available data produces credible potential useful predictions of trends.

3.1 Conceptual model description

The model involves the propagation of information within a group of individuals (from info-sources to info-targets) and it evaluates the affects generated by the information. Using Cell-DEVS, we constructed 441 agents (individuals) that represent an entire population. In Cell-DEVS model the population is represented by two-dimensional square grids where each cell represents an individual in a population. We assume that they are residing near the same area. Each individual, residing in (i,j) cell, is equipped with variables indicating different parameters and states of the individual; Static attributes: gender, social status, religion, age class, ethnicity, leadership, language and dynamic attributes (variables): opinion, interest, un/satisfied-needs. The state of each cell can vary depending on pre-determined rules. These rules are derived from human behaviour model described in section 2.1. Our assumption is that individuals belong to any of three states; Active (A-agent), Uninformed (B-agent) and passive (C-agent).

The protocol of opinion change is based on social influence and bounded confidence models. Social influence occurs when there is contact between an info-source (message emitter) and an info-target (message receiver). The message sender communicates a position about an opinion to the sender. As a result of this discussion, the receiver of the message may change its opinion; towards or away from that of the sender’s opinion.

3.2 Formal specification

We now present the formal definition for the Cell-DEVS model defined in the previous paragraph. DEVS and Cell-DEVS (as CA as well) provide the advantage of a formal approach. It allows formalizing and validating the conceptual model and improves the error detection process, while reducing testing time (thus improving the quality and development costs of a simulation). DEVS permits formal specifications to be translated into executable models, facilitating the verification of the simulator and validation against as well as the controlled investigation of performance through alternative models and simulators (Shiginah, 2006).
3.2.1 Atomic cell-DEVS models

The Atomic cell-DEVS specification of the agent is:

\[ CD = < X, Y, I, S, 0, N, d, δ_{\text{int}}, δ_{\text{ext}}, τ, λ, D > \]

Where

- \( X \) is input port to receive the package or information
- \( Y \) is output port to send the package or information
- \( S \) is the set of possible states for a given cell.
- \( N \) represents the von Neumann neighborhood \( \{(-1, 0), (0, -1), (0, 1), (1, 0), (0, 0),\} \)
- \( d = \) transport delay, 100 ms
- \( τ: N \rightarrow S \), introduced in figure 2, is defined by following rules.
  - **Agent state change**: After a delay, uninformed agent will become Active (from 0 to 1) if at least one neighbour (Von Neumann’s neighbourhood) is an active agent (1).
  - **Opinion change**: Each agent updates its opinion when it receives a message from its neighbours according to bounded Confidence (BC) mechanism.
    \[ O'(x) = O(x) + δ \cdot (O(y) - O(x)) \quad (BC) \]
    Where
    \( O'(x) \) is the current opinion of the agent \( x \) and \( δ \) is degree of influence of agent \( y \).
  - **Message adoption**: After a delay, when the agent changes its opinion it can adopt the message depending on its age class and its current opinion \((\text{opinion} > 6)\).

\[ I, 0, δ_{\text{int}}, δ_{\text{ext}}, λ, D \] will be defined according to coupled Cell-DEVS definitions.

3.2.2 Coupled cell-DEVS models

Once the behavior of one cell is defined, they can be combined into a coupled model:

\[ M=<I, X, Y, Xlist, Ylist, η, N,\{m,n\}, C, B, Z, \text{select}> \]
Where

- $Xlist = \Phi$
- $Ylist = \Phi$
- $\eta = 5$
- $I = \langle P^X, P^Y \rangle$, with $P^X = \{ \Phi \}, P^Y = \{ \Phi \}$
- $N = \{ (-1,0), (1,0), (0,0), (0,-1), (0,1) \}$
- $m = 40; n = 40$
- $B = \{ \Phi \}$
- $C = \{ C_{ij} | i \in [0,39], j \in [0,39] \}$
- $Z$: defines internal and external couplings

\[
\begin{align*}
P^Y_d \rightarrow P^X_{i,j+1} & \quad \quad \quad P^X_{i,j+1} \leftarrow P^Y_{i,j} \\
P^Y_d \rightarrow P^X_{i-1,j} & \quad \quad \quad P^X_{i-1,j} \leftarrow P^Y_{i,j} \\
P^Y_d \rightarrow P^X_{i,j+1} & \quad \quad \quad P^X_{i,j+1} \leftarrow P^Y_{i,j} \\
P^Y_d \rightarrow P^X_{i+1,j} & \quad \quad \quad P^X_{i+1,j} \leftarrow P^Y_{i,j} \\
P^Y_d \rightarrow P^X_{i,j} & \quad \quad \quad P^X_{i,j} \leftarrow P^Y_{i,j}
\end{align*}
\]

- $Select = \{ (0,-1), (0,1), (0,0), (-1,0), (1,0) \}$

The coupled model rules $P$ is built as an array of atomic cells, each connected to its neighborhood. The space borders are provided with different behavior, or their cells are connected with those in the opposite border.

An agent changes its opinion (encourage or not the implementation of an information system) depending on the sender’s opinion and its own current status. An agent’s opinion is characterized by the opinion number, and the opinion’s confidence bounds. When the agent receives an opinion, from another agent within his social network, the receiver modifies its opinion partially, in the direction of the sender’s opinion. When the sender’s opinion is outside the receiver’s confidence bounds, the receiver ignores the sender’s opinion. This model and the opinion scaling equations follow largely (Friedkin, 1999; Hegselmann and Krause, 2002) introduced in section 2.2.

We suppose that the dimension of for/against the innovation is from 0 to 10, with 5 as indifference towards the change. Initially, the entities may be uninformed individuals or information sources with an opinion about the change affected randomly. They also have a set of thresholds around these opinions. Source nodes initiate the original message. The info-sources are chosen randomly.
3.3 Implementation

3.3.1 Overview

The CD++ environment includes facilities to build DEVS and Cell-DEVS models. Cellular models are defined using a built-in language based on the formal specifications of Cell-DEVS, which includes the definition of the size and dimension of the cell space, the shape of the neighbourhood, and the type of the cells that represent the borders of the bouncing area. The cell’s local computing function is defined using a set of rules in the following format.

\[ \text{POSTCONDITION DELAY \{ PRECONDITION \}} \]

That is, when the \textit{PRECONDITION} is met, the state of the cell will change to the designated \textit{POSTCONDITION} after the duration specified by \textit{DELAY}. If the precondition is not met, then the next rule is evaluated until a rule is satisfied or no more rules are available. As discussed in (Wainer, 2006, 2010), this formalism allows security to be improved and development cost to be reduced thanks to the simulations.

In this section, we show the basic definitions of Cell-DEVS models by defining the behaviour of diffusion process within a group of persons. The model is specified by a 21 × 21 cell space using the C++ specification language. The model defines a set of rules to control the dynamic of agent’s opinion and the spread of the message, including four sets of rules for the corner and border cells each as well as a set of rules for the rest of the cell space.

3.3.2 Settings

Our Model of the message dissemination consists of four properties:

1) We use a 2-D regular uniform lattice (21 x 21) to represent the area where innovation diffuses.

2) Each cell has a neighbourhood that includes the surrounding cells at the four possible 2D directions. Each cell in the model has a neighbourhood definition (using the relative positions to the central cell itself) that includes the central cell (0, 0), northwest (NW) cell (-1, -1), northeast (NE) cell (-1, 1), southwest (SW) cell (1, -1), and southeast (SE) cell (1, 1). Each one representing an agent, which can accept
discrete values representing various states. Each agent can be in one of two states: “0”,
agent did not adopt the innovation, “1”, agent adopted the innovation.

3) The neighbourhood is a Von Neumann neighbourhood.

4) About transition rules, the variables at each site are updated simultaneously, based on
the values of the variables in their neighbors at the preceding time step, and according
to the definite set of “local rules”. As in this model, the agent updates its opinion when
it receives a message of his neighbour. Based on the sender’ opinion and its attributes
(age and position in the organization) it can change its opinion converging to the
sender’ opinion and decide to adopt or no the innovation. In the case of this model, the
irreversibility of transition is assumed, so that customers cannot “un-adopt” after
adoption. Each set of rules is applied to its corresponding zone defined in the cell
space.

Figure 5 represents the specification of the initialization part of this model in CD++. 
3.4 Simulation Results

The figure 6 shows the simulation set and results of a message propagation from info-sources to info-targets. This model represents the opinion of enterprise human resources regarding a change within the organization. Some people are pro, others are not aware about the innovation. The simulation of this model details the evolution of the individual’s opinion about supporting opponents’ ideas. It can be seen as a way to measure some informal information that can circulate within an enterprise. First, we generate a population of 441 individuals with some attributes; gender, position and opinion. Then, we diffuse a message from 10 sources (info-sources) represented by blue cells. In the beginning of the simulation (Figure 6A), the agents are initialized with the some degree of opinion (randomly) concerning the implementation of a new system (Red cells opinion is between 6 and 10. Orange cells represent individuals with an opinion between 3 and 6. Yellow cell contains individual who
are opinion between 0 and 3). When they receive the message they change their opinion based on the sender’s opinion and message content. In the end (Figure 6B), we observe that the agents represented by white cells did not receive the message because they were not interest with message or because they do not share the same social networks with their neighborhood and others are changed their opinion depending on criteria presented previously.

The individual can be opposed to the information and/or person that is transmitting the message and/or favourable to the emitter and message content. Some individuals can be reached by the information where some others not. It depends on the individuals’ opinion and the configuration of the social network. This test is basic; it is based on the abstract geographical situation of individuals and it takes one dimension of a social network into account. Nevertheless, the approach already shows how hierarchical DEVS and Cell-DEVS formalism can be appropriately used to model a complex phenomenon of social influence. The results of this experiment can be exploited to reveal a communication path and to identify potential exchange of information between partners or collaborators. These informal communications can have negative or positive impacts on official orders and process actions.

These estimations done through the simulation can permit to have a more global vision on the potential impact of information in enterprise, organizations or more generally on population. This study can be used to resolve the problem of influence maximization (IM); i.e. find a set of $\beta$ initially activated nodes (info-sources) with the maximum number of activated nodes after the time step $t$ by launching several simulations with different nodes. Then, we compare the final results to select the nodes that maximum influence or spread the information. As perspective, we are integrating progressively more variables to describe more accurately
human behavior including social and psychological feelings and health. The inner idea is to obtain, thanks to simulation, a better understanding of the influence chain and how information can affect behavior of people and population.

At this level, our illustration model is based on fabricated data to test and simulate our design. We present a computer check of the rules and the diffusion process implemented in CD++. Because it is based for a great part on random variable values assignment, we are aware that we must replicate the model simulation to obtain trustable tendencies. Then, the next step will be the analysis of these data to check different hypotheses.

CONCLUSION AND PERSPECTIVES

This paper introduced the formal modelling and simulation of the impact of information on individuals in a group. We have expressed how DEVS and Cell-DEVS can be appropriate and formal techniques for modelling and simulating of social influence. At the individual level, DEVS models integrate the set of attributes (e.g. gender, age and languages), variables (e.g. opinion, satisfaction degrees and interests) and behavioral functions. The individual models can transmit the message after being affected itself by the message and having potentially changed the message current strength according to several criteria. The Cell-DEVS structures use these DEVS models of human behaviour and start building on top of it connected modules to form Cell-DEVS network. In addition, the separation between the model and simulator followed by DEVS and CD++, has enabled the modeller to concentrate on building the behavioural model on one side and preparing the spreading logic on the other side using the CD++ toolkit. The model shows a correct, even simple, human behaviour impact regarding information perception and treatment.

As a first perspective, we are integrating progressively more variables to describe more accurately human behavior including social and psychological feelings and health. The inner idea is to obtain, thanks to simulation, a better understanding of the influence chain and how information can affect behavior of people and population. This kind of simulation is promising for identifying and measuring the effects of informal information in society. Also, it opens up an interesting perspective to model human behaviour as actor of production systems. In a more general context it can serve to observe the effect of information through defined media on population.
The main perspective remains the definition of a multi-level social network. In detail the real social network is complex, it can refer to several networks spheres from primary networks to less important networks, for e.g. to the family environment, work, geography or any other connecting networks to transport the information from one individual to another. The final result will be the combination of several networks graphs.

One future step will consist in acquiring and using realistic data in social media for this simulation, for instance to observe the psychological effects of influence information on the population. To go further, we will also consider other experimental terrains, including domain dedicated electronic social networks.
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