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Abstract—This paper presents the full characterization, modeling, and control of a 2-degree of freedom microelectromechanical systems (MEMS) nanopositioner with fully integrated electrothermal actuators and sensors. Made from nickel Z-shaped beams, the actuators are able to move the device’s stage in positive and negative directions (contrary to classical V-shaped electrothermal actuators) and along two axes (x and y). The integrated electrothermal sensors are based on polysilicon resistors, which are heated via Joule heating due to an applied electrical bias voltage. The stage displacement is effectively measured by variations in their resistance, which is dependent on the position of the stage. The characterization tests carried out show that the MEMS nanopositioner can achieve a range of displacement in excess of ±5µm for each of the x and y axes, with a response time better than 300ms. A control scheme based on the combination of feedforward and IMC-feedback is constructed in order to enhance the general performance of the MEMS device, and in particular to reject the cross-coupling between the two axes and to enhance the accuracy and the response time. The experimental results demonstrate the efficiency of the proposed scheme and demonstrate the suitability of the designed device for nanopositioning applications.

Index Terms—2-DoF MEMS nanopositioner, electrothermal actuators, electrothermal sensors, feedforward feedback control, IMC control scheme, nanopositioning.

I. INTRODUCTION

One of the fundamental requirements of many microscale and nanoscale applications is the ability to provide high-precision motion with nanometer resolution. An important example is the atomic force microscope (AFM) [1], a form of scanning probe microscopy [2]. A nanopositioning system is one of the main elements of the AFM, where it is used to move the sample in a raster pattern while measurements of the sample’s topography are made using a cantilever with a sharp probe. The ability of nanopositioners to provide precise mechanical displacements has also seen them used in novel applications such as in high-density probe-based data storage systems [3], [4].

Nanopositioners based on microelectromechanical systems (MEMS) fabrication processes possess a number of potential advantages compared with macro-scale nanopositioners including lower fabrication costs, a smaller overall footprint, ease of bulk fabrication and increased bandwidth [5], [6]. A novel MEMS nanopositioner for AFM applications was demonstrated in [7], with the device acting as the scanning stage for a commercial AFM. A series of gold features was designed as part of the device’s stage to represent a scan sample, and an image of the features was successfully obtained via an open-loop scan performed in tapping mode.

Two commonly-used mechanisms for achieving mechanical displacements in MEMS-based devices are electrothermal and electrostatic actuators [8]. While both are relatively straightforward to implement without the need for complex fabrication processes, electrothermal actuators have the advantage of being able to provide high actuation forces while maintaining a relatively small footprint [9], [10]. This has led to their increasing development and utilization in MEMS-based nanopositioning applications over recent years.

One of the most commonly-used forms of in-plane electrothermal actuator is the V-shaped, or “chevron” type actuator, which has been demonstrated in a wide range of MEMS applications [5], [11]–[13]. This type of actuator typically features a series of bent conductive beams through which a current is passed. Joule heating results in the thermal expansion of these beams, which creates a mechanical displacement in the direction in which the beams are bent. A disadvantage of this mechanism is that the angled arrangement of the beams results in a high mechanical stiffness in the reverse direction, meaning that it is impractical to connect two actuators back-to-back to achieve bidirectional motion.

The use of a new type of MEMS electrothermal actuator with Z-shaped beams has recently been demonstrated [9], [14]–[16]. While the basic principle of operation is similar to the conventional actuator with V-shaped beams, the configuration of the Z-shaped beams means that the mechanism’s mechanical stiffness in the reverse direction is similar to that in the direction of actuation. This means that two actuators can be effectively coupled back-to-back to create a structure that possesses bidirectional motion.

This paper presents a novel MEMS nanopositioner that uses these novel Z-shaped electrothermal actuators to move a central stage. Four actuators are used to facilitate bidirectional positioning along two axes, resulting in a 2-degree of freedom (DoF) system. Integrated electrothermal displacement sensors are used to measure the displacement of the stage along each axis, allowing for closed-loop control of the system. Electrothermal sensing has been demonstrated in a growing
number of MEMS applications [11], [17], [18], and represents a compact and easily-implemented solution for integrated position measurement that is able to provide sub-nanometer resolution [19].

The paper is organized as follows. In section II, the principle of operation and the design and characterization of the 2-DoF MEMS nanopositioner are presented. The characterization shows that the nanopositioner is typified by a static nonlinearity between the applied voltage and the output displacement, and that cross-couplings exist between the two axes. In order to obtain a general linear model, we therefore propose first a feedforward controller in Section III. Then, we present in section IV the closed-loop control of the linearized system in order to enhance its performance in terms of accuracy and response time, and to reject the cross-couplings between the two axes of the device. For that, we demonstrate that internal model control (IMC) can efficiently be employed.

II. THE MEMS NANOPositionER

A. Principle of operation

The schematic diagram in Fig. 1-a displays the principle of operation of the MEMS nanopositioner in one DoF. The device is comprised of two sets of nickel Z-shaped beams that serve as the actuators used to position the stage, and two polysilicon sensors placed underneath this movable stage. Beneath each set of actuator beams is a polysilicon electrothermal heater (not pictured in the figure) which provides the thermal energy required for actuation.

One actuator, consisting of a set of Z-shaped beams, is used to create movement in one direction (i.e. the positive direction or negative direction). For instance, when the upper set of beams is heated by the corresponding electrothermal heater, the beams bend in the desired direction due to thermal expansion, and the rest of the structure is pulled towards the positive direction of the axis (Fig. 1-b). In a similar manner, displacements in the negative direction are obtained by heating the lower beams.

During the operation of the MEMS nanopositioner, a bias voltage is applied to the integrated electrothermal sensors, which consist of two polysilicon heaters (per axis) positioned underneath the stage. Joule heating causes these heaters to reach a temperature of several hundred degrees Celsius, resulting in heat being conducted from the heaters to the stage via a small air gap (Fig. 1-c). The movement of the stage creates a change in the overlap between the stage and the heater, affecting the rate of heat conduction between the two bodies. This results in small changes in the temperature of each heater, and due to the temperature-dependent resistivity of silicon, this creates detectable changes in the resistance of each heater. These resistance variations can be transformed into a measurable voltage and amplified to represent a measurement of the displacement of the stage. Two heaters are utilized per axis in a differential configuration, which helps to improve factors such as the linearity of the sensor output, and to reduce the effect of undesirable factors such as sensor aging and ambient temperature [6], [20].

B. Design of the stage

The above principle of motion was extended to two DoF (x and y axes), with separate actuators being implemented for the positive and negative directions along each axis. The MEMSCAP MetalMUMPs MEMS fabrication process was used to fabricate the MEMS device [21]. Fig. 2 displays a scanning electron microscope (SEM) image of the fabricated 2-DoF nanopositioner. Its fabricated size including the actuators and sensors is approximately 3 mm $\times$ 3 mm, with the movable stage being approximately 1 mm $\times$ 1 mm in size. For each actuator, three Z-shaped beams are used in parallel to increase the actuating force used to move the stage. A series of beam flexures located at the corners of the stage are used to mechanically guide the motion of the stage and to minimize the cross-couplings between the x axis and the y axis during operation. The cross-section of the beams was designed to be small such that the heat transfer from one actuator to another actuator or to the stage is as small as possible. The beam flexures and the Z-shaped beams comprising the actuators have
cross-section dimensions of $8\mu m \times 20\mu m$ (width $\times$ height).

![Electrothermal actuator with polysilicon heater](image)

Fig. 2: SEM image of the 2-DoF MEMS nanopositioner.

C. Characterization of the electrothermal actuators and sensors

1) Characterization of the sensors: First, the electrothermal sensors integrated in the MEMS device are characterized. The objective is to evaluate the relationship between the actual displacement $x$ (resp. $y$) of the movable stage and the output voltages from the sensors. The experiment is performed as follows. A constant input voltage $U_x = 50V$ (resp. $U_y = 50V$) is applied to the actuators along the $x$-axis (resp. along the $y$-axis) of the nanopositioner. Then, a Polytec MSA-400 Micro System Analyzer (MSA) is used to directly measure the actual displacement $x$ (resp. $y$) of the device’s moving structures. At the same time, the sensor readout circuit presented in Fig. 1-c, consisting of a pair of transimpedance amplifiers and a differential amplifier, is used to provide the sensor output voltages. This is repeated for different values of the voltages: $U_{x,y} \in \{-150, -125, -100, -75, -50, 0, 50, 75, 100, 125, 150\}$. Finally, the actual displacement $x$ (resp. $y$) measured by the MSA is plotted versus the output voltage of the sensor of the $x$-axis (resp. the output voltage of the sensor of the $y$-axis), which ranges from $-4V$ to $8V$. The results are shown in Fig. 3. From these results, we infer that a linear function can be used to sufficiently capture the sensors’ behavior. A more complex sensor model (e.g. a model using high order polynomials) can also be used to increase the model accuracy, however a model order greater than 6 is required to substantially decrease the standard deviation between the simulated sensor model and the experimental curves. We have therefore used a linear function, which is shown to give a good compromise between model simplicity and a low standard deviation. From Fig. 3, we remark that the linear gain of the positive direction is different from the gain of the negative direction for each of the $x$ and $y$ axes. This may be due to non-ideal positioning of the two heaters underneath the stage in the fabricated device, making the measurement asymmetrical in the two directions of each axis. Nevertheless, this asymmetry can be compensated by adjusting the amplifier gains or by using convenient inverse gains that enable the displacements $x$ and $y$ to be traced back from the sensors’ output voltages. Later in this paper, these inverse gains are used such that the whole system studied has the control voltages $U_x$ and $U_y$ as the input while the output is the displacements $x$ and $y$.

![Sensor characteristics](image)

Fig. 3: Sensor characteristics: displacement versus the output voltage of the sensor.

2) Characterization of the input-output map of the MEMS nanopositioner: Here, we characterize the static behavior of the fabricated 2-DoF MEMS nanopositioner, i.e. the map that links the input control voltages $U_x$ and $U_y$ with the output displacements $x$ and $y$. To achieve this, a triangular input voltage $U_x$ is first applied while maintaining $U_y = 0$. The generated output displacement $x$ is reported and the input-output map $(U_x, x)$ is plotted (see Fig. 4-a). This corresponds to the direct transfer on the $x$ axis. At the same time, the effect of $U_x$ on the $y$ displacement is reported and the map $(U_x, y)$ is plotted (see Fig. 4-c). This corresponds to the coupling effect with the $y$ axis. Next, a triangular input voltage $U_y$ is applied and the voltage $U_x$ is set to zero. Similarly to the previous characterization, the generated output displacement $y$ is reported and the $(U_y, y)$ map is plotted in order to obtain the direct transfer on the $y$ axis (see Fig. 4-d). Finally the input-output map $(U_y, x)$ provides the coupling with the $x$ axis (see Fig. 4-b). We note that several cycles of the triangular input voltages $U_x$ (and $U_y$) were applied and utilized to obtain the results plotted in Fig. 4. These figures show a good correlation between the curves from the different cycles and consequently demonstrate the repeatability of the voltage $\rightarrow$ displacement behavior.

The frequency of the used triangular signals should be low enough to avoid the influence of the system dynamics on the input-output characteristics, which is static. This influence is called the phase-lag and should not affect any static characterization. A variety of tests allow us to see that for a frequency lower than $0.1Hz$, the phase-lag is negligible. The results in Fig. 4 have been obtained with a frequency of $0.05Hz$.

From these figures, we conclude that: i) the 2-DoF MEMS nanopositioner possesses a nonlinear static behavior, and ii) the device has some undesired coupling $U_x \rightarrow y$ and $U_y \rightarrow x$. 
These nonlinearities are largely due to the nonlinear phenomena in the resistivity and thermal coefficients of the polysilicon heaters within the actuators and sensors [22]. On the other hand, the cross-couplings are mechanical in nature and largely result from the thermal transfer from the actuator of the x axis (resp. y axis) to the Z-shaped beams of the y axis (resp. x axis) through the beam flexures. These cross-couplings can also be attributed to structural asymmetries that result from the limited precision of the microfabrication process used. These nonlinearities and couplings will be controlled using a combined feedback-feedforward controller in the following sections. Also, Fig. 4 shows that displacement ranges in excess of ±5μm for the x and y axes are achievable. These ranges are comparable to the ranges obtained with classical nanopositioners such as piezotubes in atomic force microscopy [23], [24]. It is worth mentioning that the responses along the x-axis are noticeably different from the responses along the y-axis, in particular for the cross-coupling. These differences are due to imperfections inherent in the nanopositioner itself, such as the aforementioned structural asymmetry, which leads to slightly differing mechanical and thermomechanical behavior between the two axes.

![Fig. 4: Output displacement versus input voltage (static characteristic), obtained with f = 0.05Hz.](image)

It should be noted that the resolution offered by the MEMS device is well suited for nanopositioning applications. Indeed, when applying lower actuation voltages, in particular in the range −50V ≤ U ≤ 50V (with i = {x, y}), displacements on the order of hundreds of nanometers are possible, as shown in Fig. 5.

![Fig. 5: Static characteristic when using lower actuation voltages (−50V ≤ U ≤ 50V).](image)

We have mentioned above that the static characteristic depicted in Fig. 4 was carried out using a low-frequency sine input signal. This was done to avoid experiencing phase-lag. In order to explore this effect, we have performed further characterization of the input-output map when a higher-frequency input is used. We have used frequencies of both 1Hz and 5Hz for this purpose, and the corresponding input-output maps are shown in Fig. 6. As these figures clearly show, the phase-lag imparts a hysteresis-like effect to the initial curves depicted in Fig. 4-a and d. The deformation of these curves results from the phase difference between the input voltage and the output displacement, and is seen when the input rate is increased. Such lag is to be avoided when the static characteristic is to be characterized.

![Fig. 6: Output displacement versus input voltage obtained with higher frequency inputs (f = 1Hz and f = 5Hz): the phase-lag effect.](image)

3) Frequency response of the MEMS nanopositioner: The previous subsection provided the static characteristics of the 2-DoF MEMS nanopositioner. To evaluate its dynamics, we perform a frequency analysis. Fig. 7 displays the results from which the direct transfer functions and the cross-couplings can be evaluated. The results show that the bandwidth of the MEMS device, which is similar for the two axes x and y, is about 3Hz. As we remark from the figure, the open-loop frequency response does not show any mechanical resonant modes and has a low-pass filter characteristic. This is due to the limited bandwidth of the thermal actuation mechanism relative to the bandwidth of the mechanical structure. This means that the overall bandwidth of the system is insufficient to excite the mechanical resonant modes of the nanopositioner. A modal simulation of the nanopositioner performed using finite element analysis shows that the first resonant mode is an out-of-plane mode at 4.9kHz, while the in-plane modes are located at approximately 9.4kHz.

4) Conclusions from the experimentally-obtained characteristics: The 2-DoF MEMS nanopositioner shows nonlinear behavior in its static response (Fig. 4) and cross-couplings in both static (Fig. 4-b and c) and dynamic (Fig. 7-b and c) responses. These nonlinearities and cross-couplings limit the device’s open-loop accuracy despite its potential for high resolution positioning. Thus, a closed-loop control technique is required to reject the cross-couplings and to enhance its static and dynamic performance. The following sections will be focused on the development of a feedforward and feedback
control system for this purpose. While the feedforward control scheme is first used to linearize the static nonlinearities, the feedback scheme is employed to enhance the overall performance of the system which encompasses its tracking capability, accuracy, and the rejection of the coupling effects. Fig. 8 depicts the equivalent block diagram of the 2-DoF MEMS device from which the control synthesis shall start.

### III. FEEDFORWARD CONTROL AND MODELING

The aim of the feedforward control presented here is to derive a linear system by compensating the static nonlinearities. After the linearization, a linear model is developed and will be used for the design of a feedback controller in the next section.

#### A. Feedforward control and linearization

Let us consider the block diagram in Fig. 9 where a feedforward controller (or compensator) denoted $\Gamma^x_y$ (resp. $\Gamma^y_y$) is implemented on the $x$ axis (resp. $y$ axis). In the figure, $x_{rf}$ and $y_{rf}$ represent the inputs of the compensators.

One way to determine the required compensators is by first finding a model that approximates the behavior between the input $U_x$ (resp. $U_y$) and the output $x$ (resp. $y$) as depicted in Fig. 4-a (resp Fig. 4-d), and then inverting this model to derive the $(x_{rf}, U_x)$ (resp. $(y_{rf}, U_y)$) map such that we obtain $x = x_{rf}$ (resp. $y = y_{rf}$). This method is less desired as it requires an invertible model. Furthermore, two calculations are done with this method: the calculation of the model itself first, and then the derivation of the controller from the model.

Another way of calculating the compensators $\Gamma^x$ and $\Gamma^y$ is by constructing the maps $(x, U_x)$ and $(y, U_y)$ from the experimental data instead of $(U_x, x)$ and $(U_y, y)$, and then by calculating the compensators from these maps by letting $x_{rf} = x$ and $y_{rf} = y$. The main advantage of this method is that the modeling and the related conditions (invertibility, etc.) are bypassed. We shall use this method to derive the compensators $\Gamma^x$ and $\Gamma^y$.

Consider the $(x_{rf}, U_x)$ and $(y_{rf}, U_y)$ maps from the experimental data as shown in Fig. 10 (xxx-plot). Remember that that Fig. 10-a (resp. Fig. 10-b) is the inverted plot of Fig. 4-a (resp. Fig. 4-b). An initial structure that comes to mind to approximate this map is a polynomial function. However, further tests show that a high polynomial degree (more than 15) is required to closely match the experimental data. Not only is the compensator excessively complex with such a structure but also it appears that if the input reference $x_{rf}$ or $y_{rf}$ is extended slightly outside the range of identification, which is nearly $\pm 5 \mu m$, the output voltage of the compensator quickly diverges and the MEMS actuators are subjected to very high voltages which may damage them. Therefore, we propose here a structure based on a hyperbolic arctan function which, after different tests, shows that such divergence is avoided. For this aim, we consider the following more generalized structure of the compensators:

\[
\begin{align*}
U_x(k) &= \Gamma^x_y(x_{rf}(k)) \\
U_y(k) &= \Gamma^y_y(y_{rf}(k)) \\
U_x(k) &= c_{1x} x_{rf}(k) + c_{2x} \sinh^{-1} (c_{3x} x_{rf}(k) + c_{4x}) \\
U_y(k) &= c_{1y} y_{rf}(k) + c_{2y} \sinh^{-1} (c_{3y} y_{rf}(k) + c_{4y})
\end{align*}
\]

where $c_{1j}$ $(j = x, y)$ is a coefficient for the affine term of the structure and $c_{2j}$, $c_{3j}$ and $c_{4j}$ are the coefficients for the hyperbolic arctan term. The reason why we introduce the affine term is to improve the accuracy of the compensators’ models based on the hyperbolic arctan when the range of inputs $x_{rf}$ and $y_{rf}$ is high. Indeed, the hyperbolic arctan is very accurate at the low range of inputs $x_{rf}$ and $y_{rf}$ (within $\pm 1 \mu m$) and marginally loses accuracy outside this range. The affine term can compensate for this loss of accuracy outside $\pm 1 \mu m$.

The identification of the compensators’ coefficients is carried out with the following least-square based optimization problem:
where $U_x(k)$ and $U_y(k)$ are defined by the equations in (Eq. 1). The employed inputs $x_{rf}(k)$ and $y_{rf}(k)$ of (Eq. 1) are the experimental data $x(k)$ and $y(k)$ such that: $x_{rf}(k) = x(k)$ and $y_{rf}(k) = y(k)$. $U^data_x$ and $U^data_y$ are the voltages measured experimentally (the triangular signals) and $N_{exp}$ is the length of the experimental data. After identification, we obtain:

$$
\begin{align*}
(c_{1x}, c_{2x}, c_{3x}, c_{4x}) = & \left( \begin{array}{c} 16.4 \\
14.65 \\
16.17 \\
0.029 \end{array} \right) \\
(c_{1y}, c_{2y}, c_{3y}, c_{4y}) = & \left( \begin{array}{c} 13.77 \\
14.19 \\
14.14 \\
0.057 \end{array} \right)
\end{align*}
$$

Fig. 10 shows the simulation of the compensators ($x_{rf}, U_x$) and ($y_{rf}, U_y$) (solid-line plot) compared with the experimental results (xxx-plot), with a close match between them being evident.

\[ C. \text{ Modeling the linearized system} \]

The system to be modeled is the 2-DoF MEMS nanopositioner augmented by the compensators, i.e. the linearized system pictured in Fig. 9. Its static characteristics are presented in Fig. 11 and its dynamics, that we denote $D_x(s)$ and $D_y(s)$ for the $x$ and $y$ axis respectively, can be identified from an experimental step response or a frequency response. In order to derive a simple model that is complete enough for a controller design, we propose considering the cross-couplings as disturbances. Therefore, we use the following model:

$$
\begin{align*}
x = k_x D_x(s)x_{rf} + d_x \\
y = k_y D_y(s)y_{rf} + d_y
\end{align*}
$$

where $k_x$ and $k_y$ are the static gains close to unity and which can be identified from Fig. 11-a and d respectively, and $d_x$ and $d_y$ are the couplings $y_{rf} \rightarrow x$ and $x_{rf} \rightarrow y$ respectively. Notice that these couplings are not constant as they include the static part identifiable from Fig. 11-b and c and a dynamic component identifiable from a step response or a harmonic analysis.

To identify the dynamics and static gain $k_x D_x(s)$ (resp. $k_y D_y(s)$) together, a step input reference $x_{rf} = 5\mu m$ (resp. $y_{rf} = 5\mu m$) is used. Then we employ an ARMAX parametric identification technique in MATLAB [25] such that the model will match with experimental data. Different model orders (with and without zeros) were identified, simulated and compared with the experimental data. They show that second order models, with two zeros for each model, provided the best fit with the experimental data while maintaining a simple structure (low order). The presence of the two zeros increases
the accuracy of the models during the transient part of the response.

\[
\begin{aligned}
k_x D_x (s) &= \frac{5.6 \times 10^{-3} (s + 5019) (s + 5.9)}{(s + 38.86) (s + 4.3)} \\
k_y D_y (s) &= \frac{6.7 \times 10^{-3} (s + 5022) (s + 15.5)}{(s + 49.9) (s + 105.5)}
\end{aligned}
\]  

(Eq. 5)

Notice that the dynamics \( D_x \) and \( D_y \) can be extracted from (Eq. 5) by replacing the static gains \( k_x \) and \( k_y \) by their numerical values identified from Fig. 11-a and d respectively. Fig. 12 displays the comparison between the identified models (Eq. 5) and the experimental step responses, and demonstrates the accuracy of the models.

![Graph showing comparison between simulation and experimental results](image)

Fig. 12: Step response of the compensated system: (a) with \( x_{rf} = 5 \mu m \), (b) with \( y_{rf} = 5 \mu m \).

IV. IMC-FEEDBACK CONTROL

The previous section focused on the feedforward control of the 2-DoF MEMS nanopositioner in order to derive a general linearized system. The developed and identified models of the linearized system are given by (Eq. 4) and (Eq. 5). The aim of this section is to construct and design a feedback controller for the previous system in order to reject the couplings \( d_x \) and \( d_y \) inherent in the fabricated MEMS device, to reject the effects of external disturbances (interaction forces, etc.), and to enhance performance characteristics such as tracking accuracy and response time. The development of feedback control techniques for integrated multi-DoF micro/nanopositioning systems has recently been attracting considerable attention [26]–[29]. Recently [30], we have demonstrated that simple and robust enough controllers could be obtained for piezoelectric micro/nanopositioning systems by using an IMC feedback scheme. The controllers derived using these approaches can efficiently reject the cross-couplings, account for any model uncertainties and still maintain the expected performance. This is therefore very convenient for the models of the linearized 2-DoF MEMS device presented in (Eq. 4). Furthermore, the computation of the controller itself is simple and is almost immediate as soon as a model is available.

A. Control principle

The principle of an IMC approach is based on incorporating an approximate model of the system in the controller. A well known example of an IMC approach is the Smith predictor, where an approximate model containing an approximate delay is contained in the control system [31]. Most IMC schemes place the approximate model in parallel with the process. Hence, the feedback is constructed from the error between the process’s output and the approximate model’s output. As we will further demonstrate, such a scheme permits disturbances rejection and good robustness relative to uncertainties. Consider Fig. 13-a which represents the diagram of the 2-DoF MEMS nanopositioner, the feedforward controllers \( \Gamma_x \) and \( \Gamma_y \) for the linearization, and a feedback scheme based on the IMC approach. In this figure, \( x_r \) and \( y_r \) are the reference inputs for the closed-loop. The IMC feedback control system is composed of: 1) the approximate models \( \hat{G}_x (s) \) and \( \hat{G}_y (s) \) in parallel with the linearized process, and 2) the controllers \( C_x (s) \) and \( C_y (s) \) which are cascaded with the process. As approximate models, we use:

\[
\begin{aligned}
\hat{G}_x (s) &= k_x D_x (s) \\
\hat{G}_y (s) &= k_y D_y (s)
\end{aligned}
\]  

(Eq. 6)

Remember that the linearized process, that we simply call the real process or process, has the following structure:

\[
\begin{aligned}
x &= G_x (s) x_{rf} + d_x \\
y &= G_y (s) y_{rf} + d_y
\end{aligned}
\]  

(Eq. 7)

where \( G_x (s) \) and \( G_y (s) \) are the real processes without the disturbances (cross-couplings) \( d_x \) and \( d_y \) respectively. The difference between \( G_x (s) \) and \( G_y (s) \) relative to (Eq. 6) is the uncertainties in \( k_x D_x (s) \) and \( k_y D_y (s) \). A desirable property of the IMC approach is its ability to account for such uncertainties as well the disturbances to be rejected. Fig. 13-b represents the equivalent diagram of Fig. 13-a when using the process equation in (Eq. 7).

In the following section, we only analyze and synthesize the controller for the \( x \) axis knowing that the process for the \( y \) axis is the same. From the approximate model (Eq. 6), the real model (Eq. 7), and the block diagram in Fig. 13-b, we yield the equation relating the reference \( x_r \), the output to be controlled \( x \), and the disturbance \( d_x \) that is assumed to encompass the cross-couplings and other external perturbations:

\[
x = \frac{G_x C_x}{1 + C_x (G_x - \hat{G}_x)} x_r + \frac{1 - \hat{G}_x C_x}{1 + C_x (G_x - \hat{G}_x)} d_x
\]  

(Eq. 8)

The synthesis of the controller \( C_x (s) \) will be based on this equation.

B. Controller synthesis

Let us first choose \( C_x (s) = \frac{1}{G_x (s)} \) and introduce that into (Eq. 8). After simplification, we obtain:

\[
x = 1 \cdot x_r + 0 \cdot d_x
\]  

(Eq. 9)
From (Eq. 9), we conclude that the accuracy is always maintained \((x = x_r)\) and the disturbance is always rejected \((x = 0 - d_x)\), for any input reference \(x_r\), any disturbance \(d_x\) and any approximate model \(\hat{G}_x(s)\). However, (Eq. 9) is valid in a steady-state regime only. Consequently choosing the controller to be \(C_x(s) = \frac{1}{\hat{G}_x(s)}\) only improves the static regime and the transient part is not handled. To consider the transient part (or dynamics), we slightly modify the controller by adding a filter \(F_x(s)\) such that:

\[
C_x(s) = \frac{1}{\hat{G}_x(s)} F_x(s) \tag{10}
\]

Consider first the case where we have a perfect model: \(G_x(s) = \hat{G}_x(s)\). Then, introducing this perfect model in (Eq. 10) and introducing the result into (Eq. 8) yields:

\[
x = F_x(s)x_r + (1 - F_x(s)) d_x \tag{11}
\]

According to (Eq. 11), the filter \(F_x(s)\) should be chosen as a reference model for the closed-loop transfer function \(\frac{x(s)}{x_r(s)}\). For instance, if we specify a closed-loop response without overshoot and with a response time less or equal to \(t_{x,r}\), a first order reference model with a time constant \(\tau_x = 3t_{x,r}\) can be used and the filter becomes:

\[
F_x(s) = \frac{1}{1 + \tau_x s} \tag{12}
\]

The reason for setting the static gain of the filter equal to one \((F_x(s) = 0 = 1)\) is to ensure disturbance rejection and to ensure the tracking performance at the steady-state regime (static precision). Indeed, letting \(F_x(s) = 0 = 1\) in (Eq. 11) permits us to maintain the results in (Eq. 9) at \(s = 0\), i.e. as \(t \to \infty\). We note that according to the final value theorem (see for instance [32]), when the input signals \(x_r(t)\) and \(d_x(t)\) are constant, the calculation of the final value of the output \(x(t)\), i.e. calculation of \(x(t \to \infty)\), comes back to the calculation of \(x(s)\) in (Eq. 11), letting \(s = 0\) in the transfer functions in (Eq. 11) and (Eq. 12) and replacing \(x_r(s)\) and \(d_x(s)\) by their constants.

Consider now that the model \(\hat{G}_x(s)\) is not perfect, i.e. \(\hat{G}_x(s) \neq G_x(s)\). We have:

\[
x = \frac{G_x F_x}{(1 + F_x \left( \frac{\hat{G}_x}{G_x} - 1 \right))} x_r + \frac{(1 - F_x)}{(1 + F_x \left( \frac{\hat{G}_x}{G_x} - 1 \right))} d_x \tag{13}
\]

In (Eq. 13), we still conclude that the disturbance is always rejected and the static precision still maintained. Indeed, by introducing the proposed filter (Eq. 12) in the new closed-loop equation (Eq. 13) and letting \(s = 0\) (i.e. \(t \to \infty\)), we obtain the result in (Eq. 9). To analyze the dynamics, or transient element, examining the structure of the closed-loop equation (Eq. 13) permits the following conclusions to be made (assuming that \(\hat{G}_x(s)\) and \(G_x(s)\) have the same structure, i.e. polynomials of the same degree):

- the more the parameters of \(\hat{G}_x(s)\) differ from the parameters of \(G_x(s)\), the less the closed-loop transfer function \(\frac{x(s)}{x_r(s)}\) tracks the reference model \(F_x(s)\) in the transitory regime,
- and the closer the parameters of \(\hat{G}_x(s)\) are to the parameters of \(G_x(s)\), the closer the transitory regime of the closed-loop transfer function \(\frac{x(s)}{x_r(s)}\) is to that of the reference model \(F_x(s)\).

To summarize, the controller \(C_x(s)\) is chosen to be equal to (Eq. 10) where \(F_x(s)\) is the reference model for the closed-loop system \(\frac{x(s)}{x_r(s)}\). The ability of the closed-loop system to track the reference model during the transitory regime depends on the error amplitudes (or uncertainties) between the approximate model \(\hat{G}_x(s)\) and the real model \(G_x(s)\). However, the IMC feedback scheme always ensures disturbance and cross-coupling rejection for any uncertain model \(\hat{G}_x(s)\), any disturbance \(d_x\), and any reference input \(x_r\). Furthermore, it always ensures static precision, i.e. \(x = x_r\) at \(t \to \infty\).

C. Experimental results of the closed-loop system

The IMC feedback control system has been implemented to control the linearized 2-DoF MEMS nanopositioner. A computer with MATLAB-SIMULINK software operating with a refresh time of 1ms was used to implement the feedforward
controllers ($\Gamma^x$ and $\Gamma^y$) and the IMC feedback control system. A dSPACE acquisition board is employed as the interface between the computer and the rest of the setup (Fig. 14). A high voltage (HV) amplifier with $\pm200V$ range amplifies the signals from the computer/dSPACE system which are used to drive the MEMS device. This HV amplifier is sufficient to drive the electrothermal actuators. Finally, the measurement of the displacements $x$ and $y$ for the feedback control are carried out using the integrated electrothermal sensors.

![Fig. 14: Experimental setup.](image)

For the experiments, we chose the filters $F_x(s)$ and $F_y(s)$ for the controllers $C_x(s)$ and $C_y(s)$ respectively such that the closed-loop has a response time of $t_{x\tau} = t_{y\tau} = 200\text{ms}$. Using (Eq. 10), (Eq. 12), (Eq. 6) and (Eq. 5) we have:

$$\begin{align*}
C_x(s) &= \frac{(s+38.86)(s+4.3)}{5.6 \times 10^{-3}(s+5019)(s+5.9)(1+\frac{28}{s})} \\
C_y(s) &= \frac{(s+49.9)(s+10.5)}{6.7 \times 10^{-3}(s+5022)(s+15.3)(1+\frac{28}{s})}
\end{align*} \tag{14}$$

Remember that the control system of the IMC feedback technique comprises the controllers $C_x(s)$ and $C_y(s)$ cascaded with the linearized process, and the approximate model $\hat{G}_x(s)$ and $\hat{G}_y(s)$ in parallel with it. Therefore, the final controllers implemented in MATLAB-SIMULINK encompass this IMC control system ($C_x(s)$, $C_y(s)$, $\hat{G}_x(s)$ and $\hat{G}_y(s)$) and the feedforward controllers $\Gamma^x$ and $\Gamma^y$. This is represented in Fig. 13.

The first experiment consists in analyzing the step responses of the closed-loop system. Figs. 15-a and b show the results when a series of step references $x_r$ and $y_r$ are applied at different times. From the figures, we conclude that the outputs $x$ and $y$ closely track these references, and that the effect of $x_r$ (resp. $y_r$) on the output $y$ axis (resp. $x$ axis) is observed but quickly rejected. Figs. 15-c and d display a zoomed view of the response of $x$ and $y$ respectively to a reference $x_r = 4\mu\text{m}$. We observe that the tracking performance of the $x$ axis has a response time of about $100\text{ms}$ (Fig. 15-c) which is much better than the initial specification ($200\text{ms}$), and zero static error. Additionally, the response time required to reject the effect of $x_r$ on $y$ (cross-couplings/disturbances) is about $400\text{ms}$ (Fig. 15-d). Despite this slightly long response time, the static error due to the disturbance as $t \to \infty$ remains zero as predicted by the theory. In Figs. 15-e and f zoomed views of the responses of $x$ and $y$ respectively to a reference $y_r = 4\mu\text{m}$ are displayed. The response time for the tracking performance for the $y$ axis is about $120\text{ms}$ (Fig. 15-f) which is also much better than the initial specifications, and the static error is again zero. We also observe that although there is a slightly long response time to reject the effect of $y_r$ on $x$ (about $410\text{ms}$ according to Fig. 15-e), the static error due to this disturbance again approaches zero. To conclude, the bandwidth of the nanopositioner with the feedback-feedforward controllers corresponds to $30\text{Hz}$ along the $x$-axis and to $25\text{Hz}$ along the $y$-axis (calculated from the above settling times). These results clearly demonstrate the improvement made in terms of dynamic performance relative to the performance of the nanopositioner alone, which has a bandwidth of $3\text{Hz}$.

In the second experiment, a circular spatial reference is applied to the 2-DoF MEMS nanopositioner in order to verify its ability to track a more complex trajectory in 2D space. The circular reference is obtained by applying the following parametric cosine and sine functions to $x_r$ and $y_r$:

$$\begin{align*}
x_r(t) &= R \cos(2\pi f_r t) \\
y_r(t) &= R \sin(2\pi f_r t)
\end{align*} \tag{15}$$

where $R[\mu\text{m}]$ is the radius of the circle, $f_r[\text{Hz}]$ is the specified frequency of rotation of the nanopositioner’s stage, and $t$ is the time. Fig. 16 shows the results obtained with a radius of $R = 4\mu\text{m}$ and a frequency of $0.5\text{Hz}$. The results show good tracking from the MEMS nanopositioner. Different frequencies have been tested, which show that similarly good tracking is achieved for any frequency lower than $5\text{Hz}$.

In summary, the combination of a feedforward and IMC-feedback control scheme as proposed in this paper has yielded an important improvement in the performance of the fabricated MEMS nanopositioner, in particular regarding its tracking accuracy, settling time (and bandwidth), and cross-coupling rejection. In particular, these cross-couplings were considered as disturbances in this paper (see (Eq. 7)), which the feedback controllers were synthesized to reject (see (Eq. 9) and (Eq. 11) and the corresponding analysis).

While the control scheme proposed in this paper enables the use of linear feedback techniques to improve the performance of the nanopositioner, it is also possible to bypass the feedforward component (for linearization) and to directly apply...
Fig. 15: Experimental responses of the closed-loop 2-DoF MEMS nanopositioner. (a) and (b): responses of $x$ and $y$ respectively to a series of step input references. (c) and (d): responses of $x$ and $y$ respectively to a step $x_r$. (e) and (f): responses of $x$ and $y$ respectively to a step $y_r$.

Fig. 16: Experimental responses of the closed-loop 2-DoF MEMS nanopositioner to a circular reference input.

V. CONCLUSION

This paper presented a fabricated 2-DoF MEMS nanopositioner with integrated electrothermal actuators and sensors, its full characterization, modeling, and control. The actuators, which are based on nickel Z-shaped beams, allow the device’s stage to be positioned in the positive and negative directions along each axis, potentially making the design more useful than the classical V-shaped electrothermal actuators which are uni-directional in nature. Furthermore, relative to existing Z-shaped electrothermal actuators which are limited to one axis ($x$), the proposed design possesses two working axes ($x$ and $y$). Another feature of the presented device is its completely integrated displacement sensing mechanism. Based on polysilicon resistors, the sensors can fully measure the stage displacements in the $x$ and $y$ directions. The characterization has demonstrated a range of displacement in excess of $\pm 5\mu m$ for both axes, and a response time of less than $300\mu s$. A feedforward control scheme for linearization combined with an IMC feedback scheme has been developed in order to reject cross-couplings between the two axes and to improve the general performance of the MEMS device, in particular its accuracy and response time. The main advantage of the proposed control scheme is the ease of derivation of the different controllers that it encompasses. The experimental results have demonstrated the effectiveness of the proposed controllers which allow the 2-DoF system to have good tracking performance with response times better than $110\mu s$, very high.

nonlinear controllers or gain-scheduled linear controllers. An advantage of these techniques is the potential for maintaining the same performance characteristics (response time, accuracy, etc.) of the nanopositioner over a large displacement range. However, these techniques require a more complex model and yield a more complex controller synthesis and implementation relative to the feedforward/linear-feedback scheme as proposed in this paper. This is a reason why, in the literature, feedforward-feedback schemes are often used to control precise positioning systems. Nevertheless, future work may involve synthesizing other control schemes for the MEMS nanopositioner.
accuracy and rejection of cross-couplings and disturbances. These results demonstrate the capabilities of the fabricated 2-DoF MEMS nanopositioner as part of a closed-loop system and its suitability for nanopositioning applications.
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