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Near Admissible Algorithms for Multiobjective Search

Patrice Perny and Olivier Spanjaard

Abstract. In this paper, we propose near admissible multiobjective search algorithms to approximate, with performance guarantee, the set of Pareto optimal solution paths in a state space graph. Approximation of Pareto optimality relies on the use of an epsilon-dominance relation between vectors, significantly narrowing the set of non-dominated solutions. We establish correctness of the proposed algorithms, and discuss computational complexity issues. We present numerical experiments, showing that approximation significantly improves resolution times in multiobjective search problems.

1 INTRODUCTION

Heuristic search in state space graphs was initially considered in the framework of single objective optimization. The value of a path is defined as the sum of the costs of its arcs and the problem amounts to finding one path with minimum cost among all paths from a source node to the goal. This problem is solved by constructive search algorithms like $A^*$ [6] which provide the optimal solution-path. In this case preferences are measured by a scalar cost function inducing a complete weak-order over sub-paths. However, preferences are not always representable by a single criterion function. For example, in path planning problems for autonomous agents, the action allowing a transition from a state to another might have an impact in term of time, distance, energy consumption etc, thus leading to different points of views, non-necessarily reducible to a single overall cost [3].

More generally, multiobjective search is very useful in many applications requiring computer-aided problem solving (e.g., engineering design, preference-based configuration). It justifies the interest for search algorithms like MOA* [12], the multiobjective extension of $A^*$, and its recent refinement by Mandow and Pérez-de-la-Cruz [8].

Besides these works on exact algorithms, several $\varepsilon$-admissible variations of the $A^*$ algorithm have been proposed in the literature (e.g. [11, 4]). These algorithms guarantee to find a solution that is within a factor of $(1 + \varepsilon)$ of the best solution. They realize a compromise between time and space requirements on the one hand, and optimality of the returned solution on the other hand. These variations have proved to perform well, achieving a significant reduction of the number of iterations (up to 90% for $\varepsilon = 0.1$) to solve instances of the traveling salesman problem [11, 4]. Near admissible algorithms might also prove their efficiency in multiobjective search. At least, the introduction of tolerance thresholds in dominance concepts is worth investigating, with possibly a twofold benefit: not only it might simplify the search by increasing pruning possibilities, but it also might possibly reduce the size of the potential output (the set of non-dominated elements). This latter point is crucial as can be seen in the following example derived from Hansen [5].

Example 1. Consider a simple biobjective state-space graph with a set $N = \{0, \ldots, q\}$ of nodes, $0$ being the initial node and $q$ being the goal node. At each node $n \in N \setminus \{q\}$, two actions $a_1, a_2$ are feasible: action $a_1$ leads to node $\{n + 1\}$ with cost $(2^n, 0)$ whereas action $a_2$ leads to the same node with cost $(0, 2^n)$. By construction, there exists $2^q$ distinct solution-paths from $0$ to $q$ in this graph with costs $(k, 2^q - 1 - k)$ for $k = 0, \ldots, 2^q - 1$. For example the sequence of $q$ times action $a_1$ yields a solution path with cost $(2^q - 1, 0)$ whereas the sequence of $q$ times action $a_2$ yields a solution path with cost $(0, 2^q - 1)$. In that graph, all the paths from $0$ to $q$ have the same sum of costs but distinct costs on the first objective (due to the uniqueness of the binary representation of an integer). The images of all these paths in the space of objectives are on the same line (orthogonal to vector $(1, 1)$) and therefore, they are all Pareto-optimal.

In such family of instances, with $q$ nodes and only 2 actions and 2 objectives, we can see that the number of Pareto-optimal paths grows exponentially with $q$. For instance, if $q = 16$ we have 65536 Pareto-optimal solution paths. This example shows that the exact determination of the Pareto set might induce prohibitive computation times. Moreover, producing the entire list of Pareto optimal solutions is probably useless for the Decision maker. In such cases, two approaches might be of interest: 1) focusing the search on a specific compromise solution; 2) approximating the Pareto set while keeping a good representation of the various possible tradeoffs in the Pareto set. The first approach requires additional preference information from the Decision Maker concerning, for example, the relative importance of criteria, the compensations allowed, and the type of compromise sought. When this information is not available, the second approach is particularly relevant. In this direction, several studies have been proposed, relying on the concept of $\varepsilon$-dominance introduced as an approximation of Pareto dominance in various multiobjective problems [14, 10, 2, 7, 1]. Despite the growing interest for these concepts, the potential of $\varepsilon$-relaxation of dominance concepts has not been investigated, to the best of our knowledge, in the framework of multiobjective search on implicit state space graphs. This is precisely the aim of this paper which is organized as follows. In the first two sections, we recall some useful results. In Section 2 we introduce formal material for the approximation of the Pareto set. In Section 3 we provide a simple reformulation of a multiobjective search algorithm to determine the exact Pareto set, and we prove its pseudopolynomiality. Then, we show how to modify this algorithm to get more efficient and near admissible versions. Finally, we provide numerical experiments in the last section.

2 PARETO SET AND ITS APPROXIMATION

Considering a finite set of objectives $\{1, \ldots, m\}$ any solution-path can be characterized by a cost-vector $(c_1, \ldots, c_m) \in \mathbb{Z}_+^m$ where $c_i$ represents the cost of the path with respect to objective $i$. Hence, the
comparison of paths reduces to the comparison of their cost-vectors. The set of all cost-vectors attached to solution-paths is denoted \( X \). We recall now some definitions linked to dominance concepts:

**Definition 1.** The weak Pareto dominance relation (\( \succeq_p \)-dominance for short) on cost-vectors of \( \mathbb{Z}^n_+ \) is defined by:

\[
x \succeq_p y \iff \exists i \in \{1, \ldots, m\}, x_i \leq y_i
\]

Thus \( x \) dominates \( y \), which is denoted by \( x \succeq_p y \), when \( x \) is at least as good as \( y \) with respect to all objectives. For any dominance relation \( \succeq \) defined on a set \( X \), we will use the following definitions:

**Definition 2.** Any element \( x \in X \) is said to be \( \succeq \)-optimal in \( X \) if, for all \( y \in X \), \( y \not\succeq x \). If \( x \) is not \( \succeq \)-optimal then it is said to be \( \succeq \)-dominated.

**Definition 3.** A subset \( Y \subseteq X \) is said to be an \( \succeq \)-covering of \( X \) if for all \( x \in X \) there exists \( y \in Y \) such that \( y \not\succeq x \). Whenever no proper subset of \( Y \) is an \( \succeq \)-covering of \( X \), then \( Y \) is said to be a minimal \( \succeq \)-covering of \( X \).

The aim of multiobjective search is to find a \( \succeq_p \)-covering of the set of solution-paths. As shown in Example 1, such a set can be very large. This difficulty can be overcome by resorting to an approximate dominance concept called \( \varepsilon \)-dominance relation [5, 14]:

**Definition 4.** The \( \varepsilon \)-dominance relation on cost-vectors of \( \mathbb{Z}^n_+ \) is defined by: \( x \varepsilon\succeq y \iff x \succeq_p (1 + \varepsilon)y \)

As an illustration, consider the left part of Figure 1 concerning a bi-objective problem where every feasible solution is represented by a point \( x = (x_1, x_2) \) in the bi-objective space. Within this space, point \( p^1 \) (resp. \( p^2 \)) \( \varepsilon \)-dominates all the points within cone \( C^1 \) (resp. \( C^2 \)). The notion of \( \varepsilon \)-dominance arises then naturally. Indeed, the set \( \{p^1, p^2\} \) is a 2-points \( \varepsilon \)-covering of \( X \) since \( X \subseteq C^1 \cup C^2 \). Note that a smaller \( \varepsilon \) yields a finer \( \varepsilon \)-covering of \( X \), as illustrated on the right part of Figure 1, where a 5-points \( \varepsilon \)-covering of the same set \( X \) is given.

![Figure 1. \( \varepsilon \)-coverings for two values of \( \varepsilon \).](image)

Note that, for a given \( \varepsilon \), several minimal \( \varepsilon \)-covering subsets of different sizes exist. For example, consider \( X = \{(x, y, z) \mid x = (800, 950), y = (880, 880) \} \) and set \( \varepsilon = 0.1 \). The set \( \{x, y, z\} \) is an \( \varepsilon \)-covering subset of \( X \) since 800 \( \leq \) 968 = \((1 + 0.1) \times 880 \) and 950 \( \leq \) 968 and thereby \( x \varepsilon\succeq y \). Furthermore, neither \( x \varepsilon\succeq z \) nor \( z \varepsilon\succeq x \), and therefore \( \{x, y, z\} \) is minimal. Note that \( \{y, z\} \) is also a minimal \( \varepsilon \)-covering subset. On the one hand we have indeed \( y \varepsilon\succeq x \) since 880 \( \leq \) 880 = \((1 + 0.1) \times 800 \) and 880 \( \leq \) 1045 = \((1 + 0.1) \times 950 \), on the other hand \( y \varepsilon\succeq z \) for the same reasons. The very interest of \( \varepsilon \)-dominance lies in the following property: for any fixed number \( m > 1 \) of objectives, for any finite \( \varepsilon > 0 \) and any set \( X \) of bounded vectors \( x \) such that \( 1 \leq x_i \leq M \) for all \( i \in \{1, \ldots, m\} \), there exists a \( \varepsilon \)-covering subset of \( X \) the size of which is polynomial in \( M \) and \( 1/(\log(1 + \varepsilon)) \), see [10, 7]. This can simply be explained by considering a logarithmic scaling function \( \varphi : \mathbb{Z}^m_+ \rightarrow \mathbb{Z}^m_+ \) on the objective space, defined as follows:

\[
\varphi(x) = (\varphi_1(x), \ldots, \varphi_m(x)) \text{ with } \varphi_i(x) = \left\lfloor \frac{\log x_i}{\log(1 + \varepsilon)} \right\rfloor
\]

For every component \( x_i \), it returns an integer \( k \) such that \((1 + \varepsilon)^k \leq x_i < (1 + \varepsilon)^{k+1} \). Using \( \varphi \) we can define a \( \varphi \)-dominance relation:

**Definition 5.** The \( \varphi \)-dominance relation on cost-vectors of \( \mathbb{Z}^m_+ \) is defined by: \( x \varphi\succeq y \iff \varphi(x) \preceq \varphi(y) \)

This relation satisfies the following properties:

**Proposition 1.** For all vectors \( x, y, z \in \mathbb{Z}^m_+ \), we have:

\begin{enumerate}
  \item \( x \varphi\succeq y \) and \( y \varphi\succeq z \Rightarrow x \varphi\succeq z \) (transitivity)
  \item \( x \varphi\succeq y \Rightarrow x \varphi\succeq z \)
\end{enumerate}

The symmetric part of \( \varphi \)-dominance defined by \( x \equiv \varphi \) if and only if \( \varphi(x) = \varphi(y) \) is therefore an equivalence relation (by transitivity). Clearly, by keeping one element of \( X \) for each equivalence class of \( \equiv \), one obtains an \( \varepsilon \)-cover of \( \mathbb{Z}^m_+ \) [10]. The left part of Figure 2 illustrates this point on the bi-objective example introduced for Figure 1. The dotted lines form a logarithmic grid in which each square represents an equivalence class for \( \equiv \). Hence the set of black points (one per non-empty square) represents a \( \varepsilon \)-covering of all points. Interestingly enough, the resulting \( \varepsilon \)-covering is also a \( \varphi \)-covering set by Proposition 1 (ii). Moreover, the size of this \( \varepsilon \)-covering is upper bounded by the number of equivalence classes of relation \( \equiv \), which is not greater than: \((1 + [\log M/\log(1 + \varepsilon)])^m \), see [7]. Coming back to Example 1 with \( q = 16 \), a \( \varphi \)-covering requires 65536 solution-paths whereas a \( \varepsilon \)-covering of this set constructed with \( \varphi \) as indicated above (for \( \varepsilon = 0.1 \)) contains at most \( 65536 \) elements. More generally, it is important to note that, for fixed values of \( \varepsilon \) and \( m \), the size of the \( \varepsilon \)-covering grows only polynomially with the size of the instance, even when the Pareto set grows exponentially. In addition, if a set \( Y \subseteq X \) is a \( \varepsilon \)-covering of \( X \), we know (by Definition 3) that any feasible tradeoff achieved in \( X \) is approximated with performance guarantee, i.e. it is \( \varepsilon \)-dominated by at least one element in \( Y \). This enables a more concise and yet representative description of possible tradeoffs in the Pareto set. The question is whether an \( \varepsilon \)-covering is computable in polynomial time or not.

![Figure 2. Logarithmic grid.](image)
3 MULTIOBJECTIVE SEARCH ALGORITHM

We now present a multiobjective extension of $A^*$ (reformulation of the label-expanding version of MOA$^*$ [8]), and we prove its pseudo-determinism, which is directly related to that of the size of the Pareto set. In the following sections, we will then use a logarithmic grid to derive near-admissible algorithms: a first one the complexity of which is polynomial in the number of states, a second one more efficient in practice in spite of a higher theoretical complexity. To our knowledge, this is the first attempt to devise near admissible algorithms for multiobjective search in implicit graphs (the existing near admissible multiobjective algorithms work in explicit graphs).

$A^*$ algorithm and its multiobjective extensions explore a state space graph $G = (N,A)$ where $N$ is a finite set of nodes (possible states), and $A$ is a set of arcs representing transitions. Formally, we have $A = \{(n,n') : n \in N, n' \in S(n)\}$ where $S(n) \subseteq N$ is the set of all successors of node $n$. A cost-vector $v(n,n')$ is attached to each arc $(n,n') \in A$. A cost-vector of a path $P$ is defined by $v(P) = \sum_{(n,n') \in P} v(n,n')$. In the sequel, we assume that $v(P) \in [1,M]$ for every solution path, where $M$ is a known constant. Then $s \in N$ denotes the source of the graph (the initial state), $F \subseteq N$ the subset of goal nodes, $P(s,\Gamma)$ the set of all paths from $s$ to a goal node $\gamma \in \Gamma$ (solution-paths), and $P(n,n')$ the set of all paths linking $n$ to $n'$, characterized by a list $(n_1,...,n')$ of nodes.

Unlike the scalar case, there possibly exists several $\varepsilon_p$-optimal paths with distinct cost-vectors to reach a given node in a multiobjective problem. Hence, one expands labels $\ell = [n_0, P_\ell, g_\ell]$ (attached to subpaths) rather than nodes, where $n_0$ indicates the labeled node, $P_\ell$ the corresponding subpath in $P(s,n_0)$, and $g_\ell$ the cost-vector of $P_\ell$. As in $A^*$, the set of generated labels is divided into two disjoint sets: a set OPEN of not yet expanded labels and a set CLOSED of already expanded labels. Besides, the $\varepsilon_p$-optimal expanded labels in $\{(\ell : n_\ell \in \Gamma)\}$ are stored in a set SOL. Since a node $n$ may be on the path of more than one $\varepsilon_p$-optimal solution, a set $H(n)$ of heuristic cost-vectors is given for each node $n$, estimating the set $\{v(P) : P \in P(n,\Gamma)\}$. For each generated label $\ell_0$, a set $F(\ell_0)$ of evaluation vectors is computed from all possible combinations $\{g_0 + h_h, h \in H(n_0)\}$. It estimates the set of $\varepsilon_p$-optimal values of solution-paths extending $P_\ell$. Initially, OPEN contains only label $[s, (s), 0]$, while CLOSED and SOL are empty. At each subsequent step, one expands a label $\ell^*$ in OPEN such that $F(\ell^*)$ contains at least one $\varepsilon_p$-optimal vector in $\cup_{\ell \in OPEN} F(\ell)$. The process is kept running until OPEN becomes empty. Two pruning rules are used:

**Rule R1:** discard label $\ell$ when there exists $\ell' \in OPEN \cup CLOSED$ s.t. $n_\ell = n_\ell'$ and $g_\ell \leq g_\ell'$.  
**Rule R2:** discard label $\ell$ when $\forall \ell' \in F(\ell), \exists h_\ell' \in SOL$ s.t. $g_\ell \leq g_\ell'$.  

These rules ensure to generate all $\varepsilon_p$-optimal paths in $P(s,\Gamma)$ provided heuristic $H$ is admissible, i.e. $\forall n \in N, \forall P \in P(n,\Gamma), \exists h \in H(n)$ s.t. $h \leq v(P)$. The algorithm is outlined below:

**MULTIOBJECTIVE SEARCH ALGORITHM (MOA$^*$)**

**Input:** $G$, OPEN, CLOSED, SOL  
**while** OPEN $\neq \emptyset$  
01 move a label $\ell^*$ from OPEN to CLOSED  
02 if $n_{\ell^*} \subseteq \Gamma$  
03 then UPDATE(SOL, $\emptyset$, $\ell^*$)  
04 else for each node $n' \in S(n_{\ell^*})$ do  
05 create $\ell_0 = [n', P_{\ell^*}, g_\ell, v(n,n')]$  
06 if $\exists \ell_0 \in F(\ell_0)$ s.t. $\forall \ell \in SOL$ not($g_\ell \leq g_\ell_0$)  
07 then UPDATE(OPEN($n'$), CLOSED($n'$), $\ell_0$)  
08 else discard $\ell_0$  
**Output:** SOL  

This algorithm calls procedure UPDATE which applies to $L_1$, a list of open labels, and $L_2$, a list of closed labels. It possibly updates list $L_1$ with label $\ell$ as follows:

**UPDATE(L_1, L_2, $\ell$)**  
01 If $\forall \ell \in L_1 \cup L_2$ not($g_\ell \leq g_\ell$) then $L_1 \leftarrow L_1 \cup \{\ell\}$  
02 Remove $\varepsilon_p$-dominated labels from $L_1$

We now show that this multiobjective search algorithm is pseudo-deterministic for integer costs (for a fixed number $m$ of objectives), with the following worst case complexity analysis. The "while" loop in the main procedure is iterated at most $|N|(M+1)^m$ times since this is the maximum number of distinct labels. Indeed there are $|N|$ nodes, and for each of them, the number of different cost vectors is upper bounded by $(M+1)^m$. Furthermore, at each iteration of the loop the main computational cost is due to line 06 which requires binary comparisons of labels from $F(\ell_0)$ and SOL. With a naive method, this represents $(M+1)^{2m}$ comparisons. Hence the algorithm executes less than $|N|(M+1)^m$ loops of cost $(M+1)^{2m}$. Therefore the overall complexity is within $O(|N|^2 M^{2m})$.

4 APPROXIMATION ALGORITHMS

We consider now two ways of relaxing the exact version of the multiobjective search algorithm so as get a better efficiency, either by modification of $R_1$ or $R_2$ (both modification cannot be performed together without losing the performance guarantee).

4.1 An FPTAS for multiobjective search

In this subsection, we assume that a finite upper bound $L$ on the lengths (numbers of arcs) of all solution-paths in $P(n,\Gamma)$ is known. Under this assumption, we provide a Fully Polynomial Time Approximation Scheme (FPTAS) for computing an approximation of the Pareto set. For simplicity, we assume throughout this section that the input is a finite graph on $|N|$ nodes. Several FPTAS to compute $\varepsilon$-coverings in multiobjective shortest path problems (MPM) have been proposed in the literature; that is, algorithms that, given an encoding of the graph and an accuracy level $\varepsilon > 0$, yield an $\varepsilon$-covering in time and space bounded by a polynomial in $|N|$ and $\frac{1}{\varepsilon}$. Hansen [5] and Warburton [14] have proposed methods combining rounding and scaling techniques (i.e., approximating data elements before the execution of an algorithm) with pseudopolynomial exact algorithms (i.e., algorithms that operate in time and space bounded by a polynomial in $|N|$ and the largest data element), in order to keep polynomially bounded the size of the auxiliary data computed during the execution. These methods are particular to bijective problems and acyclic graphs respectively. Another algorithm is due to Papadimitriou and Yannakakis [10]. It is less specific to MSP, and its interest resides mainly in its generality: it proceeds by computing one solution (if it exists) inside every box of the logarithmic grid of Section 2. The authors show that this can be polynomially performed in a problem $A$ if there is a pseudopolynomial algorithm for the exact version of $A$ (given an instance of $A$ and an integer $B$, is there a feasible solution with cost exactly $B$?). Finally, Tsaggouris and Zaroliagis [13] have recently proposed an FPTAS based on a generalized Bellman-Ford algorithm. Except for [10], all the other approaches rely on dynamic programming. We now show how to obtain an FPTAS by applying trimming techniques to the multiobjective search algorithm. The idea is to keep polynomially bounded the number of possible labels at each node, by using a logarithmic grid. Nevertheless, it is not possible to work directly with $\varepsilon_p$ in place of $\varepsilon_p$ within procedure UPDATE because we might exceed the desired error threshold $(1+\varepsilon)$ due to error propagations, as shown in the following example.
Example 2. Consider the graph with nodes \( \{s, n, n', \gamma \} \) and costs: 
\[
\begin{align*}
    v(s, n) = (2, 2), \quad v(s, n') = (1, 1.1), \quad v'(n, n) = (0.9, 1), \quad v(n, \gamma) = (1, 1), \quad v(n', \gamma) = (2, 3, 1.8).
\end{align*}
\]
We set \( \varepsilon = 0.1 \). We get two labels at node \( n \): \( L_{1} = \{ s, (s, n), (2, 2) \} \) and \( L_{2} = \{ s, (s, n'), (1.9, 2.1) \} \). Since \( L_{1} \not\subseteq L_{2} \), assume that \( L_{2} \) is discarded. We get two labels \( L_{3} = \{ \gamma, (s, n, \gamma), (3.3, 2.9) \} \) and \( L_{4} = \{ \gamma, (s, n', \gamma), (3, 3) \} \) at \( \gamma \). At this point \( L_{3} \) might be discarded since \( \gamma \not\subseteq L_{4} \). In this case the unique returned solution path would be \( (s, n', \gamma) \) with cost \((3.3, 2.9)\). However, it is clear that path \( (s', n', \gamma) \) with cost \((2.9, 3.1)\) is not covered by \((3.3, 2.9)\). Actually we have: \((3.3, 2.9) \not\subseteq 1 \cdot \langle 3.3, 2.9, 3.1 \rangle \) but not \((3.3, 2.9) \not\subseteq 1 \cdot \langle 2.9, 3, 3.1 \rangle \). We only have \((3.3, 2.9) \not\subseteq 1 \cdot \langle 2.9, 3, 3.1 \rangle \).

This example suggests a possible solution relying on the assumption that solution-paths contain at most \( L \) arcs. We might replace \((1 + \varepsilon) \) by \((1 + \varepsilon)^{2} \) to remain below \((1 + \varepsilon) \) by propagation of errors. This idea is developed in the following revised pruning rule.

**Rule \( R'_{1} \):** discard label \( \ell \) when there exists \( \ell' \in \text{OPEN} \cup \text{CLOSED} \) s.t. \( n_{\ell'} = n_{\ell} \) and \( \psi(g_{\ell'}) \not\subseteq \psi(g_{\ell}) \) \( \psi(g) \) is a logarithmic scaling function \( \psi: \mathbb{Z}_{+}^{m} \rightarrow \mathbb{Z}_{+}^{m} \) on the objective space, defined as follows, to define \( \psi(x) = (\psi(x), \ldots, \psi(x)) \), \( \psi(x) = \lceil \log x / \log (1 + \varepsilon) \rceil + 1 / L \).

This lead to replace procedure UPDATE by:

**UPDATE** $$(L_{1}, L_{2}, \ell)$$ 1. If \( \forall \ell' \in L_{1} \cup L_{2} \not\subseteq \psi(g_{\ell}) \Rightarrow \psi(g_{\ell'}) \not\subseteq \psi(g_{\ell}) \) 2. Then \( L_{1} \rightarrow L_{1} \cup \{ \ell \} \) 3. Remove \( \psi_{\ell'} \)-dominated labels from \( L_{1} \).

With \( \psi \)-UPDATE the multiobjective search algorithm becomes polynomial in \( |N| \) and \( \frac{1}{\varepsilon} \), provided \( 1 \leq M \leq 2^{\varepsilon \cdot (\varepsilon)} \) where \( p \) denotes some polynomial. Indeed, the cost of every solution path on the logarithmic scale is upper bounded by \( O(L \log M / \varepsilon) \). Hence, the global complexity of the algorithm becomes \( O(|N|^{2} (L \log M / \varepsilon)\text{poly}(p(|N|))) \). Since \( L \leq |N| \) and \( L \log M \leq O(|N|) \), it is within \( O((\frac{1}{\varepsilon})^{\text{poly}(p(|N|))) \) for some polynomial \( p \) and therefore polynomial in \( \frac{1}{\varepsilon} \) and \( |N| \). Now, it remains to show that this version of the algorithm yields a \( \varepsilon_{\ell'} \)-covering of the solution-paths. To this end we state the following propositions:

**Proposition 2.** For all \( i \in \{ 1, \ldots, L \}, \forall x, y, z \in X \) the following monotonicity property holds:

\[
x \preceq_{\ell} y + (1 + \varepsilon)^{2} \Rightarrow (x + z) \preceq_{\ell} (y + z) + (1 + \varepsilon)^{2}
\]

Note that this monotonicity property does not hold for the \( \psi \)-dominance relation induced by \( \psi(x) \not\subseteq \psi(y) \).

**Proposition 3.** Let \( P \in \mathcal{P}(s, \Gamma) \). At any time before termination, if \( \forall \ell \in \text{OPEN not}(g_{\ell} \not\subseteq v(P)) \), then there exists \( \ell' \in \text{OPEN} \) and \( P' \) extending \( P \) such that \( v(P') \not\subseteq v(P) \).

**Proof.** Consider a solution-path \( P = (s, n_{1}, \ldots, n_{k}) \in \Gamma \). By contradiction, assume that for all \( \ell' \in \text{OPEN} \) no \( P' \) extending \( P \) is such that \( v(P') \not\subseteq v(P) \). We show that there exists a label \( \ell \in \text{SOL} \) for which \( g_{\ell} \not\subseteq v(P) \). For that purpose, we exhibit a finite sequence \((\ell_{i})\) of closed labels generated during the search, such that \( g_{\ell_{i}} \not\subseteq (1 + \varepsilon)^{2} v(P_{i}) \), where \( P_{i} = (s, n_{1}, \ldots, n_{i}) \). We proceed as follows: for \( i = 0 \), we set \( \ell_{0} = [s, (s, \ell, 0)] \) and we clearly have \( g_{\ell_{0}} \not\subseteq (1 + \varepsilon)^{2} v(P_{0}) \). Inductively, assume now that labels \( \ell_{0}, \ldots, \ell_{i} \) have been generated and closed \( (j < k) \), such that \( P_{j} = (s, n_{1}, \ldots, n_{j}) \); \( g_{\ell_{i}} \not\subseteq (1 + \varepsilon)^{2} v(P_{i}) \). Therefore, \( g_{\ell_{i}} \not\subseteq v(P_{i}) \) and \( P_{i+1} \) has been added and \( g_{\ell_{i+1}} \not\subseteq v(P_{i+1}) \).

**Proposition 4.** This label has been generated since \( \ell_{i} \) has been expanded and \( n_{i+1} \in \text{SOL}(n_{i}) \). There are two cases:

**Case 1.** If \( \ell \in \text{SOL} \) then we set \( \ell_{i+1} = \ell \).

**Case 2.** If \( \ell \not\subseteq \text{SOL} \), we cannot have \( \ell \in \text{OPEN} \) since it would contradict the initial assumption. Indeed, consider solution-path \( P' = (P_{f}, n_{i+1}, \ldots, n_{k}) \). We would have: \( v(P') = g_{P_{f}} + v(n_{i}, n_{i+1}) \not\subseteq 1 + (1 + \varepsilon)^{2} v(P_{f}) + v(n_{i}, n_{i+1}) \not\subseteq 1 + (1 + \varepsilon)^{2} v(P_{f}) + v(n_{i}, n_{i+1}) \not\subseteq 1 + (1 + \varepsilon)^{2} v(P_{f}) \). Hence, \( \ell \) has been generated, but \( \ell \not\subseteq \text{OPEN} \cup \text{CLOSED} \). Therefore \( \ell \) has been discarded using pruning rule \( R'_{1} \) or \( R'_{2} \).

**Rule \( R'_{2} \):** discard label \( \ell \) if \( \forall f \in F(\ell), \exists \ell' \in \text{SOL s.t. } g_{\ell'} \not\subseteq v(P) \).

This rule allows an early elimination of interesting labels while keeping near admissibility of the algorithm provided heuristic \( H \) is admissible. Indeed, if \( H \) is admissible, then for all \( f' \in F(\ell) \) there exists \( f \in F(\ell) \) such that \( f = g_{H} + h \not\subseteq g_{H} + h' \). Hence \( g_{\ell'} \not\subseteq f \) implies that \( g_{\ell'} \not\subseteq f' \). This pruning rule can be inserted in the multiobjective search algorithm by substituting line 06 by:

\[
06' \quad \text{if } \exists f_{0} \in F(n_{0}) \text{ s.t. } f(\ell) \not\subseteq f_{0}, \forall \ell \in \text{SOL}
\]

Despite \( MOA^{a} \) does not provide complexity guarantees, it outperforms significantly the exact version.
Remark 1. The following weaker relaxation of the pruning condition in $R_2$ can be used in the FPTAS:

$$0.06^\epsilon$$ if $3f_0 \in F(n_0)$ s.t. $\text{not}(f(\ell) \preceq_p (1 + \epsilon)^2 f_0) \forall \ell \in \text{sol}$

where $k$ is an upper bound of the length of the longest path from $n_0$ to a goal. This is the case in the implemented version.

5 NUMERICAL EXPERIMENTATIONS

To investigate the potential of approximation, we tested our algorithms on two multiobjective combinatorial problems.

Biohite binary knapsack problem. Given a set $\{1, \ldots, n\}$ of items, each item having a weight $w_j$ and a profit $p_{ij}$ according to every objective $i$, one searches a minimal $\preceq_p$-covering of combinations of items that can be put into a knapsack of capacity $b$ (i.e., the total weight of the items cannot run over $b$):

$$\max \sum_{j=1}^{n} p_{ij} x_{ij}, \quad \max \sum_{j=1}^{n} p_{2j} x_{2j}
$$

subject to $\sum_{j=1}^{n} w_j x_{ij} \leq b$

where $x_{ij} = 1$ iff one chooses to put item $j$ in the knapsack. The state space has been defined such that all solution-paths share the same length $n$. This enables to apply the FPTAS with $L = n$. The heuristic evaluations used to order and prune the search derive from the upper bound of Martello and Toth [9] for the single objective version. The MOA*, FPTAS and MOA$_\epsilon^*$ algorithms have been implemented in JAVA and were run on a Pentium 4 3.60GHz PC. Table 1 shows computation times (in sec) obtained on 35 random instances of size $n$, with profits and weights randomly drawn in $[1, 100]$, and a capacity $b$ bounded to 50% of the total weight of the items. These results show that the relaxation of the optimality condition significantly speeds up the search, with faster results when using MOA$_\epsilon^*$. We have also studied the behavior of MOA$_\epsilon$ when setting $\forall j, p_{1j} = 2^j$, $p_{2j} = 2^n - 2^j$ and $w_j = 1$, which yields instances where all combinations of $b$ items are non-dominated with distinct profits on the first objective. In the first line of Table 2, we indicate the execution times of MOA$_\epsilon^*$, and in the second line the number of returned dominated solutions (which grows exponentially with $n$). Both approximation algorithms return a $\preceq_p$-covering in less than one second for all $\epsilon$ in $\{0.005, 0.01, 0.05\}$. For each value of $\epsilon$ we give the size of the returned $\preceq_p$-covering. It shows that the choice of $\epsilon$ allows the size of the output set to be controlled, as well as the computation times.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>FPTAS</th>
<th>MOA$_\epsilon^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.353</td>
<td>0.315</td>
</tr>
<tr>
<td>0.01</td>
<td>0.297</td>
<td>0.179</td>
</tr>
<tr>
<td>0.05</td>
<td>0.046</td>
<td>0.008</td>
</tr>
<tr>
<td>0.1</td>
<td>0.003</td>
<td>0.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>FPTAS</th>
<th>MOA$_\epsilon^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.315</td>
<td>0.315</td>
</tr>
<tr>
<td>0.01</td>
<td>0.179</td>
<td>0.179</td>
</tr>
<tr>
<td>0.05</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>0.1</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 1. Numerical results on the biobjective knapsack

Multiobjective shortest path problem. In order to study the interest of approximation when the number of objectives grows, we have performed experimentations of MOA$_\epsilon^*$ on the multiobjective path problem. We have generated different classes of instances by controlling the number of nodes $|N| = 1000, 2000, 3000$ and the number of objectives $m = 2, 5, 10$. Cost of arcs are randomly generated within $[1, 100]$. The approximations have been computed with $\epsilon = 0.1$. Table 3 gives, in each class of instances, the average execution time (in sec) computed on 20 different instances. These performances illustrate that approximation remains powerful when the number of objectives grows. As a comparison, the exact determination (with MOA$_\star^*$) of the Pareto set on instances with 1000 nodes and 10 criteria required more than one hour on the same computer.

| $|N|$ | 1000   | 2000   | 3000   |
|-----|--------|--------|--------|
| 2 obj | 0.078  | 0.295  | 0.751  |
| 5 obj | 0.175  | 0.761  | 1.901  |
| 10 obj | 0.447  | 2.474  | 7.268  |

Table 3. Times for MOA$_\epsilon^*$ on the shortest path problem.

6 CONCLUSION

We have proposed two approximation algorithms for multiobjective search. The first one is an FPTAS which requires that an upper bound on the length of a solution-path is known, while the second one does not provide guarantee on the worst case complexity, but performs better in practice without requiring any information on the length of solution-paths. Both algorithms outperform exact multiobjective search in times. Note that the approximate Pareto set can include dominated solutions (although close to optimality). An interesting research direction is therefore to look for algorithms able to compute approximate Pareto set including only non-dominated solutions. Another possible extension of this work is to study the use of $\epsilon$-dominance to approximate more involved preference models.
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