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ANALYTIC AND GEOMETRIC PROPERTIES OF DISLOCATION SINGULARITIES

RICCARDO SCALA AND NICOLAS VAN GOETHEM

Abstract. This paper deals with the analysis of the singularities arising from the solutions of the problem \( \text{Curl } F = \mu \), where \( F \) is a \( 3 \times 3 \) matrix-valued \( L^p \)-function \((1 \leq p < 2)\) and \( \mu \) a \( 3 \times 3 \) matrix-valued Radon measure concentrated in a closed loop in \( \Omega \subset \mathbb{R}^3 \), or in a network of such loops, i.e., similar to dislocation clusters as observed in single crystals. In particular, we study the topological nature of such dislocation singularities. It is shown that \( F = \nabla u \), the absolutely continuous part of the distributional gradient \( Du \) of a vector-valued function \( u \) of special bounded variation. Furthermore, \( u \) can be redefined with values in the three-dimensional torus \( T^3 \) and hence is Sobolev-regular away from the singular loops. We then analyze the graphs of such maps represented as currents on \( \Omega \times T^3 \) and show that their boundaries can be written in term of the measure \( \mu \). Readapting some well-known results for Cartesian currents, we recover closure and compactness properties of the class of maps with bounded curl concentrated on dislocation networks. We finally give some examples of variational problems where such results provide existence of solutions.
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1. Introduction

In this work we analyze the class of $3 \times 3$ matrices-valued fields $F$ on an open set $\Omega \subset \mathbb{R}^3$ which have singularities on a 1-dimensional set $\mathcal{L}$. The singularity we are interested in arises from the condition that $F$ is assumed to have a nonzero Curl, which is a finite Radon measure $\mu$ concentrated on $\mathcal{L}$, namely

$$- \text{Curl } F = \mu.$$  \hspace{1cm} (1.1)

In the simplest case when the singular set is a closed Lipschitz curve $\mathcal{L}$, then it is well-known that $\mu$ must be a so-called dislocation density, that is a measure of the form

$$\mu = b \otimes \tau \mathcal{H}^1_{\mathcal{L}},$$  \hspace{1cm} (1.2)

where $b$ is a fixed vector (constant along $\mathcal{L}$) and $\tau$ is the unit tangent vector to $\mathcal{L}$ (see Lemma 6.1). The term “dislocation” comes from the physics of crystals, where the strain field of the elastic body cannot be in general associated to a global deformation, since it is observed to satisfy a condition like (1.1). In dislocation theory, the singular set $\mathcal{L}$ is always a countable (or finite) union of Lipschitz closed curves, and hence the measure $\mu$ is a sum of countable many dislocation densities of the form (1.2). Each Burgers vector of the singletons (1.2) is constrained to belong to a countable lattice, that we assume to be $\mathbb{Z}^3$. This setting can be summarized by asking that the measure $\mu$ in (1.1) is representable by a closed integral current with coefficients in the group $\mathbb{Z}^3$.

By Helmholtz decomposition, any tensor-valued $F \in L^p(\Omega)$ can be written as $F = Du + \text{Curl } V$, with $u \in W^{1,p}(\Omega)$ and $V$ a divergence-free tensor, see [22]. It is a standard interpretation to call $u$ the displacement field, and $V$ the incompatible field. However it is immediately observed by (1.1) that the dislocation measure $\mu$ depends on $V$ only, hence leaving the displacement outside the picture, at least as far as classically intended as a Sobolev vector-valued map.

The class of vector fields $F : \Omega \to \mathbb{R}^3$ satisfying condition (1.1) with $\mu$ a closed integral current with coefficients in $\mathbb{Z}^3$ has several measure theoretic properties that are proved in the present paper. A central aspect is that for every $F$ there exists a 3-dimensional torus valued map $u : \Omega \to \mathbb{T}^3$ such that $F = \nabla u$. In some sense, even if the non-vanishing of Curl $F$ precludes the existence of a vector-valued function whose gradient is $F$, we recover such property in the class of torus-valued vector fields. As a consequence, in the spirit of [18], the graph of the map $u$ can be seen as a current and a theory as for Cartesian Currents can be developed. Our main result gives the explicit form of the boundary of the graph associated to the torus-valued deformation.

1.1. Line-like singularities Continuum mechanics. A dislocation (or disclination) is a line defect in a crystal related to the jump of the displacement or the rotation tensor, itself provoked by the motion of atoms and atom layers at an underlying microscopic scale. At the mesoscopic scale, where the medium is considered as continuous, such a line represents a singularity for model fields such as stress, strain, displacement and rotation. Furthermore, in single crystals these lines might appear as isolated loops as well as complex networks and there are such interactions that two lines might join together or (partially) annihilate, or be set apart in many smaller loops. All these phenomena should be understood as mathematical objects which must be described in a geometrically unified way. To achieve this goal, the theory of currents has shown as extremely appropriate, as described in [29]. It should be emphasized that integral currents and Cartesian currents also allow one to handle singular problems in Continuum mechanics by means of the notions of distributional Jacobian and cofactors of the deformation tensor. Pioneer works and fundamental results about this topic can be found in [26]. In the recent years, this formalism is being developed for elasticity and in general for Continuum mechanics, as in, e.g., [2, 3, 16, 19, 24, 25]. About their specific use in problems involving dislocations, see [27, 29]. About their use in problems involving other kinds of loop discontinuities, the Ginzburg and Landau problem has provided numerous key contributions, as e.g. in [1, 6, 28]. Indeed, the mathematical issues addressed in these works very often appear in a similar way in the study of defects in solids, which therefore shares with Ginzburg-Landau models several theoretical concepts,
among which field multiple-valuedness and vorticity. Let us also mention function of higher-order variation [20] (considered in [29] for dislocation problems), or strings [9], as one of the many mathematical objects arisen from the study of singular loops in PDEs. It should be stressed that one of the feature of these problems is that the model fields have either manifold-valued (for instance, in the unit sphere), or are multiple valued. Multivaluedness is a challenging issue since the pioneer works of Almgren [4], both in Physics problems such as liquid crystals, or from a purely mathematical perspective [7,12], where often, multivaluedness is related to singularities, as in [10].

Sometimes, dislocations are considered in a unified way with fracture, as e.g. in [24], where “fracture” is intended as a non-negative co-dimension singularity, i.e., classical fracture have co-dimension 1, whereas dislocations have co-dimension 2, and point defects co-dimension 3. However, dislocation singularities show several specific issues, and the intrinsic mathematical difficulties generated by dislocations are fundamentally different from those encountered in the mathematical modeling of fracture mechanics. Indeed,

(i) dislocations are $H^1$-singularities in $\mathbb{R}^3$ and hence show no jump set in the classical sense;
(ii) dislocations are free to mutually annihilate, recombine, split, spontaneously appear, and hence form complex geometrical structures, without any law such as irreversibility;
(iii) there is no natural reference configuration and hence intrinsic approaches must be preferred. In particular, the displacement is not an appropriate model variable in the classical sense, as opposed to most of Solid Mechanics problems;
(iv) the stress and strain fields are not square-integrable and so the less tractable $L^p$ spaces with $1 \leq p < 2$ must be considered;
(v) bounds on the model fields are given in terms of the curl and the divergence, in place of the full gradient;
(vi) these curl and divergence are found in measure spaces instead of Sobolev spaces.

In the language of currents, the measure (1.2) is denoted as $b \otimes \mathcal{L}$, with $\mathcal{L}$ standing for an integral 1-current, as described in [29]. In the language of Physics, it is simply the (transpose of) the dislocation density $\Lambda := \tau \otimes bH^1_{\mathcal{L}}$, which should be considered as the problem data. The tensor-valued functions satisfying the differential constraint (1.1) will be denoted by $F$ to mean the deformation tensor in finite elasticity. Because of this constraint, $F$ belongs to $L^p(\Omega)$ with $1 \leq p < 2$. It is a classical procedure to also consider the determinant and cofactors of $F$ as belonging to the same space, since J. Ball results on existence results for polyconvex functions [5,11]. Such an issue will be addressed in a forthcoming work, as a natural consequence of the analysis of the present paper.

1.2. Scope and structure of the work. As a first step, our aim is to analyze the fields satisfying the constraint (1.1), showing that an unambiguous concept of displacement can be defined. As a second step, we want to study some measure theoretic properties of such displacements, showing some important closure results. More specifically, it will be shown that

- For all $F$ satisfying (1.1) there exists a map $u \in W^{1,p}(\Omega, \mathbb{T}^3)$, with $\mathbb{T} = \mathbb{R}/\mathbb{Z}$ the flat torus, such that $F = \nabla u$. Moreover there exists a map $\tilde{u} \in SBV^p(\Omega, \mathbb{R}^3)$ such that $F = \nabla^\partial \tilde{u}$, with $\nabla^\partial \tilde{u}$ the absolutely continuous part of the distributional gradient $Du$.
- $u \in W^{1,p}(\Omega, \mathbb{T}^3)$ can always be decomposed as $u = v + w$, with $v \in W^{1,p}(\Omega, \mathbb{T}^3)$ harmonic in $\Omega \setminus \mathcal{L}$, and where $w \in W^{1,p}(\Omega, \mathbb{R}^3)$ is vector-valued. Moreover $v \in C^\infty(\Omega \setminus L, \mathbb{T}^3)$, that is, $u$ is smooth except on the singularity $L$.
- $\partial G_u$, the boundary of the current supported by the graph of $v$, is “equals” (in a sense that will be made precise) to $\mu = -\text{Curl} \tilde{F} \nabla u$.

The first item states that it is possible to construct a real-valued displacement field $\tilde{u}$, which has a constant jump $b$ on a fixed (though arbitrary) surface $S$ enclosed by $C$. If we quotient the target space $\mathbb{R}^3$ by $\mathbb{Z}^3$, the jump on the (arbitrary) surface is neglected. In other words, the displacement as an Euclidean-valued field is multiple-valued, since its circulation around dislocation lines is nonzero, and is
always a multiple of \( b \). Otherwise, working with torus-valued maps allows us to remove this ambiguity. Torus-valued maps are therefore alternatives to Euclidean maps appropriate to mathematically model dislocation singularities. Similarly, it will be convenient to introduce periodic \( k \)-forms, from which torus-valued currents are defined by duality, the latter being more suitable in this setting. Note that such multivalued displacement fields have been used by Physicists, for a long time (see, e.g., [21]), but without the necessary mathematical rigor, which we believe is worth introducing to seek a profound understanding of the intrinsic difficulties generated by dislocation singularities.

As for the last item, with the language of currents and in dislocation terms, our main result basically states that the dislocation density is the boundary of the graph of a displacement field \( u \) which has values in the three dimensional torus, viz.,

\[
\partial G_u(\omega) = \mathcal{L} \otimes b(\varphi^\omega),
\]

where \( \omega \) is any \( n \)-form, and \( \varphi^\omega \) is a test function depending linearly on \( \omega \) (see Theorem 6.3 for details). Starting from this result it is possible to write the explicit form of the graph boundary of \( w = v + u \), a smooth perturbation \( v \) of the function \( u \). Finally, we give the explicit form of the graph boundary of the vector-valued function \( \bar{u} \), which indeed coincides with the torus-valued one \( u \), with an additional measure concentrated on the jump set of \( \bar{u} \) (see Theorem 5.1 for details); this is our main result second form. It might be used in models involving an energy term on the jump surface, whose complete analysis, though, is left for future work.

Finally, application examples are given. In particular, two variational problems are proposed and solved in Section 6.4.

This paper is structured as follows. In Section 2, we recall the basis for currents and the theory of graphs of torus-valued maps, and prove some important preliminary results, whose counterparts in the Euclidean-valued case are classical. Then, the crucial pointwise and distributional properties of torus-valued harmonic maps are derived in Sections 3. The main results are presented in two forms, the first in Section 4 holding for torus-valued maps (see Theorem 4.1), and the second one valid for Euclidean maps is given in Section 5, with a proof in Appendix B. In Section 6 we show how the results obtained so far can be applied to the theory of dislocations, whereas in Section 6.4 we provide two examples of variational problems which can be solved thanks to our main results and their applications.

2. Preliminary results

2.1. Generalities about currents and graphs. For all integers \( n > 0 \) and \( k \geq 0 \) with \( k \leq n \), we denote by \( \Lambda^k \mathbb{R}^n \) the space of \( k \)-vectors and by \( \Lambda^k \mathbb{R}^n \) the space of \( k \) covectors. Let \( \alpha \) be a multi-index, i.e., an ordered (increasing) subset of \( \{1, 2, \ldots, n\} \). We denote by \( |\alpha| \) the cardinality (or length) of \( \alpha \), and we denote by \( \bar{\alpha} \) the complementary set of \( \alpha \), i.e., the multi-index given by the ordered set \( \{1, 2, \ldots, n\} \setminus \alpha \).

For a \( n \times n \) matrix \( A \) with real entries and for \( \alpha \) and \( \beta \) multi-indexes such that \( |\alpha| + |\beta| = n \), \( M^\beta_\alpha(A) \) will denote the determinant of the submatrix of \( A \) given by erasing the \( i \)-th columns and the \( j \)-th rows, for all \( i \in \alpha \) and \( j \in \beta \). Moreover, symbol \( M(A) \) will denote the \( n \)-vector in \( \Lambda_n \mathbb{R}^{2n} \) given by

\[
M(A) := \sum_{|\alpha| + |\beta| = n} \sigma(\alpha, \bar{\alpha})M^\beta_\alpha(A)e_\alpha \wedge e_\beta,
\]

where \( \{e_i, e_j\}_{i \leq n} \) is the Euclidean basis of \( \mathbb{R}^{2n} \), and \( \sigma(\alpha, \bar{\alpha}) \) is the sign of the permutation \( (\alpha, \bar{\alpha}) \).

Accordingly, define

\[
|M(A)| := (1 + \sum_{|\alpha| + |\beta| = n} |M^\beta_\alpha(A)|^2)^{1/2}.
\]
A current which has null boundary (as any current in $D^0(\Omega)$ for all $k$ on $\Omega$ with values in $\Lambda^k \mathbb{R}^n$ smooth $T$ mass of $\Omega$ subset $\mathbb{R}^n$ be an open set, then $D^k(\Omega)$ denotes the topological vector space of compactly supported smooth $k$-forms on $\Omega$, that is the topological vector space of compactly supported and smooth maps on $\Omega$ with values in $\Lambda^k \mathbb{R}^n$. The dual space of $D^k(\Omega)$, denoted by $D_k(\Omega)$, is known as the space of $k$-currents on $\Omega$. A weak convergence $T$ measure and $\limsup_{h \to 0} M(T_h) < +\infty$ and $T_h \to T$ then we also find that $T$ is a Borel measure and $T_h \to T$ weakly in $M_k(\Omega, \Lambda^k \mathbb{R}^n)$, so that the lower-semicontinuity of the mass follows from the lower-semicontinuity of the mass in $M_k(\Omega, \Lambda^k \mathbb{R}^n)$. We also define the quantity $N(T) := M(T) + M(\partial T)$, for every $T \in D_k(\Omega)$.

Let $U \subset \mathbb{R}^n$ and $V \subset \mathbb{R}^m$ be open sets and $F : U \to V$ be a smooth map. Then the push-forward of a current $T \in D_k(U)$ by $F$ is defined as $F^*T(\omega) := T(F^*\omega)$ for $\omega \in D^k(V)$, where $F^*\omega$ is the standard pull-back of $\omega$ and $\zeta$ is any $C^\infty$ function that is equal to 1 on $\text{spt} T \cap \text{spt} F^*\omega$. It turns out that $F^*T \in D_k(V)$ does not depend on $\zeta$ and satisfies $\partial F^*T = F_\# \partial T$. (2.2)

Let $0 \leq k \leq n$ and let $S \subset \mathbb{R}^n$ be $H^k$-rectifiable set with approximate tangent space $T_\tau S$. If $\tau : S \to \Lambda^k(\mathbb{R}^n)$ and $\theta : S \to \mathbb{R}$ are $H^k$-integrable functions with $\tau(x) \in T_x S$ a simple unit $k$-vector for $H^k$-a.e. $x \in S$, then we can define the current $T$ as $T(\omega) = \int_S \langle \omega(x), \tau(x) \rangle \theta(x) d\mathcal{H}^k(x)$ for $\omega \in D^k(\Omega)$. (2.3)

Every current for which there exists $S$, $\tau$, and $\theta$ as before is said to be rectifiable. If also its boundary $\partial T$ is rectifiable, then we adopt the following notation $T \equiv \{S, \tau, \theta\}$. (2.4)

The current $T \in D_k(\Omega)$ is rectifiable with integer multiplicity if it is rectifiable, has rectifiable boundary, and the function $\theta$ in (2.3) is integer valued. A integer-multiplicity current $T$ such that $N(T) < \infty$ is said integral current.
An integer-multiplicity current $T \in \mathcal{D}_M(\mathbb{R}^n)$ is said indecomposable if there exists no integral current $R$ such that $R \neq 0 \neq T - R$ and

$$N(T) = N(R) + N(T - R).$$

The following theorem provides the decomposition of every integral current and the structure of integer-multiplicity indecomposable 1-current (see [13, Section 4.2.25]).

**Theorem 2.1.** For every integer multiplicity current $T$ there exists a sequence of indecomposable integral currents $T_i$ such that

$$T = \sum T_i \quad \text{and} \quad N(T) = \sum N(T_i).$$

Suppose $T$ is an indecomposable integer multiplicity 1-current on $\mathbb{R}^n$. Then there exists a Lipschitz function $f : \mathbb{R} \to \mathbb{R}^n$ with $\text{Lip}(f) \leq 1$ such that

$$f([0, M(T)]) \text{ is injective and } T = f([0, M(T)]).$$

Moreover $\partial T = 0$ if and only if $f(0) = f(M(T))$.

Let us consider the space $\Omega \times \mathbb{R}^3$. We will use the Euclidean coordinates $x = (x_1, x_2, x_3)$ for $x \in \Omega$ and $y = (y_1, y_2, y_3)$ for $y \in \mathbb{R}^3$. Every 3-form $\omega \in \mathcal{D}^3(\Omega \times \mathbb{R}^3)$ can be decomposed as $\omega = \sum \omega_\alpha \omega_\beta dx_\alpha \wedge dy_\beta$, with $\omega_\alpha \beta \in C_\infty^\infty(\Omega \times \mathbb{R}^3)$, and where the sum is computed over all multi-indexes $\alpha$ and $\beta$ such that $|\alpha| + |\beta| = 3$.

For $1 \leq p < +\infty$ we define

$$A_p(\Omega) := \{u \in L^p(\Omega, \mathbb{R}^3) : u \text{ is approx. differentiable a.e. and } M_\alpha^p(Du) \in L^p(\Omega) \text{ for all } |\alpha| + |\beta| = 3\}.$$ 

A weak convergence is defined on $A_p(\Omega)$. We say that the sequence $u_h \in A_p(\Omega)$ converges to $u \in A_p(\Omega)$ weakly in $A_p(\Omega)$ if $u_h \to u$ weakly in $L^p(\Omega, \mathbb{R}^3)$ and $M_\alpha^p(Du_h) \to M_\alpha^p(Du)$ weakly in $L^p(\Omega)$ for all multi-indexes $\alpha$ and $\beta$ with $|\alpha| + |\beta| = 3$ (see [18, Section 3.3.3]). If $u \in A_p(\Omega)$ then $G_u$, the current carried by the graph of $u$, is well defined as follows:

$$G_u := (Id \times u)_2[\Omega],$$

where $Id \times u : \mathbb{R}^3 \to \mathbb{R}^3 \times \mathbb{R}^3$ is given by $(Id \times u)(x) = (x, u(x))$, viz.,

$$G_u(\omega) = \int_\Omega \sigma(\alpha, \alpha)\omega_\alpha \beta(x, u(x))M_\alpha^3(Du(x))dx,$$

for all $\omega = \omega_\alpha \beta dx_\alpha \wedge dy_\beta \in \mathcal{D}^3(\Omega \times \mathbb{R}^3)$. Moreover if $u \in A_p(\Omega)$ then $G_u$ turns out to be a 3-integer-multiplicity current in $\Omega \times \mathbb{R}^3$.

**Lemma 2.2.** Let $u_e, u \in A_p(\Omega)$ be such that $u_e \to u$ weakly in $A_p(\Omega)$, then $G_{u_e} \to G_u$ as currents.

**Proof.** This is a straightforward consequence of formula (2.6). \qed

The boundary of the current $G_u(\omega)$ is, by definition, the 2-current in $\Omega \times \mathbb{R}^3$ given by $\partial G_u(\omega) := G_u(d\omega)$ for all 2-forms $\omega \in \mathcal{D}^2(\Omega \times \mathbb{R}^3)$. As soon as $u_{w,U}$, the restriction of $u$ to a smooth open subset $U$ of $\Omega$, is assumed smooth in $U$, then $G_{u_{w,U}}$ is a surface with rectifiable boundary given by

$$\partial G_{w,U} = G_{w,U}^\prime := (Id \times u)_2[\partial U].$$

We can also employ Stokes formula to find an explicit formula for $\partial G_{w,U}^\prime$, i.e.,

$$G_{w,U}^\prime(\omega) = \partial G_{w,U}(\omega) = \int_{\partial U} \sigma(\alpha, \alpha)\omega_\alpha \beta(u, u(x))M_\alpha^3(Du_{w,U})(x)dH^2(x),$$

for all 2-form $\omega = \omega_\alpha \beta dx_\alpha \wedge dy_\beta \in \mathcal{D}^2(\Omega \times \mathbb{R}^3)$. This can be seen as follows: by definition of push-forward of a current, $G_{w,U}^\prime(\omega) = [\partial U]^!((Id \times u)^2(\omega)) = \int_{\partial U}((Id \times u)^2\omega, \tau^1 \wedge \tau^2)dH^2 = \int_{\partial U}\omega, \frac{\partial}{\partial x} \wedge \frac{\partial}{\partial y}$.
can interchange the exterior differentiation and pull-back operations) $\frac{\partial \nu}{\partial \tau} d\mathcal{H}^2$ where $\tau^1 \wedge \tau^2$ is a volume form for $\partial U$. Now by Stokes Theorem this is equal to (recall that one can interchange the exterior differentiation and pull-back operations) \[ \int_U (d(Id \times u)^1 \omega, e^1 \wedge e^2 \wedge e^3) d\mathcal{H}^3 = \int_U ((Id \times u)^2 d\omega, e^1 \wedge e^2 \wedge e^3) d\mathcal{H}^3 = \mathcal{G}_{u,v}(d\omega) = \partial \mathcal{G}_{u,v}(\omega) \] (see [17] p.272 or [23] for details).

The class of Cartesian maps is the subspace of $A_1(\Omega, \mathbb{R}^3)$ defined as
\[ \text{Cart}^1(\Omega, \mathbb{R}^3) := \{ u \in A_1(\Omega, \mathbb{R}^3) : \partial \mathcal{G}_u = 0 \}. \quad (2.8) \]
If $u \in W^{1,p}(\Omega, \mathbb{R}^3)$ with $p > 3$, then it is easy to see that $u \in \text{Cart}^1(\Omega, \mathbb{R}^3)$. See [18, Section 3.2.2] for details.

**Theorem 2.3.** Let $p > 1$. Let $u_k$ be a sequence in $A_p(\Omega, \mathbb{R}^3)$ such that $u_k \to u$ strongly in $L^p(\Omega, \mathbb{T}^3)$ and suppose that there exist functions $v^\alpha_3 \in L^p(\Omega)$ such that $M^\alpha_3(Du_k) \to v^\alpha_3$ for all multi-indexes $\alpha$ and $\beta$ with $|\alpha| + |\beta| = 3$. If
\[ M(\mathcal{G}_{u_k}) < C < +\infty \]
for all $k > 0$, then $u \in A_p(\Omega, \mathbb{R}^3)$ and $v^\alpha_3 = M^\alpha_3(Du)$.

This is proved in Theorem 2 of [18, Section 3.3.2]. Since Cartesian maps obviously satisfy condition (2.9), this Theorem applies to this case. Moreover if $u_k \in \text{Cart}^1(\Omega, \mathbb{R}^3)$ then we also have $u \in \text{Cart}^1(\Omega, \mathbb{R}^3)$.

### 2.2. Torus-valued maps and currents.

For simplicity of exposition, we describe the three-dimensional case, but all the definitions and statements of this section can be established for the general $n$-dimensional case. We introduce the torus $T \equiv \mathbb{R} / \sim$, where $\sim$ denotes the equivalence relation given by $a \sim b$ if $a - b \in 2\pi\mathbb{Z}$. We also denote $T \times T \times T$ by $T^3$. Now we will consider graphs of maps $u : \Omega \to T^3$. These turn out to be 3-rectifiable currents in $\Omega \times T^3$. Note that the space of 3-forms in $\Omega \times T^3$, i.e. $\mathcal{D}(\Omega \times T^3)$, is exactly the space of 3-forms in $\Omega \times \mathbb{R}^3$ that have coefficients which are smooth and $2\pi$-periodic (with all their derivatives) in the last three variables (actually, they do not have compact support). As a consequence, if $T$ is a 3-current in $\mathcal{D}(\Omega \times \mathbb{R}^3)$ that has compact support in $\Omega \times \mathbb{R}^3$, then the current
\[ T(T) := T \circ \mathcal{D}(\Omega \times T^3), \]
is well-defined and $T(T) \in \mathcal{D}(\Omega \times T^3)$. Moreover, since in general smooth functions in $\Omega \times \mathbb{R}^3$ are not periodic in the last three variables, it turns out that $M(T(T)) \leq M(T)$.

Let $u \in A_p(\Omega, \mathbb{R}^3)$, then we define $T(u) : \Omega \to T^3$ by means of the standard projection $\pi_T : \mathbb{R} \to T$, i.e. $T(u_i) := \pi_T(u_i)$ for $i = 1, 2, 3$. It is easily seen that, $T$ being locally isomorphic to $\mathbb{R}$, $T(u)$ is almost everywhere approximately differentiable with the same approximate derivatives of $u$. As a consequence $\mathcal{G}_{T(u)}$ is a 3-rectifiable current in $\Omega \times T^3$. It is also easy to see that in such a case $\mathcal{G}_{T(u)} = T(\mathcal{G}_u)$. This fundamental identity follows from the fact that the approximate differentials of $u$ and $T(u)$ coincide almost everywhere, and from (2.6), where we use that if $\omega$ is $2\pi$-periodic in the second variable, then $\omega(x, u(x)) = \omega(x, T(u(x)))$. We introduce the space $A_p(\Omega, T^3)$ as follows:

**Definition 2.4.**
\[ A_p(\Omega, T^3) := \{ u \in L^1(\Omega, T^3) : u \text{ is approx. differentiable a.e. on } \Omega, \text{ and} \]
\[ M^\alpha_3(Du) \in L^p(\Omega) \text{ for all } |\alpha| + |\beta| = 3, \]
where $L^1(\Omega, T^3)$ means the space of measurable functions $u : \Omega \to T^3$.

With this definition, we see that for all $u \in A_p(\Omega, T^3)$ the graph $\mathcal{G}_u$ is well defined as a 3-rectifiable current. A consequence of the fact that the mass of a current does not increase when we compose with $T$ is that, if there exists $u \in A_p(\Omega, \mathbb{R}^3)$ such that $T(\bar{u}) = u$ and $\mathcal{G}_\bar{u}$ is an integral current,
then \( G_u \) is an integral current. Note that it might happen that such \( \bar{u} \) does exist with \( \partial G_u \) unbounded, while \( M(\partial G_u) < \infty \).

Theorem 2.3, being a consequence of the compactness theorem for integral currents, straightforwardly applies also to the case of maps with values in \( \mathbb{T}^3 \).

Lemma 2.2 readily applies to the case of maps with value in \( \mathbb{T}^3 \).

Lemma 2.5. Let \( u \in A_p(\Omega, \mathbb{T}^3) \) be such that \( u \rightharpoonup u \) weakly in \( A_p(\Omega, \mathbb{T}^3) \), then \( G_u \rightharpoonup G_u \) as currents.

Proof. This is again a consequence of formula (2.6) and the fact that currents in \( D^3(\Omega, \mathbb{R}^3) \) belong also to \( D^3(\Omega, \mathbb{R}^3) \). \( \square \)

2.3. Invertibility of the curl. In this section we introduce a technical result that will be useful for the subsequent discussion.

Let \( M_{\text{div}}(\hat{\Omega}, \mathbb{R}^3 \times \mathbb{R}^3) \) denote the space of divergence-free bounded Radon measures with values in \( \mathbb{R}^3 \times \mathbb{R}^3 \).

Theorem 2.6 (Biot-Savart). Let \( \hat{\Omega} \subset \mathbb{R}^3 \) be an open simply connected and smooth set. Let \( \mu \) be a tensor-valued Radon measure such that \( \mu \in M_{\text{div}}(\hat{\Omega}, \mathbb{R}^3 \times \mathbb{R}^3) \). Then there exists a unique \( F \in L^1(\hat{\Omega}, \mathbb{R}^3 \times \mathbb{R}^3) \) solution of

\[
\begin{cases}
-\text{Curl } F = \mu \quad &\text{in } \hat{\Omega} \\
\text{div } F = 0 \quad &\text{in } \hat{\Omega} \\
FN = 0 \quad &\text{on } \partial \hat{\Omega}.
\end{cases}
\]

Moreover \( F \) belongs to \( L^p(\hat{\Omega}, \mathbb{R}^3 \times \mathbb{R}^3) \) for all \( p \) with \( 1 \leq p < 3/2 \) and for all such \( p \) there exists a constant \( C > 0 \) satisfying

\[
\|F\|_p \leq C|\mu|(\hat{\Omega}).
\]

In the case that \( \mu = \tau \otimes b \mathcal{H}^1 \downarrow L \), for some \( b \in \mathbb{R}^3 \) and a \( C^2 \)-closed curve \( L \) in \( \hat{\Omega} \) with unit oriented tangent vector \( \tau \), then the solution \( F \) belongs to \( L^p(\hat{\Omega}, \mathbb{R}^3 \times \mathbb{R}^3) \) for all \( p < 2 \).

The proof is a straightforward extensions of the main results in [8], and thus we discuss it in the appendix.

3. Harmonic maps with prescribed jump on a surface

In this section we study some regularity results of harmonic maps in \( \mathbb{R}^3 \) with prescribed jump on a given surface. This will be crucial for the studying of the displacement in the presence of dislocations, since if a dislocation \( C \) is the boundary of a surface \( S \), then the displacement can be seen as a function with a fixed jump on the surface, equal to the Burgers vector associate to the dislocation.

In this work we will often need to make the following

Assumption 3.1. We consider a Lipschitz closed curve \( C \), which is assumed simple, and thus non self-intersecting. Moreover we assume that \( S \) is a bounded Lipschitz simple surface whose boundary is \( C \), that is, \( S \) is non self-intersecting and is homeomorphic to the disk \( B_1 \subset \mathbb{R}^2 \).

Lemma 3.2. Let \( C \) be a Lipschitz closed curve in \( \mathbb{R}^3 \) and \( S \) a bounded Lipschitz surface with boundary \( C \) and unit normal \( N \) (satisfying Assumption 3.1). Let \( b \in \mathbb{R} \). A solution of

\[
\begin{cases}
\Delta u = 0 \quad &\text{in } \mathbb{R}^3 \setminus S \\
[u] := u^+ - u^- = b \quad &\text{on } S \\
[\partial_N u] := \partial_N u^+ - \partial_N u^- = 0 \quad &\text{on } S
\end{cases}
\]

(3.1)
is given by
\[ u(x) = -b \int_S \partial_N \Gamma(x' - x) d\mathcal{H}^2(x'), \]  
for \( x \in \mathbb{R}^3 \setminus S \), where \( \Gamma \) is the solution in \( \mathbb{R}^3 \) of \( \Delta \Gamma = \delta_0 \). Moreover such solution is unique up to a harmonic map in \( \mathbb{R}^3 \).

By \( (3.2) \), it holds that
\[ \partial_i u(x) = -b \int_S \left( \frac{N_i}{\|x - x'\|^3} - \frac{3 N \cdot (x - x') (x_i - x'_i)}{\|x - x'\|^5} \right) d\mathcal{H}^2(x'). \]  

Lemma 3.2 is a particular case of its general vector counterpart, whose proof can be found in \([33]\). Its statement is given in the following lemma, where \( A \) is a fourth-order elasticity tensor. So, the proof of Lemma 3.2 is straightforwardly obtained by letting \( A = I_2 \), the identity matrix.

**Lemma 3.3.** Let \( L \) be a Lipschitz closed curve in \( \mathbb{R}^3 \) and \( S \) a bounded Lipschitz surface with boundary \( \mathcal{L} \) and unit normal \( N \). Let \( B \in \mathbb{R}^3 \). The solution of
\[
\begin{cases}
\text{div} (A \nabla w) = 0 & \text{in } \mathbb{R}^3 \setminus S \\
[w] := w^+ - w^- = B & \text{on } S \\
[(A \nabla w) N] := ((A \nabla w) N) - ((A \nabla w) N) = 0 & \text{on } S
\end{cases}
\]  

is given componentwise by
\[ w_i(x) = -B_j \int_S (A \nabla \Gamma(x' - x) N(x'))_{ij} d\mathcal{H}^2(x'), \]  
for \( x \in \mathbb{R}^3 \setminus S \), where \( \Gamma \) is the solution in \( \mathbb{R}^3 \) of \( \text{div} (A \nabla \Gamma) = \delta_0 I \).

### 3.1 Pointwise and distributional properties of gradients of harmonic maps

#### 3.1.1 Growth condition for the gradient

**Lemma 3.4.** Let \( C \) and \( S \) be as in Lemma 3.2 and \( u \) be the explicit solution of \( (3.1) \) given by \( (3.2) \). If \( C \) is smooth, there exists a constant \( c > 0 \) depending on the curvature of \( C \), such that it holds
\[ |\partial_i u(x)| \leq c |b| \left( 1 + \frac{1}{d(x, C)} \right). \]  

**Proof.** **Step 1.** Let us first prove that the value of the derivative \( \partial_i u(x) \) does not depend on the surface \( S \) appearing in \( (3.1) \). Let indeed \( S' \) be another smooth surface that does not contain the point \( x \) and has \( C \) as boundary. For simplicity let us suppose it is disjoint from \( S \). Let \( u' \) be the solution of \( (3.1) \) with \( S' \) replacing \( S \) and set \( A \) be the open set enclosed by \( S \) and \( S' \). By formula \( (3.2) \), \( (u - u')(x) = c + b \int_{\partial S} \partial_N \Gamma(x' - x) d\mathcal{H}^2(x') = c + b_{\chi_A}(x) \), the second equality being a consequence of the Divergence theorem. In particular we see that \( u - u' \) is constant in a neighborhood of \( x \), so that \( \partial_i u(x) = \partial_i u'(x) \). By approximation, we can also extend this to the case of Lipschitz surface \( S' \), and then to every rectifiable current \( S' \) with \( \partial S' = C \) whose support is outside a neighborhood of \( x \).

**Step 2.** Let \( d = d(x, C) \) be the distance form \( x \) to \( C \), let \( \kappa \) be the maximum curvature of \( C \), and let us denote by \( R := \kappa^{-1} \) the minimal radius of curvature. Let \( B_R(x) \) be a ball with radius \( R \) and center \( x \), let \( P \) be the point in \( C \) such that \( d = d(x, P) \), let \( O \) be the point on the line \( P x \), on the \( x \) side, such that \( d(O, P) = R \), and let \( B_R(O) \) be a ball with radius \( R \) and center \( O \) (see figure 1). Let \( \pi_R: \mathbb{R}^3 \to \partial B_R(x) \) be the orthogonal projection onto the sphere \( \partial B_R(x) \) and let \( C_R \) be the image of \( C \) throughout \( \pi_R \). Let us consider the Lipschitz homotopy \( \Phi: [0, 1] \times [0, l] \to \Omega \) such that \( \Phi(0, [0, l]) = C \), \( \Phi(1, [0, l]) = C_R \), and \( \Phi(\cdot, t) \) is affine for all \( t \in [0, l] \). Then \( E := \Phi([0, 1] \times [0, l]) \) is a rectifiable current with boundary \( C \cup C_R \). Let \( D \) be an integral current in \( B_R(x) \) with boundary \(-C_R \). The rectifiable current \( S' := E + D \) has boundary \( C \), so we can consider the map \( u' \) solution of \( (3.1) \) with \( S \) replaced by \( S' \).
Step 3. We claim that we can choose $D$ in such a way that its total mass $M(D)$ is bounded by $lR$. Indeed, since $C_R$ is an integral closed 1-current, it decomposes as $C_R = \sum_i C^i_R$, with $\sum_i l_i = M(C_R) \leq l + 2\pi R$, where $l_i$ is the length of $C^i_R$, with $l$ the total length of $C$. Notice that the presence of the term $2\pi R$ is justified as follows: $\pi_R$ is 1-Lipschitz outside $B_R$, whereas it is not Lipschitz inside.

So we must estimate the inner part of $C$ separately. Since the maximum curvature of $C$ is assigned, it is seen that the part of $C$ inside $B_R$ is bounded and its projection on $B_R$ does not exceed $2\pi R$.

Having said that, by the isoperimetric inequality on $\partial B_R(x)$, it follows that

$$l_i^2 \geq 4\pi A_i - \frac{A_i^2}{R^2},$$

with $A_i$ the minimal area enclosed by $C^i_R$ (see Remark 3.5), so that $A_i \leq 2\pi R^2$. It follows by simple computations that $A_i \leq 2\pi R^2 - R\sqrt{4\pi^2 R^2 - l_i^2}$ and since $\sqrt{4\pi^2 R^2 - l_i^2} \geq 2\pi R - l_i$ if $l_i \leq 2\pi R$, one deduces by mere substitution that $A_i \leq Rl_i \wedge 2\pi R^2$. As a consequence, $\sum_i A_i \leq lR$, and hence $M(D) < lR$. 
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**Step 4.** Now, to compute \(|\partial_{x'} u(x')|\) we will use formula (3.3), integrating over \(E + D\). Integration over \(D\) can be estimated as follows:

\[
|\partial_{x'} u(x')| = \left| b \int_D \left( \frac{N_i}{|x - x'|^3} - 3 \frac{N \cdot (x - x')(x_i - x'_i)}{|x - x'|^5} \right) d\mathcal{H}^2(x') \right| \\
\leq \frac{4|b|}{R^5} \int_D d\mathcal{H}^2(x') \leq \frac{4|b|}{R^5},
\]

since by Step 3, \(M(D) \leq lR\).

Let us now compute the integration over \(E\). Observe that, by construction of \(E\), it holds that its normal \(N\) at a point \(x'\) satisfies \(N \perp (x - x')\), and hence (3.3) yields

\[
|\partial_{x'} u(x')| \leq |b| \int_E \frac{N_i}{|x - x'|^3} d\mathcal{H}^2(x').
\]

Let \(E^+\) (resp., \(E^-\)) be the part of \(E\) outside \(B_R(x)\) (inside, respectively). The integration can be performed by polar coordinates \((s, \rho)\) centered at \(x\), where \(s\) can be seen as an arc parameter on \(C_R\). The integral of (3.3) over \(E^+\) is bounded by

\[
\int_{C_R} ds \int_{R}^{+ \infty} \frac{|b|}{\rho^3} d\rho \leq \frac{|b| l}{2R^2}.
\]

More delicate is the computation of the integral over \(E^-\) (see Figure 1). Let \(C^-\) be the part of \(C\) inside \(B_R(x)\). Let us assume that \(C^-\) has \(n\) connected components. Let \(C^-_1\) be one of this components. By the regularity hypotheses on \(C\) and since \(B_R(O)\) is tangent to \(C\) at \(P\), one has that \(C\) stays outside of \(B_R(O)\). Let \(P_1\) and \(P_2\) be the two points on \(\partial B_R(0) \cap \partial B_R(x)\) belonging to the plane containing \(0, x\), and the tangent vector \(\tau\) to \(C\) at \(P\). Due to the boundedness of the curvature of \(C\), it can be easily observed that the integral of (3.3) on the component \(C^-_1\) of \(C^-\) is maximal when \(C^-_1\) is planar and remains in the circumference obtained intersecting \(B_R(0)\) with the plane containing \(0, x\), and the tangent vector \(\tau\) (the sheet plane in Figure 1). In such a case \(C^-_1\) is the arc of circumference passing for \(P\) and with endpoints \(P_1\) and \(P_2\). Moreover, \(E^-\) is planar and is contained into two half-planes \(\Pi\) and \(\Pi'\) passing through \(P\), containing the tangent \(\tau\), and with boundaries the lines \(\overrightarrow{PP_1}\) and \(\overrightarrow{PP_2}\), respectively (in Figure 1).

Now we estimate the integral on every connected components of \(C^-\), and then multiply the obtained value by \(n\) in order to get a right estimate. Since the half-planes \(\Pi\) and \(\Pi'\) are constructed in such a way that \(E^-\) is contained in their union, the integral

\[
\int_{E^-} \frac{|b|}{d(x, x')^3} d\mathcal{H}^2(x'),
\]

is bounded by the same integral over \(\Pi \cup \Pi'\). In particular, by symmetry, it holds

\[
\int_{E^-} \frac{|b|}{d(x, x')^3} d\mathcal{H}^2(x') \leq 2 \int_{\Pi} \frac{|b|}{d(x, x')^3} d\mathcal{H}^2(x').
\]

If the distance \(d(x, \Pi) = \delta\) the right-hand side is easily computed by integrating in planar polar coordinates with \(\delta \leq r = d(x, x') < \infty\), and is equal to \(\frac{2\pi |b|}{\delta}\). Since by construction \(\delta \geq 2^{-1/2}d(x, C)\), it holds

\[
\int_{E^-} \frac{|b|}{d(x, x')^3} d\mathcal{H}^2(x') \leq \frac{|b| 2\pi \sqrt{2}}{d(x, C)}.
\]

Now we have to multiply this by \(n\), the number of connected components of \(C^-\). We claim that \(n \leq l/(\pi R)\). Indeed, consider a single connected component and one of its point \(P\) inside \(B_R(x)\). With elementary geometric arguments it is seen that, due to the boundedness of the curvature, as observed, it could stay inside \(B_R(x) \setminus B_R(O)\) for a length at most \(\pi R\). On the other hand, if it goes
out of \( B_R(x) \setminus B_R(O) \), then it cannot come back before spending a length of at least \( \pi R \) outside. Then the claim follows, and it follows
\[
\int_{E} \frac{|b|}{d(x,x')^3} d\mathcal{H}^2(x') \leq \frac{2\sqrt{2}}{R} \frac{|b|l}{d(x,C)}.
\]
Summing all the bounds obtained so far we finally get
\[
|\partial_i u(x)| \leq 2\sqrt{2} \frac{|b| \kappa}{d(x,C)} + \frac{9}{2} |b| \kappa^2,
\]
from which the thesis follows. \( \square \)

**Remark 3.5.** In the previous proof we can choose the \( A_j \) with minimal area as follows. Let \( C_R \) be a simple loop in \( B_R(x) \), let \( P \notin C_R^\circ \) be a point on \( \partial B_R(x) \). We construct an homotopy \( \Psi^P : [0,1] \times [0,2\pi] \to \partial B_R(x) \) that satisfies \( \Psi^P(0,\cdot) \equiv P \) and \( \Psi^P(1,\cdot) = C_R^\circ \), and we can consider the current \( \Psi^P_\#[0,1] \times [0,2\pi] \). Then we can set \( A^i := \Psi^P_\#[0,1] \times [0,2\pi] \), where \( P \) is chosen in such a way that \( \Psi^P_\#[0,1] \times [0,2\pi] \) has minimal mass.

**Remark 3.6.** In Lemma 3.4 we also proved that the integral in (3.2) does not depend on the particular surface \( S \), but only on its boundary \( C \).

**Lemma 3.7.** Let \( b \in 2\pi\mathbb{Z} \). Then the solution \( u \) of (3.1) in (3.2) belongs to \( \mathcal{C}^\infty(\Omega \setminus C,T) \) and it is harmonic in \( \Omega \setminus C \).

*Proof.* As we have proved in the step 1 of Lemma 3.4, if we choose a surface \( S' \) with boundary \( C \) disjoint from \( S \), and denote by \( u' \) the corresponding solution of (3.1), then \( u - u' = b\chi_A \), with \( A \) the open set with boundary \( S \cup S' \). Since \( b \in 2\pi\mathbb{Z} \) we see that \( u = u' \) as a map into \( \mathbb{T} \). Moreover if \( x \notin S \) then \( u \) is smooth at \( x \), so in particular, up to change the surface \( S \), we obtain that \( u \) belongs to \( \mathcal{C}^\infty(\Omega \setminus C,T) \) and \( u \) is harmonic at \( x \) for all \( x \notin C \).

**Corollary 3.8.** Let \( C \) be the union of \( N > 0 \) smooth closed curves \( C_k \), let \( S \) be the union of the corresponding surfaces \( S_k \) with boundary \( C_k \) respectively, and let \( u \) be the solution to (3.1) given by (3.2). Then (3.6) holds true.

*Proof.* Actually the same proof as of Lemma 3.4 applies. \( \square \)

**Corollary 3.9.** Let \( \mathcal{L} \) and \( S \) be as in Lemma 3.3 and \( w \) be the explicit solution of (3.4). If \( \mathcal{L} \) is smooth, there exists a constant \( c > 0 \) depending on the curvature of \( C \), such that it holds
\[
|\partial_j w_i(x)| \leq c b l \left( \frac{1 + 1}{d(x,C)} \right), \quad 1 \leq i,j \leq 3.
\]

3.1.2. Finer description of the singularity.

**Lemma 3.10.** Let \( S \) and \( C \) be as above. Let \( u \) be the solution to
\[
\begin{aligned}
\Delta u &= 0 \quad \text{in} \quad \mathbb{R}^3 \setminus S, \\
 u^+ - u^- &= 1 \quad \text{on} \quad S, \\
 \partial_N u^+ - \partial_N u^- &= 0 \quad \text{on} \quad S,
\end{aligned}
\]
given by (3.2) with \( b = 1 \). Then, if \( U \) is a tubular neighborhood of \( C \), for all \( (\rho,\theta,\tau) \in U \) with \( \theta \neq 0 \), it holds

(i) there exists the limit \( \lim_{\epsilon \to 0^+} u(\epsilon \rho,\theta,\tau) = u(0^+,\theta,\tau) = \frac{\theta}{2\pi} + c \), where \( c \) is a constant independent of \( \theta \).

(ii) \( \lim_{\epsilon \to 0^+} |\partial_\tau u(\epsilon \rho,\theta,\tau)| < c < +\infty \) for some constant \( c > 0 \) that depends only on the curve \( C \).

(iii) \( \lim_{\epsilon \to 0^+} |\partial_\rho u(\epsilon \rho,\theta,\tau)| < c < +\infty \) for some constant \( c > 0 \) that depends only on the curve \( C \).
Proof. With no loss of generality we suppose that the curve $C$ which represents the boundary of $S$ passes through the origin of an Euclidean coordinate system where it is tangent to the $z$-axis. Moreover we choose the coordinates $x_1$ and $x_2$ in such a way that $x_1 = \rho \cos \theta$ and $x_2 = \rho \sin \theta$, so that it follows that the point $(\rho \theta, z)$ coincides with $(\rho x_1, \rho x_2, z)$. For simplicity we take $z = 0$ and denote $x = (x_1, x_2, 0)$, while $S$ is orthogonal to the $x_2$-axis in 0. From Lemma 3.2 we have the following explicit formula

$$u(\rho \theta, z, 0) = u(x_1, x_2, 0) = -\int_{S} \partial_N \Gamma(x' - x, y', \epsilon^2, z') d\mathcal{H}^2(x', y', z'),$$
with the change of variables $(\rho x_1', \rho x_2', \epsilon^2 z') = (x_1', x_2', z')$ we obtain

$$u(x_1, x_2, 0) = -\int_{S} \partial_N \Gamma(x_1'' - x_1, x_2'' - x_2, z'') d\mathcal{H}^2(x_1', x_2', z''),$$
where we have used the explicit expression of $\Gamma$. Letting $\epsilon$ go to zero we obtain

$$\lim_{\epsilon \to 0^+} u(\rho \theta, z) = -\int_{\Pi_0} \partial_N \Gamma(x'' - x) d\mathcal{H}^2(x'),$$
where $\Pi_0$ is the half-plane $\{z = x_2 = 0, x_1 > 0\}$ and we have used the shorter notation $x'' = (x_1'', x_2'', z'')$. Thanks to Lemma 3.2, we see that the right-hand side coincides with $u(x_1, x_2, 0)$, where $u$ is the solution of (3.11) with $S = \Pi_0$. But it is well known that such solution is given by, in cylindrical coordinates, $u(\rho \theta, z) = \frac{\theta}{\pi} + c$ for a fixed constant $c$. In particular we have $\lim_{\rho \to 0^+} u(\rho \theta, z) = \frac{\theta}{\pi} + c$.

To prove statement (ii) we use the explicit expression (3.3), which reads, after the change of variables $x' = \epsilon x''$ (here, again with abuse of notations, $\partial_x u = \partial_{x'} u$ at $x = 0$),

$$\partial_x u(x_1, x_2, 0) = -\frac{1}{\epsilon} \int_{\frac{1}{\epsilon} S} \left( \frac{N_z}{|x - x''|^3} - 3 \frac{N \cdot (x - x'') (z - z'')}{|x - x''|^5} \right) d\mathcal{H}^2(x'').$$
(3.12)

We fix $R > 0$ and consider the ball $B_r$ with center $(\epsilon x_1, \epsilon x_2, 0)$ and radius $R$. We then write the last integral as

$$-\frac{1}{\epsilon} \int_{\frac{1}{\epsilon} S \cap B_r} \frac{N_z}{|x - x''|^3} - 3 \frac{N \cdot (x - x'') (z - z'')}{|x - x''|^5} d\mathcal{H}^2(x''),$$
and thanks to Remark 3.6, up to choose $R$ small enough, we can assume that the normal $N$ to $S$ at $x'$ is orthogonal to the vector $(x - x')$ for all $x' \in B_r$, that is, to $(x - x')$ in $\frac{1}{\epsilon} B_r$, so that the integral above becomes

$$-\frac{1}{\epsilon} \int_{\frac{1}{\epsilon} S \cap B_r} \frac{N_z}{|x - x''|^3} d\mathcal{H}^2(x''),$$
and

$$-\frac{1}{\epsilon} \int_{\frac{1}{\epsilon} S \cap B_r} 3 \frac{N \cdot (x - x'') (z - z'')}{|x - x''|^5} d\mathcal{H}^2(x'').$$
(3.13)

Let us now estimate the second term in (3.13). In $B^c_r$ it holds $|\epsilon x - x'| > R$, that is, $|x - x''| > \epsilon^{-1} R$, so it is easy to see that this term can be estimated by

$$\frac{\mathcal{H}^2(S)}{R^3} \leq (\gamma + 1) \frac{l^2}{R^3},$$
where $l$ is the length of $C$ and $\gamma > 0$ is the constant of the isoperimetric inequality, since $S$ can be chosen arbitrarily.

It remains to estimate the first term. Let us consider the plane $\Pi$ passing through 0 and tangent to the vector $\hat{z}$ and to $\bar{x}$, the unit vector tangent to the $z$-axis and the vector passing through $x$ and 0, respectively. Let $\Pi^+$ be the half-plane in $\Pi$ bounded by the axis $\bar{z}$ and not containing the point $x$. Thanks to the smoothness of $C$, we can assume that there exists a smooth one-to-one
map \( \Phi: \Pi^+ \cap B \rightarrow S \cap B \), so that also \( N \circ \Phi: \Pi^+ \ni \tilde{z}' \mapsto N(x') \) is smooth, and then in \( B \cap \Pi^+ \) we can use the Taylor expansion of \( N \circ \Phi \) at 0. Going back to the variable \( \tilde{x}' = \epsilon \tilde{x}' \) (and \( \tilde{z}':= \epsilon \tilde{z}' \)), we find that the first term in (3.13) reads

\[
- \int_{S \cap B_\epsilon} \frac{N(x')}{|\epsilon x - x'|^3} d\mathcal{H}^2(x') = - \int_{S \cap B_\epsilon} \frac{\nabla^2 N(0) \tilde{x}' \cdot \tilde{x}'}{|\epsilon x - x'|^3} + \frac{r_N(|\tilde{x}'|^2)}{|\epsilon x - x'|^3} d\mathcal{H}^2(x').
\]

The Taylor expansion of \( \Phi \) at 0 provides \( \tilde{x}' = \tilde{x}' + \nabla^2 \Phi(0) \tilde{x}' \cdot \tilde{x}' + r_N(\tilde{x}') \) and if \( R \) is small enough we can assume that \( |\nabla^2 \Phi(0) \tilde{x}' \cdot \tilde{x}' + r_N(\tilde{x}')| < \frac{1}{2} |\tilde{x}'| \). Note that, since \( C \) is smooth, we can find such a \( R > 0 \) satisfying the last inequality globally, i.e., \( R \) is independent of the point \( x \). In particular we find \( |\epsilon x - \tilde{x}'| > |\epsilon x - \tilde{x}'| - |\nabla^2 \Phi(0) \tilde{x}' \cdot \tilde{x}' + r_N(\tilde{x}')| > |\tilde{x}'| - \frac{1}{2} |\tilde{x}'| = \frac{1}{2} |\tilde{x}'| \) for all \( \epsilon > 0 \), so that the integral is bounded by

\[
\int_{\Pi^+ \cap B_\epsilon} \frac{|\nabla^2 N(0) \tilde{x}' \cdot \tilde{x}'|}{|\tilde{x}'|^3} + \frac{r_N(|\tilde{x}'|^2)}{|\tilde{x}'|^3} d\mathcal{H}^2(x'),
\]

and taking into account that \( R > 0 \) can be small as we want, we can also assume that \( |r_N(\tilde{x}')| < |\nabla^2 N(0) \tilde{x}' \cdot \tilde{x}'| \), whereby the last integral can be estimated by

\[
C_0 \int_{\Pi^+ \cap B_\epsilon} \frac{1}{|\tilde{x}'|^3} d\mathcal{H}^2(x'),
\]

where the constant \( C_0 \) is independent of \( R \) and \( x \). Taking the limit as \( \epsilon \to 0 \) we infer, by the monotone convergence theorem, that

\[
C_0 \int_{\Pi^+ \cap B(0,R)} \frac{1}{|\tilde{x}'|^3} d\mathcal{H}^2(x'),
\]

which is uniformly bounded. Now, since the value of \( R \) is independent of the point \( x \) but only depends on the geometry of the curve \( C \), we achieved the proof.

Statement (iii) can be proved taking into account that choosing \( R \) small enough a formula similar to (3.13) holds, and then arguing as for statement (ii).

**Remark 3.11.** Let us point out that Lemma 3.10 still holds true if we do not assume that \( C \) is connected. Indeed if \( C \) is the union of a finite family of smooth closed curves, the surface \( S \) will be the union of a finite family of smooth surfaces and the arguments used in the proof of Lemma 3.10 still work.

**Remark 3.12.** The curve regularity required in Lemma 3.10 is \( W^{3,\infty} \), because of estimates such as (3.14). Note also that \( C_0 \) depends on the curve curvature.

### 3.2. Distributional properties

In this section and in the following we often deal with BV functions \( u \). In this case, if not otherwise advised, we will always denote by \( Du \) the distributional derivative of \( u \), and by \( \nabla u \) the absolutely continuous part of \( Du \) with respect to the Lebesgue measure.

**Lemma 3.13.** Let \( C \) be a closed Lipschitz curve in \( \Omega \) and let \( b \in 2\pi \mathbb{Z}^3 \). Then for any Lipschitz surface \( S \) with boundary \( C \), every solution \( u \) to (3.1) belongs to \( BV^p(\Omega, \mathbb{R}^3) \) with \( 1 \leq p \leq \frac{3}{2} \), satisfies \( \text{Div} \nabla u = 0 \) and \( -\text{Curl} \nabla u = b \otimes L \) as distributions, with \( \nabla u \) the part of the gradient of \( u \) that is absolutely continuous with respect to the Lebesgue measure. Moreover if the curve \( C \) is smooth, then \( \nabla u \in L^p(\Omega, \mathbb{R}^{3\times 3}) \) for all \( 1 \leq p < 2 \).

**Proof.** Let \( u \) be a solution to (3.1) and let us first assume \( C \) smooth. By (3.6), \( \nabla u \in L^p(\Omega, \mathbb{R}^{3\times 3}) \) for \( p < 2 \). It has been shown that \( u \) is smooth outside \( S \) where it has a jump of amplitude \( b \). In particular \( u \) belongs to \( SBV(\Omega, \mathbb{R}^3) \) and its distributional derivative is given by

\[
\langle Du, \varphi \rangle := -\langle u, \text{div} \varphi \rangle = S(\varphi) + \langle \nabla u, \varphi \rangle,
\]

for all \( \varphi \in \mathcal{D}(\Omega, \mathbb{R}^{3\times 3}) \), where \( S \) denotes the distribution \( S(\varphi) = -\int_S N_j b_i \varphi_{ij} d\mathcal{H}^2 \).

\[
(3.15)
\]
Let us prove that $-\text{Curl} \, \nabla u = L \otimes b$. To this aim let us take $\psi \in \mathcal{D}(\Omega, \mathbb{R}^{3 \times 3})$ and write
\[
-\langle \text{Curl} \, \nabla u, \psi \rangle := -\langle \nabla u, \text{Curl} \, \psi \rangle = -\langle Du, \text{Curl} \, \psi \rangle + S(\text{Curl} \, \psi)
\]
\[
= \int_C \tau_j b_i \psi_{ij} dH^1 = b \otimes L(\psi), \tag{3.16}
\]
where the second equality follows from (3.15) with $\varphi = \text{Curl} \, \psi$, and the third one by Stokes theorem.

We now prove that $\text{Div} \, \nabla u = 0$. Again, we take $\psi \in \mathcal{D}(\Omega, \mathbb{R}^3)$ and write
\[
-\langle \text{Div} \, \nabla u, \psi \rangle := \langle \nabla u, \nabla \psi \rangle = \langle Du, \nabla \psi \rangle - S(\nabla \psi), \tag{3.17}
\]
and using the explicit formula (3.2) for $u$ we obtain
\[
\langle Du, \nabla \psi \rangle = b_k (D_i \int_S \partial_N \Gamma_k(x' - \cdot) dH^2(x'), D_i \psi)
\]
\[
= -\int_S b_k (\Delta \Gamma_k(x' - \cdot), D_j \psi N_j) dH^2(x')
\]
\[
= -b_k \int_S \partial_N \psi_k(x') dH^2(x') = S(\nabla \psi),
\]
so that plugging the last identity in (3.17) we obtain $\text{Div} \, \nabla u = 0$.

Let us now treat the general case. We proceed by approximation, so let $C_n$ be a sequence of curves converging uniformly and in the sense of currents to $C$, let $S_n$ be surfaces converging in the same sense to $S$, and let $u_n$ be the corresponding solutions. Let $V_n$ be the solution to the system
\[
\begin{cases}
-\text{Curl} \, U &= -b \otimes L_n \text{ in } \hat{\Omega} \\
\text{div} \, U &= 0 \text{ in } \hat{\Omega} \\
U &= 0 \text{ on } \partial \hat{\Omega},
\end{cases}
\tag{3.18}
\]
which, by Theorem 2.6 also satisfies $\|U\|_{L^p} \leq C|\mu|(\hat{\Omega})$, with $C = C(\hat{\Omega})$, so that we infer $\|V_n\|_{L^p(\hat{\Omega})} \leq |b|\|L_n\|$ for $1 \leq p \leq \frac{3}{2}$. So far we have proved that $\nabla u_n$ differs from $-V_n^T$ by the gradient of a harmonic map whose boundary datum at $\partial \Omega$ are bounded since $d(C_n, \partial \Omega) > \delta > 0$ (this can be seen computing $\nabla u_n N$ by formula (3.3)). In particular we find that there are constants $C_1, C_2 > 0$ such that $\|\nabla u_n\|_{L^p(\Omega)} \leq C_1 |b|\|L_n\| + C_2$ for $1 \leq p \leq \frac{3}{2}$. Now it is easy to see that $u_n \rightharpoonup u$ weakly* in $BV^p(\Omega, \mathbb{R}^3)$, and the conclusion easily follows. \hfill $\square$

**Remark 3.14.** In order to prove that $\text{Div} \, \nabla u = 0$, we might also argue as follows. Let $\hat{S} \supset S$ such that $\hat{S}$ separates $\Omega$ in two parts $\Omega^- \cup \Omega^+$. Then for every test function $\varphi \in C_c^\infty(\hat{\Omega}, \mathbb{R}^3)$ it holds
\[
\int_{\Omega^-} \nabla u \nabla \varphi \, dx = \int_{\Omega^+} \nabla u \nabla \varphi \, dx + \int_{\Omega^-} \nabla u \nabla \varphi \, dx =
\]
\[
- \int_{\Omega^+} \text{Div} \, \nabla u \varphi \, dx - \int_{\Omega^-} \text{Div} \, \nabla u \varphi \, dx + \int_{S+} \partial_N u^+ \varphi \, dx - \int_{S-} \partial_N u^- \varphi \, dx = 0.
\]

**Remark 3.15.** The statement of Lemma 3.13 readily applies to the case of $C$ being a finite union of Lipschitz curves.

According to Corollary 3.3, the counterpart of Lemma 3.13 for a vector-valued displacement in linear elasticity reads as follows:

**Corollary 3.16.** Let $C \subset \Omega$ be the union of a finite number of smooth dislocation loops and $S \subset \Omega$ a smooth surface enclosed by $C$. Referring to Lemma 3.3, let $w$ be the solution of
\[
-\text{div} \, (A \nabla w) = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus S, \quad [w] = b \in 2\pi \mathbb{Z}^3, \quad [(A \nabla w) N] = 0 \quad \text{on} \quad S,
\]
given by (3.5). Then \( w \in SBV(\Omega, \mathbb{R}^3), \nabla w \in L^p(\Omega, \mathbb{R}^3) \) for \( 1 \leq p < 2 \) and \(-\text{Curl} \nabla w = \Lambda^T_c \) in the distribution sense, where \( \nabla w \) is the absolutely continuous part of the distributional derivative \( Dw \) in \( \Omega \). Moreover \(-\text{div} (A \nabla w) = 0 \) in \( \mathbb{R}^3 \setminus C \), \( w \in C^\infty(\Omega \setminus \mathcal{L}, \mathbb{R}^3) \) and it holds

\[
|\nabla w(x)| \leq c|b|l(1 + \frac{1}{d(x, C)}),
\]

with \( c \) a constant depending on the maximal curvature of \( C \), and \( l \) its length.

The bound (3.19) is proved as in Lemma 3.4, since \( A \) is a bounded tensor.

4. Main result: Graph boundary of \( \mathbb{T}^3 \)-valued harmonic maps

Preliminary notions. We introduce the following notation. For all \( b \in \mathbb{R}^3 \) we define the 1-current \( \tilde{b} \in D_1(\mathbb{T}^3) \) as

\[
\tilde{b}(\omega) := -\frac{1}{2\pi} \int_{0}^{2\pi} \langle \omega(\frac{b_1 \theta}{2\pi}, \frac{b_2 \theta}{2\pi}, \frac{b_3 \theta}{2\pi}), b \rangle d\theta,
\]

for any 1-form \( \omega \in \mathcal{D}^1(\mathbb{T}^3) \). It is easy to see that \( M(\tilde{b}) = |b| \). The fact that we are on the torus, i.e., \( \omega \) is 2\pi-periodic on \( \mathbb{R}^3 \), implies that \( \tilde{b} \) is a closed current whenever \( b \in 2\pi \mathbb{Z}^3 \). Moreover it is convenient to define, for all \( b \in \mathbb{R}^3 \) and all \( r \in \mathbb{R}^3 \), the 1-current \( \tilde{b}_r \) in \( D_1(\mathbb{T}^3) \) as

\[
\tilde{b}_r(\omega) := -\frac{1}{2\pi} \int_{0}^{2\pi} \langle \omega(r_1 + \frac{b_1 \theta}{2\pi}, r_2 + \frac{b_2 \theta}{2\pi}, r_3 + \frac{b_3 \theta}{2\pi}), b \rangle d\theta,
\]

for any 1-form \( \omega \in \mathcal{D}^1(\mathbb{T}^3) \). Also in this case \( M(\tilde{b}_r) = |b| \) for all \( r \in \mathbb{R}^3 \). Note that, if \( b \in 2\pi \mathbb{Z}^3 \) and there is a real number \( \delta \) such that \( b = \delta r \), then the currents \( \tilde{b} = \tilde{b}_r \) thanks to the periodicity of the forms in \( \mathcal{D}^1(\mathbb{T}^3) \).

We denote by \( \mathcal{L} \wedge \tilde{b} \) the 2-current in \( \Omega \times \mathbb{T}^3 \) defined as

\[
\mathcal{L} \wedge \tilde{b}(\omega) := -\frac{1}{2\pi} \int_{C} \int_{0}^{2\pi} \langle \omega(\frac{\theta}{2\pi}), \tilde{\tau} \wedge \tilde{b} \rangle d\theta d\mathcal{H}^1(x),
\]

for any 2-form \( \omega \in \mathcal{D}^2(\Omega \times \mathbb{T}^3) \) (we mean \( \tilde{\tau} = (\tau, 0) \in \mathbb{R}^3 \times \mathbb{R}^3 \), the tangent vector to \( C \) in \( \Omega \times \mathbb{R}^3 \), and \( \tilde{b} = (0, b) \in \mathbb{R}^3 \times \mathbb{R}^3 \), with \( \tilde{\tau} \) the tangent vector to \( C \) in \( \Omega \)).

The cylindrical neighborhood. Let \( C \) be a closed loop of class \( C^2 \). There is a cylindrical neighborhood \( D_R \) of \( C \), with cylindrical coordinates \( (\rho, \theta, z) \in [0, R] \times [0, 2\pi] \times [0, l] / \sim \), where \( \sim \) means that the coordinate \( \theta = 0 \) (and \( z = 0 \)) is identified with \( \theta = 2\pi \) (resp. \( z = l \)). The neighborhood \( D_R \) is also parametrized by the coordinates \( (x, y, z) \) by setting \( x = \rho \cos \theta \) and \( y = \rho \sin \theta \). Let \( S \) be a smooth surface with boundary \( C \) and such that \( S \cap D_R \) coincides with the set \( \{ \theta = 0 \} \). We suppose Assumption 3.1 on the regularity of \( S \). The tangent space to \( \partial D_R \) is a 2-dimensional plane with orthonormal basis \( \{ \sigma, \tau \} \), with \( \tau \) representing the vector tangent to the curve, and then corresponding to the \( z \) coordinate, and \( \sigma \) tangent to the section (orthogonal to \( C \)) of \( \partial D_R \), namely corresponding to the coordinate \( \theta \).

4.1. Statement of the main theorem. We are ready to prove the following:

**Theorem 4.1.** Let \( S \) be a smooth surface in \( \Omega \) whose boundary \( C \) is a smooth and closed curve in \( \Omega \), both satisfying Assumption 3.1. Let \( b = (b_1, b_2, b_3) \in 2\pi \mathbb{Z}^3 \) and let \( u = (u_1, u_2, u_3) : \Omega \rightarrow \mathbb{R}^3 \) be the map with \( u \) given by (3.2) with \( b = b_1 \). Then \( \mathcal{G}_u \) is an integral current in \( D_3(\Omega \times \mathbb{T}^3) \) and its boundary is given by

\[
\partial \mathcal{G}_u(\omega) = \mathcal{L} \wedge \tilde{b}(\omega),
\]

for all \( \omega \in \mathcal{D}^2(\Omega \times \mathbb{T}^3) \).
Remark 4.2. For all $\omega \in D^2(\Omega \times T^3)$ let us write $\omega = \sum_{i=0}^2 \omega^i$ where we have set
\[ \omega^i := \sum_{\alpha, \beta} \omega_{\alpha \beta} dx_\alpha \wedge dy_\beta. \] (4.5)
In other words $\omega^i$ represents the components of $\omega$ whose coefficient $dx_\alpha \wedge dy_\beta$ has $i$-dimensional horizontal component $(dx_\alpha)$ and a $2-i$ dimensional vertical component $(dy_\beta)$. Let $\Phi_\theta(x) := (x^1 \cdot \frac{\partial \theta}{\partial x^1}, x^2 \cdot \frac{\partial \theta}{\partial x^2}, x^3 \cdot \frac{\partial \theta}{\partial x^3})$ and define the tensor test function $\varphi^\omega$ associated to any form $\omega \in D^2(\Omega \times T^3)$ componentwise as
\[ \varphi^\omega_{\alpha \beta} := \int_0^{2\pi} (\omega^1 \circ \Phi_\theta, e_\alpha \wedge e_\beta) d\theta, \] (4.6)
where $\alpha, \beta = 1, 2, 3$. Then, our main result can be restated as
\[ \partial G_u(\omega) = \Lambda_C(\varphi^\omega) := C \otimes b(\varphi^\omega), \] (4.7)
for all $\omega \in D^2(\Omega \times T^3)$, where $\varphi^\omega$ is defined by (4.6).

Corollary 4.3. Let $S$ be a Lipschitz surface in $\Omega$ whose boundary $C$ is a Lipschitz and closed curve in $\Omega$. Let $b = (b_1, b_2, b_3) \in 2\pi \mathbb{Z}^3$ and let $u = (u_1, u_2, u_3) : \Omega \to \mathbb{R}^3$ be a map with $u_3$ satisfying (3.2) with $b = b_1$. Then $G_u$ is an integral current in $D_3(\Omega \times T^3)$ and (4.4) holds.

Proof. We proceed by approximation. Let $\{C_k\}_{k>0}$ be a sequence of smooth closed curves approximating $C$ (uniformly and in the sense of 1-currents) and let $S_k$ be smooth surfaces with boundary $\{C_k\}_{k>0}$ and converging (uniformly and in the sense of currents) to $S$. Let $u_k$ be maps as in Theorem 4.1 with $C_k$ replaced by $C_k$ and $S_k$ replaced by $S_k$. Thanks to the uniform convergence of $S_k$ to $S$ and using formula (3.2) we see that $u_k$ converges pointwise to $u$, and then strongly in $L^p(\Omega, T^3)$. Since $C_k$ are converging uniformly to $C$ whose length is finite, the lengths of $C_k$ are uniformly bounded so the same argument employed in Lemma 3.13 gives a uniform bound in $L^p(\Omega)$, with $p < \frac{3}{2}$, for the $1 \times 1$ minors of $Du_k$, while the higher-order minors are all null. Therefore there are maps $v_{\alpha \beta} \in L^p(\Omega)$ such that, up to a subsequence, $M^p_\alpha(Du_k) \to v_{\alpha \beta}$ weakly in $L^p(\Omega)$. Finally, the lengths of $C_k$ being uniformly bounded, Theorem 4.1 provides an uniform bound on the masses of $\partial G_{u_k}$. Now Theorem 2.3 applies and implies that $u \in A_p(\Omega, T^3)$. In particular we have that $u_k \to u$ weakly in $A_p(\Omega, T^3)$, thus Lemma 2.2 implies that $\partial G_{u_k} \to \partial G_u$ as currents, and the fact that for $u_k$ the explicit form (4.4) holds true implies that it holds also at the limit, concluding the proof.

4.1.1. Proof of the main theorem: Theorem 4.1. In the sequel we will use the notation $\Phi := Id \times u : \Omega \to \Omega \times T^3$.

Before proving Theorem 4.1 we state the following preliminary fact:

Lemma 4.4. Let $u$ be as in Theorem 4.1. Then $u \in A_p(\Omega, T^3)$ for all $1 \leq p < 2$.

Proof. Lemma 3.7 shows that $u$ is well-defined in $T^3$. In order to prove that it belongs to $A_p(\Omega, T^3)$ we need to show that all its minors $M^p_\alpha(Du)$ belong to $L^p(\Omega)$. Thanks to Lemma 3.4 it is easy to see that every $1 \times 1$-minor belongs to $L^p(\Omega)$. Moreover from Lemma 3.2 we have that $u_1, u_2,$ and $u_3$ differ by a multiplicative constant, so that the rows of the matrix $Du$ are linearly dependent. In particular all the minors greater than $1 \times 1$ vanish, and the thesis follows.

Proof of Theorem 4.1. Let $u_\epsilon$ be the restriction of the map $u \Omega := \Omega \setminus \bar{D}_\epsilon$, $u_\epsilon := u_{\omega, \Omega_\epsilon}$, where $D_\epsilon := \{ (\rho, \theta, z) \in [0, \ell] \times [0, 2\pi] \times [0, l]/ \sim \rho < \epsilon \}$. The graph $G_{u_\epsilon}$ is the restriction of the graph $G_u$ to the open set $\Omega_\epsilon \times T^3$. Formula (2.6) and the Dominated Convergence Theorem readily implies that $G_{u_\epsilon} \to G_u$ as currents. As a consequence we find $\partial G_{u_\epsilon} \to \partial G_u$. 
In order to compute explicitly the boundary of $G_u$ we write $\partial G_u(\omega) = G_u(\omega)$, for $\omega \in D^2(\Omega \times \mathbb{R}^3)$. Lemma 3.7 implies that $u$ is smooth outside a neighborhood of $C$, so that we can apply the Stokes Theorem and find

$$\partial G_u(\omega) = \int_{\partial D_e} (\omega \circ \Phi, \frac{\partial \Phi}{\partial \sigma} \wedge \frac{\partial \Phi}{\partial \tau}) dH^2(x),$$

where $(\sigma, \tau)$ is an orthogonal coordinate system in the tangent space to $\partial D_e$. The gradient of $\Phi$ reads

$$(D\Phi) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$ (4.8)

Let $\partial D_e \cong [0, 2\pi] \times [0, l]/\sim$ for all $(\theta, \tau) \in \partial D_e$. In the coordinate system $(\rho, \sigma, \tau, y_1, y_2, y_3)$ it holds

$$(D(\Phi_{\rho, \partial D_e})) = (\frac{\partial \Phi}{\partial \sigma}, \frac{\partial \Phi}{\partial \tau}) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{pmatrix}.$$ (4.9)

If $\omega = \omega_{ij} dz_i \wedge dz_j$, with $1 \leq i < j \leq 6$, where we have defined $z_1 = \rho$, $z_2 = \sigma$, $z_3 = \tau$, and $z_{k+3} = y_k$ for $k = 1, 2, 3$, we can write

$$\int_{\partial D_e} (\omega \circ \Phi, \frac{\partial \Phi}{\partial \sigma} \wedge \frac{\partial \Phi}{\partial \tau}) dH^2(x) = \int_{\partial D_e} \sigma(i, i)\omega_{ij}(x, u(x))\tilde{M}_i^j(D(\Phi_{\rho, \partial D_e}(x)))dH^2(x),$$ (4.10)

with $\tilde{M}_i^j(D(\Phi_{\rho, \partial D_e}(x)))$ being the minor of $D(\Phi_{\rho, \partial D_e})$ given by the $i$-th and $j$-th rows. From (4.9) we see that the $(2 \times 2)$-minors of $D(\Phi_{\rho, \partial D_e})$ which are nonzero are the only ones involving either the second or third row. So (4.10) reads

$$\int_{\partial D_e} \left( \omega_{23}(x, u(x)) - \sum_{k=4}^{6} (\omega_{2k}(x, u(x)) \frac{\partial u_{k-3}}{\partial \sigma}(x) + \omega_{3k}(x, u(x)) \frac{\partial u_{k-3}}{\partial \tau}(x)) \right) dH^2(x) =$$

$$\int_{\partial D_e} \omega_{23}(x, u(x))dH^2(x) - \sum_{k=4}^{6} \int_0^{2\pi} \int_0^l \epsilon \omega_{2k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \tau}(\epsilon, \theta, \tau)d\tau d\theta$$

$$- \sum_{k=4}^{6} \int_0^{2\pi} \int_0^l \epsilon \omega_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \sigma}(\epsilon, \theta, \tau)d\theta d\tau,$$ (4.11)

where $\tilde{\omega} := \omega \det \Psi$, with $\Psi : [0, \epsilon] \times [0, 2\pi] \times [0, l] \to D_e$ is the map of change of variables. Note that by the assumption of smoothness of $C$, we have that $\Psi$ is smooth and $\det \Psi = 1$ on $C$. Now the first term of the right-hand side of (4.11) vanishes as $\epsilon \to 0$ since $\omega$ is bounded and $H^2(\partial D_e) \to 0$. 
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Integrating by parts the second term and using Lemma 3.10 we obtain

\[ \sum_{k=4}^{6} \int_{0}^{2\pi} \int_{0}^{l} \epsilon \int_{0}^{l} \frac{\partial \tilde{\omega}_{2k}}{\partial \tau}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau))u_{k-3}(\epsilon, \theta, \tau) \, d\tau \, d\theta = \]

\[ = \sum_{k=4}^{6} \int_{0}^{2\pi} \int_{0}^{l} \epsilon \int_{0}^{l} \frac{\partial \tilde{\omega}_{2k}}{\partial \tau}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau))(\frac{\partial b_{k-3}}{2\pi} + O(1)) \, d\tau \, d\theta \]

\[ + \sum_{k=4}^{6} \int_{0}^{2\pi} \int_{0}^{l} \epsilon \int_{0}^{l} \int_{h=1}^{3} \frac{\partial \tilde{\omega}_{2k}}{\partial x_{3+h}}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{h}}{\partial \tau}(\epsilon, \theta, \tau)(\frac{\partial b_{k-3}}{2\pi} + O(1)) \, d\tau \, d\theta, \quad (4.12) \]

where \(|O(1)| \leq C\) as \(\epsilon \to 0\), so that its absolute value can be estimated by \(\epsilon \| \frac{\partial \tilde{\omega}_{2k}}{\partial x_{i}} \|_{\infty} C\) thanks to Lemma 3.10, whereby this term vanishes as well as \(\epsilon \to 0\).

As for the third term of (4.11), we first set

\[ R(\epsilon) := -\sum_{k=4}^{6} \int_{0}^{2\pi} \int_{0}^{l} \epsilon \Delta \tilde{\omega}_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \sigma}(\epsilon, \theta, \tau) \, d\tau \, d\theta, \]

with, recalling that \(u_{k-3}(0^+, \theta, \tau) = \lim_{\epsilon \to 0^+} u(\epsilon, \rho, \tau) = \frac{\partial}{\partial \rho} b_{k} + c\),

\[ \Delta \tilde{\omega}_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) := \tilde{\omega}_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) - \tilde{\omega}_{3k}(\tau, u_{k-3}(0^+, \theta, \tau)), \]

where \(\tilde{\tau} := (0, 0, \tau)\). Since \(\frac{\partial}{\partial \sigma} = \frac{\epsilon}{\epsilon} \frac{\partial}{\partial \sigma}\), we obtain

\[ -\sum_{k=4}^{6} \int_{0}^{l} \int_{0}^{2\pi} \omega_{3k}(\tilde{\tau}, u_{k-3}(0^+, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \sigma}(\epsilon, \theta, \tau) \, d\theta d\tau + R(\epsilon) = \]

\[ = -\sum_{k=4}^{6} \int_{0}^{l} \int_{0}^{2\pi} \omega_{3k}(\tilde{\tau}, b_{1} \frac{\partial \theta}{2\pi} + c_{1}, b_{2} \frac{\partial \theta}{2\pi} + c_{2}, b_{3} \frac{\partial \theta}{2\pi} + c_{3}) u_{k-3}(\epsilon, \theta, \tau) \bigg|_{\theta=2\pi}^{0} \, d\tau \]

\[ + \sum_{k=4}^{6} \int_{0}^{l} \int_{0}^{2\pi} d \frac{d}{d\theta} \omega_{3k}(\tilde{\tau}, b_{1} \frac{\partial \theta}{2\pi} + c_{1}, b_{2} \frac{\partial \theta}{2\pi} + c_{2}, b_{3} \frac{\partial \theta}{2\pi} + c_{3}) u_{k-3}(\epsilon, \theta, \tau) d\theta d\tau + R(\epsilon). \quad (4.13) \]

Using Lemma 3.4, for some constant \(\gamma > 0\), we have

\[ |R(\epsilon)| \leq \sum_{k=4}^{6} \int_{0}^{2\pi} \int_{0}^{l} \epsilon \| \omega_{3k}(x, u(x)) \|_{L^{\infty}(\partial D_{x})} \frac{\partial u_{k-3}}{\partial \sigma}(\epsilon, \tilde{\theta}, \tilde{\tau}) \, d\tau \, d\theta \]

\[ \leq \gamma \int_{0}^{2\pi} \| \omega_{3k}(x, u(x)) \|_{L^{\infty}(\partial D_{x})} \, d\theta \to 0, \]

as \(\epsilon \to 0\), by (3.6) and being \(\omega_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau))\) uniformly continuous at \(\epsilon = 0\), again thanks to Lemma 3.10 and the fact that \(C\) is compact. So that letting \(\epsilon \to 0\) in (4.13), using Lemma 3.10, integrating by parts again, and taking into account the periodicity of \(\omega\), (4.13) becomes

\[ -\sum_{k=4}^{6} \int_{0}^{l} \int_{0}^{2\pi} \omega_{3k}(\tilde{\tau}, b_{1} \frac{\partial \theta}{2\pi} + c_{1}, b_{2} \frac{\partial \theta}{2\pi} + c_{2}, b_{3} \frac{\partial \theta}{2\pi} + c_{3}) \, d\theta d\tau \]

\[ = -\frac{1}{2\pi} \int_{0}^{2\pi} \int_{0}^{l} (\omega(\tilde{\tau}, b_{1} \frac{\partial \theta}{2\pi} + c_{1}, b_{2} \frac{\partial \theta}{2\pi} + c_{2}, b_{3} \frac{\partial \theta}{2\pi} + c_{3}) \tilde{\tau} \wedge \tilde{b}) \, d\theta d\tau \]

\[ = \mathcal{L} \wedge \tilde{b}(\omega), \quad (4.14) \]

since in the local basis \(\tilde{\tau} = (\tilde{\tau}, 0) = (0, 0, 1, 0, 0, 0)\). The proof is completed.  

\[ \square \]

4.2. Extensions of Theorem 4.1. In this section we discuss some extensions of Theorem 4.1.
4.2.1. The case with a finite number of loops.

Theorem 4.5. Let $S$ be the union of $N > 0$ Lipschitz surfaces $S_k$ in $\Omega$ whose boundary is $C$, the union of the corresponding boundaries $C_k$, that are closed curves in $\Omega$. Let $b = (b_1, b_2, b_3) \in \mathbb{Z}^3$ and let $u = (u_1, u_2, u_3) : \Omega \to \mathbb{R}^3$ be a map with $u_i$ satisfying (3.2) with $b = b_i$. Then $G_u$ is an integral current in $D_3(\Omega \times \mathbb{T}^3)$ and (4.4) holds.

Proof. Let us first suppose that $S_k$ and $C_k$ are smooth and that the curves $C_k$ are mutually disjoint. Then we will obtain the general result by approximation by means of Theorem 2.3, arguing as in the proof of Corollary 4.3. Since $N$ is finite, we see that $C$ is compact and there is a tubular neighborhood around $C$. We can then argue as in the proof of Theorem 4.1, obtaining a formula similar to (4.13). Here $R(\epsilon)$ in (4.13) still vanishes thanks to Corollary 3.8, and $\frac{\partial u_k}{\partial \sigma}(\epsilon, \theta, \tau)$ in (4.12) still tends to 0. The thesis follows.

4.2.2. Perturbation by a smooth function.

Theorem 4.6. Let $S$, $C$, $b$ and $u$ as in Theorem 4.5, and let $v \in C^1(\Omega, \mathbb{R}^3)$. Then $G_{u+v}$ is the integral current in $D_3(\Omega \times \mathbb{T}^3)$ given by

$$\partial G_{u+v}(\omega) = L \land \bar{b}(\omega) + C_{u+v}(\omega),$$

for all $\omega \in D^2(\Omega \times \mathbb{T}^3)$, with $C_{u+v}$ defined as

$$C_{u+v}(\omega) = -\frac{1}{2\pi} \int_0^{2\pi} \int_0^1 \langle \omega(x, \frac{b\theta}{2\pi} + v(x)), \frac{\partial \bar{v}}{\partial \tau} \land \bar{b} \rangle d\theta dH^1(x),$$

for all $\omega \in D^2(\Omega \times \mathbb{T}^3)$ and with $\bar{v} = (0, v) \in C^1(\Omega, \mathbb{R}^3 \times \mathbb{R}^3)$. In particular, it holds

$$M(\partial G_{u+v}) \leq C(1 + \|Dv\|_{L^\infty(\Omega)})|L \land b|(\Omega).$$

Proof. As in Theorem 4.1, we first prove the result for a smooth loop $C$ and then we obtain the general case arguing as in Theorem 4.5. Let us check that $u + v \in A_p(\Omega, \mathbb{T}^3)$. To this aim let us prove that $adj(Du + Dv)$ and $det(Du + Dv)$ are summable functions. Since the rows of $Du$ are linearly dependent and recalling the identity $det A = \epsilon_{ijk}A_{1i}A_{2j}A_{3k} = \epsilon_{ijk}A_{1i}A_{j2}A_{k3}$, it follows that

$$det(Du + Dv) = det \left[ \begin{array}{ccc} Dv_1 & Dv_2 & Dv_3 \\ Du_1 & Du_2 & Du_3 \\ Dv_1 & Dv_2 & Dv_3 \end{array} \right].$$

Since $Dv_i \in C^0(\Omega, \mathbb{R}^3)$, in particular it is bounded, so that all the determinants belong to $L^p(\Omega, \mathbb{R}^3)$ thanks to (3.6). A similar arguments applies for $adj(Du + Dv)$.

To compute the boundary of $G_{u+v}$ we proceed as in the proof of Corollary 4.3 (and Theorem 4.1), resulting in (4.10). This formula, setting $w := u + v$, takes the form

$$\int_{\partial D_i} \omega_{23}(x, w(x)) - 3 \sum_{k=1}^3 \omega_{2k}(x, w(x)) \frac{\partial u_k}{\partial \tau}(x) + \omega_{3k}(x, w(x)) \frac{\partial u_k}{\partial \sigma}(x) dH^2(x)$$

$$\int_{\partial D_i} \sum_{k=1}^3 (\omega_{2k}(x, w(x)) \frac{\partial v_k}{\partial \tau}(x) + \omega_{3k}(x, w(x)) \frac{\partial v_k}{\partial \sigma}(x) dH^2(x) +$$

$$+ \sum_{4 \leq i < j \leq 6} \int_{\partial D_i} \omega_{ij}(x, w(x)) dH^2(x) +$$

$$+ \sum_{4 \leq i < j \leq 6} \int_{\partial D_i} \omega_{ij}(x, w(x)) (\frac{\partial u_{i-3}}{\partial \tau} \frac{\partial v_{j-3}}{\partial \sigma} - \frac{\partial u_{i-3}}{\partial \sigma} \frac{\partial v_{j-3}}{\partial \tau}) dH^2(x),$$

where in the last term we have used the fact that $\omega_{ij} = -\omega_{ji}$. The first row, as seen by (4.11), tends to (4.14), the second and the third ones vanish as $\epsilon \to 0$ since $v$ is smooth and its partial derivatives
are bounded. The terms of the last row containing $\frac{\partial u_{i-3}}{\partial \sigma}$ and $\frac{\partial u_{i-3}}{\partial \tau}$ vanish again thanks to Lemma 3.10 and the smoothness of $C$. It remains to study the term

$$-\sum_{4 \leq i \neq j \leq 6} \int_{\partial D_n} \omega_{ij}(x, w(x)) \frac{\partial u_{i-3}}{\partial \sigma} \frac{\partial v_{j-3}}{\partial \tau} d\mathcal{H}^2(x) = R^w(\epsilon)$$

$$-\sum_{4 \leq i \neq j \leq 6} \int_0^l \int_0^{2\pi} c\omega_{ij}(\hat{\tau}, w(\hat{0}^+, \theta, \tau)) \frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}) \frac{\partial u_{i-3}}{\partial \sigma}(\epsilon, \theta, \tau) d\theta d\tau,$$

with $\hat{\tau} := (0, 0, \tau)$ and

$$R^w(\epsilon) = -\sum_{4 \leq i \neq j \leq 6} \int_0^l \int_0^{2\pi} \epsilon \Delta(\omega_{ij}) \frac{\partial v_{j-3}}{\partial \tau}(\epsilon, \theta, \tau) \frac{\partial u_{i-3}}{\partial \sigma}(\epsilon, \theta, \tau) d\theta d\tau,$$

and

$$\Delta(\omega_{ij}) \frac{\partial v_{j-3}}{\partial \tau}(\epsilon, \theta, \tau) = \tilde{\omega}_{ij}(\epsilon, \theta, \tau, w(\epsilon, \theta, \tau)) \frac{\partial v_{j-3}}{\partial \tau}(\epsilon, \theta, \tau) - \tilde{\omega}_{ij}(\hat{\tau}, w(0^+, \theta, \tau)) \frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}).$$

Arguing as for $R(\epsilon)$ in (4.13) we see that $R^w(\epsilon)$ is negligible as $\epsilon \to 0$, while arguing as in (4.13) and taking into account that we see that $w(0^+, \theta, \tau) = \frac{b\theta}{2\pi} + c + v(\hat{\tau})$, the expression (4.19) tends to

$$-\sum_{4 \leq i \neq j \leq 6} \int_0^l \int_0^{2\pi} \omega_{ij}(\hat{\tau}, \frac{b\theta}{2\pi} + c + v(\hat{\tau})) \frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}) \frac{b_{i-3}}{2\pi} d\theta d\tau$$

$$= -\sum_{4 \leq i \neq j \leq 6} \int_0^l \int_0^{2\pi} \omega_{ij}(\hat{\tau}, \frac{b\theta}{2\pi} + v(\hat{\tau})) \frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}) \frac{b_{i-3}}{2\pi} d\theta d\tau$$

$$= -\sum_{4 \leq i \neq j \leq 6} \int_0^l \int_0^{2\pi} \omega_{ij}(\hat{\tau}, \frac{b\theta}{2\pi} + v(\hat{\tau}))(\frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}) \frac{b_{i-3}}{2\pi} - \frac{\partial v_{i-3}}{\partial \sigma}(\hat{\tau}) \frac{b_{j-3}}{2\pi}) d\theta d\tau$$

$$= C_{\omega + v}(\omega),$$

where we have considered the periodicity of $\omega$. The bound (4.17) now readily follows. \hfill \Box

5. **Main result second form: Euclidean setting and jump surface**

In this section we express the boundary of the graph of $u$ as a current in $\Omega \times \mathbb{R}^3$, hence without neglecting the jump of $u$ on the surface $S$.

5.1. **Expression of the boundary graph for $\mathbb{R}^3$-valued displacement.** In this paper the main result Theorem 4.1 is presented without referring to the surface $S$ (in the final formulae), since torus-valued maps are considered. Nonetheless, the formulae in the Euclidean setting might be of interest with a view to the introduction of misfit energy terms as explained in Section 6.5. The derivation of such formulae is rather technical, though they do not require new notions with respect to those exposed in the paper core. This is the reason why the complete proofs are given in Appendix 5.

Let us introduce the following notation. For all $b \in \mathbb{R}^3$ and all $r \in \mathbb{R}^3$ we define the 1-current $\tilde{b}_r \in \mathcal{D}_1(\mathbb{R}^3)$ as

$$\tilde{b}_r(\omega) := -\frac{1}{2\pi} \int_0^{2\pi} \langle \omega(r_1 + \frac{b_1}{2\pi} r_2 + \frac{b_2}{2\pi} r_3 + \frac{b_3}{2\pi} \theta), b \rangle d\theta,$$

for any 1-form $\omega \in \mathcal{D}_1(\mathbb{R}^3)$. Moreover $M(\tilde{b}_r) = 2\pi |b|$ for all $r \in \mathbb{R}^3$.

Let $\tau$ be an arc length parameter along the curve $C$. As in Lemma 3.10 we will denote by $u(\tau)$ the value of the limit as $\epsilon \to 0$ of $u(\epsilon, \theta, 0, \tau)$, with $\{\epsilon, \theta, \tau\}$ a system of cylindrical coordinates around $C$ taken in such a way that $\theta = 0$ corresponds to the set of points in the surface $S$, so that the lower and upper traces of $u$ on $S$ can be denoted by $u(\epsilon, 0, \tau)$ and $u(\epsilon, 2\pi, \tau)$, respectively (at
Theorem 5.1. Let $C$ be a smooth closed curve in $\Omega$ and let $S$ be a smooth surface with $\partial S = C$. Let $b \in \mathbb{R}^3$ and let $u_i \in SBV(\Omega)$ be the solution to (3.1) with $b = b_i$ for $i = 1, 2, 3$. Let $v \in C^1(\Omega, \mathbb{R}^3)$ and set $u = (u_1, u_2, u_3)$, and $w := u + v$. Then $G_u$ and $G_w$ are integral currents in $D_3(\Omega \times \mathbb{R}^3)$ and it holds

$$\partial G_u(\omega) = L \wedge \vec{b}_u(\omega) + \int_S (\omega_{12}(x, u(x) + b) - \omega_{12}(x, u(x))) d\mathcal{H}^2(x)$$

for any 2-form $\omega \in D^2(\Omega \times \mathbb{R}^3)$. Moreover

$$\partial G_w(\omega) = \sum_{4 \leq i < j \leq 6} \int_S (\omega_{ij}(x, w(x) + b) - \omega_{ij}(x, w(x))) \left( \frac{\partial w_{i-3}}{\partial \tau_1} \frac{\partial w_{j-3}}{\partial \tau_2} - \frac{\partial w_{i-3}}{\partial \tau_1} \frac{\partial w_{j-3}}{\partial \tau_2} \right) d\mathcal{H}^2(x)$$

for all $\omega \in D^2(\Omega \times \mathbb{R}^3)$, where $C_{w}(\omega)$ is a rectifiable 2-current with support in $C \times \mathbb{R}^3$ given by

$$C_w(\omega) := \frac{1}{2\pi} \int_C \int_0^{2\pi} \langle \omega(x, \frac{b\theta}{2\pi} + w(x)), \frac{\partial \vec{v}}{\partial \tau}(x) \wedge \vec{b} \rangle d\theta d\mathcal{H}^1(x),$$

with $\vec{v} = (0, v)$ and for all $\omega \in D^2(\Omega \times \mathbb{R}^3)$. Moreover

$$M(C_w) \leq |L \otimes b(\Omega)| \|Dv\|_{\infty}. $$

In particular there exists a constant $c > 0$ depending only on the geometry of $C$ such that

$$M(\partial G_u) \leq |L \otimes b(\Omega) + cH^2(S),$$

and

$$M(\partial G_w) \leq (1 + \|Dv\|_{\infty})(|L \otimes b(\Omega) + cH^2(S)) + H^2(S)\|Dv\|_{\infty}^2. $$

For a proof we refer to Appendix B.
6. Application to dislocations at the continuum scale

6.1. Preliminaries on dislocations at the continuum scale. The following lemma characterizes the divergence-free measures which are supported on a 1-dimensional set as dislocation measures.

**Lemma 6.1** (Dislocation measure). Let \( \mu \in M_0(\Omega, \mathbb{R}^{3 \times 3}) \) be a divergence-free measure which is absolutely continuous with respect to the \( H^1 \)-measure restricted on a simple Lipschitz curve \( \mathcal{L} \) with tangent vector \( \tau \) and such that \( \mathcal{L} \) is either closed or ends at the boundary of \( \Omega \). Then \( \mu \) is a dislocation-measure, that is, there exists a constant vector \( b \) such that

\[
\mu = b \otimes |L|^1_{\mathcal{L}}.
\]

**Proof.** By definition \( \langle \mu, \varphi \rangle = \int_{\mathcal{L}} M(z) \cdot \varphi(z) d|H|^1(z) \) for every \( \varphi \in \mathcal{D}(\Omega, \mathbb{R}^{3 \times 3}) \), with \( M \in L^1(\mathcal{L}, \mathbb{R}^{3 \times 3}) \).

Moreover \( \langle \mu, D\psi \rangle = 0 \) for every \( \psi \in \mathcal{D}(\Omega, \mathbb{R}^3) \). Let \( \{\nu, \sigma, \tau\} \) be a local orthogonal basis attached to \( \mathcal{L} \). By orthogonal decomposition, \( M_{ij} = M_{ijk}\tau_k + M_{ik\nu_j\nu_j} + M_{ik\sigma_k\sigma_j} \) and \( \varphi_{ij} = \varphi_{ijk}\tau_k + \varphi_{ik\nu_j\nu_j} + \varphi_{ik\sigma_k\sigma_j} \). It is easy to see that we can always choose \( \varphi_{ij} = D_j \psi_i \) such that

\[
\partial_\tau \psi_i|_{\mathcal{L}} = D_j \psi_i|_{\mathcal{L}} = 0, \quad \partial_\nu \psi_i|_{\mathcal{L}} = \eta_i, \quad \partial_\sigma \psi_i|_{\mathcal{L}} = \xi_i,
\]

for arbitrary smooth functions \( \eta \) and \( \xi \) on \( \mathcal{L} \), so that one has \( 0 = \int_{\mathcal{L}} M(z) \cdot D\psi(z) d|H|^1 = \int_{\mathcal{L}} (M_{ij} \eta_i \nu_j + \xi_i M_{ij}\tau_k) d|H|^1 \), and hence \( M_{ij} = b_i \tau_j \) with \( b_i := M_{ik}\tau_k \). Taking now \( \varphi = D\psi \), it results from the closeness property of \( \mathcal{L} \) and the compact support of \( \psi \) that \( 0 = \int_{\mathcal{L}} b \cdot \partial_\nu \psi_i d|H|^1 = -\int_{\mathcal{L}} \partial_\nu b \cdot \psi d|H|^1 \), and \( b \) is constant. \( \square \)

According to Lemma 6.1, a dislocation loop is defined as a simple closed curve \( \mathcal{L} \) in \( \Omega \) which has an associated Burgers vector \( b \in \mathbb{Z}^3 \). The deformation gradient \( F \) around \( \mathcal{L} \) satisfies the condition

\[- \text{Curl } F = \Lambda_{\mathcal{L}} := b \otimes |L|^1_{\mathcal{L}},\]

where \( \tau \) is an oriented tangent vector to \( \mathcal{L} \). For any \( b \in 2\pi \mathbb{Z}^3 \) we call a \( b \)-dislocation current a 1-integer multiplicity current \( \mathcal{L}^b \) that produces a curl of the deformation gradient given by the density \( \Lambda_{\mathcal{L}^b} \), hence satisfying

\[
\langle \Lambda_{\mathcal{L}^b}, w \rangle = \mathcal{L}^b((wb)^*),
\]

for every \( w \in C^\infty_c(\Omega, \mathbb{R}^{3 \times 3}) \), where in the right-hand side \((wb)^*\) is the covector writing \((wb)^* := w_{kj} b_j dx_k\) (with sums on the repeated indexes). Moreover, \( \Lambda_{\mathcal{L}^b} \) is a Radon measure as soon as \( M(\mathcal{L}^b) \) is finite. In the sequel we will use the following shortcut notation:

\[
\Lambda_{\mathcal{L}^b} = \mathcal{L}^b \otimes b = \mathcal{L} \otimes b \mu_{1 \mathcal{L}},
\]

with \( \mu_{1 \mathcal{L}} \) the multiplicity of the vector \( b \) (see [29] for details).

**Definition 6.2** (Regular dislocation). Let us set \( \mathcal{B} := 2\pi \mathbb{Z}^3 \) the set of admissible Burgers vectors. A regular dislocation is a sequence of \( b \)-dislocation currents \( \mathcal{L} := \{\mathcal{L}^b\}_{b \in \mathcal{B}} \). We associate to each dislocation a dislocation current, still denoted by \( \mathcal{L} \), and the associated dislocation density \( \Lambda_{\mathcal{L}} \),

\[
\mathcal{L} := \sum_{b \in \mathcal{B}} \mathcal{L}^b, \quad \Lambda_{\mathcal{L}} := \sum_{b \in \mathcal{B}} \Lambda_{\mathcal{L}^b}.
\]

With this definition it is possible to model the dislocations with every possible Burgers vector. It is possible to split the current \( \mathcal{L} \) in the canonical basis of \( \mathbb{R}^3 \),

\[
\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3,
\]

in such a way that \( \mathcal{L}_i \) has \( e_i \) as associated Burgers vector and satisfies

\[
\Lambda_{\mathcal{L}} = \Lambda_{\mathcal{L}_1} + \Lambda_{\mathcal{L}_2} + \Lambda_{\mathcal{L}_3} = \sum_{i=1}^3 \mathcal{L}_i \otimes e_i.
\]
Moreover, as proved in [29] one has
\[ |\mathcal{L}|_{\Omega} \leq C|\Lambda_{\Omega}|_{\mathcal{M}(\Omega)}, \]  
for some constant $C$ independent of $i$ and $\Omega$.

6.2. Functional properties. Let $1 \leq p < \infty$ and introduce the vector space of tensor-valued fields
\[ \mathcal{B}C^p(\Omega, \mathbb{R}^{3 \times 3}) := \{ F \in L^p(\Omega, \mathbb{R}^{3 \times 3}) \text{ s.t. } \text{Curl } F \in \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \}, \]
which endowed with norm
\[ \| F \|_{\mathcal{B}C^p} := \| F \|_p + |\text{Curl } F(\hat{\Omega})|, \]
is a Banach space. Let us define
\[ L^p_{\text{div}}(\Omega, \mathbb{R}^{3 \times 3}) := \{ F \in L^p(\Omega) \text{ s.t. } \text{div } F = 0 \}, \]
and the space
\[ \hat{V}^p(\Omega) := \{ V \in L^p_{\text{div}}(\Omega, \mathbb{R}^{3 \times 3}) \text{ s.t. } \text{Curl } V \in L^p(\Omega, \mathbb{R}^{3 \times 3}), VN = 0 \text{ on } \partial\Omega \}. \]

With a view to applications, it might be convenient to define another open set $\hat{\Omega}$ such that $\Omega \subset \subset \hat{\Omega}$. We will also assume that both $\Omega$ and $\hat{\Omega}$ are simply connected.

Let $1 < p < 2$ and let $F \in \mathcal{B}C^p(\hat{\Omega}, \mathbb{R}^{3 \times 3})$ be such that, by virtue of Theorem 2.6, $-\text{Curl } F = b \otimes \mathcal{L}$, with $b \in 2\pi\mathbb{Z}^3$ and $\mathcal{L}$ a 1-integer multiplicity current which is closed and with compact support in $\hat{\Omega}$. The Helmholtz decomposition in $L^p(\Omega, \mathbb{R}^3)$ provides $v \in W^{1,p}(\hat{\Omega}, \mathbb{R}^3)$ and $G \in \hat{V}^p(\Omega)$ such that (see [22] for details and further references)
\[ F = Dv + \text{Curl } G. \]  
(6.8)

If we set $V := \text{Curl } G$, then $\text{div } V = 0$, while since $-\text{Curl } F = b \otimes \mathcal{L}$, we also have $-\text{Curl } V = b \otimes \mathcal{L}$. Thanks to the decomposition theorem for 1-integer multiplicity currents (Theorem 2.1) we find a sequence of Lipschitz maps
\[ f_k : S^1 \to \hat{\Omega} \text{ such that } \mathcal{L} = \sum_{k>0} f_k[S^1]. \]  
(6.9)

Let us denote by $\mathcal{L}_k$ the closed Lipschitz curves $f_k(S^1)$.

6.3. Expression of Theorem 4.1 for a finite number of dislocation loops.

**Theorem 6.3.** Let $b \in 2\pi\mathbb{Z}^3$ be fixed, $1 < p < 2$, $\mathcal{L}$ be a closed integral current with compact support in $\hat{\Omega}$, and let $V \in \hat{V}^p(\hat{\Omega})$ be such that $-\text{Curl } V = b \otimes \mathcal{L}$ in $\hat{\Omega}$. Then there exists a map $\tilde{u} \in \mathcal{A}_p(\hat{\Omega}, \mathbb{T}^3)$ such that $\nabla \tilde{u} = V$ almost everywhere in $\hat{\Omega}$, and
\[ M(\partial\mathcal{G}_u) \leq C|\mathcal{L} \otimes b(\hat{\Omega})| \{ 1 + |\mathcal{L} \otimes b(\hat{\Omega})| \}, \]  
(6.10)
with $C > 0$ a constant depending only on $\hat{\Omega}$. Moreover $\tilde{u} = u - v$ with $v \in C^1(\hat{\Omega}, \mathbb{R}^3)$, $u \in \mathcal{A}_p(\hat{\Omega}, \mathbb{T}^3)$, and
\[ \partial\mathcal{G}_u(\omega) = \mathcal{L} \wedge \tilde{b}(\omega) = \Lambda_{\mathcal{L}}(\varphi^\omega) := \mathcal{L} \otimes b(\varphi^\omega), \]  
(6.11)
for all $\omega \in \mathcal{D}(\hat{\Omega} \times \mathbb{T}^3)$.

Recalling Remark 4.2, $\varphi^\omega$ is given by (4.6). Hence, Theorem 6.3 provides an expression of the dislocation density in terms of the boundary of the graph of the torus-valued displacement field $u$.

**Proof.** Let us first assume $p \leq \frac{3}{2}$. To prove the Theorem we will use the fact that the following system
\[
\begin{cases}
-\text{Curl } U &= \mu \quad \text{in } \hat{\Omega} \\
\text{div } U &= 0 \quad \text{in } \hat{\Omega} \\
UN &= 0 \quad \text{on } \partial\Omega,
\end{cases}
\]  
(6.12)
has by Theorem 2.6 a unique solution that also satisfies \( \|U\|_{L^p} \leq C|\mu|(\hat{\Omega}) \), with \( C = C(\hat{\Omega}) \). Another key fact is the following: if \( \hat{\Omega} \) is a bounded open set with smooth boundary, \( g \in C^0(\partial \hat{\Omega}, \mathbb{R}^3) \) with 
\[
\int_{\partial \hat{\Omega}} gdH^2 = 0, \quad \text{and} \quad v \in C^1(\hat{\Omega}, \mathbb{R}^3)
\]
the zero-mean-value solution to
\[
\begin{align*}
\Delta v &= 0 \quad \text{in } \hat{\Omega}, \\
\partial_N v &= g \quad \text{on } \partial \hat{\Omega},
\end{align*}
\]  
(6.13)
then \( \|v\|_{C^1} \leq C|g|_{C^0} \), with \( C = C(\hat{\Omega}) \).

We use the decomposition (6.9) for \( \mathcal{L} \) and we first suppose that the maps \( f_k \) are smooth. The general case will follow using an approximation argument and proceeding as in the proof of Theorem 4.5. If \( C_k \) is a smooth closed curve, we can choose a smooth surface \( S_k \) with boundary \( C_k \), according to Assumption 3.1. Then we set \( S := \cup_k S_k \) and \( C := \cup_k C_k \), we seek a solution \( u \) of (6.3) with these \( S \) and \( C \). Let us also set \( \hat{S}_n := \cup_{k=n}^\infty S_k \) and \( \hat{C}_n := \cup_{k=n}^\infty C_k \). For \( i = 1, 2, 3 \), let \( u^i_n \) be the solution of (3.1) with \( \hat{S}_n, \hat{C}_n \), and \( b_i \). Lemma 3.13 and Remark 3.15 show that the distributional divergence of \( \nabla u^n \) is zero, while the curl is given by \( -b \otimes \sum_{k=0}^n f_k[S^3] \). Up to subtracting a constant to \( u^n \), we also suppose it has zero mean value.

By hypotheses it holds \( \inf_k d(C_k, \partial \hat{\Omega}) > 0 \), and then \( u^n \) are of class \( C^\infty \) on \( \partial \hat{\Omega} \), and their \( C^h \) norms are uniformly bounded with respect to \( n \) for all \( h > 0 \) (taking into account that the set \( C = \cup_k C_k \) has finite length, and then \( S = \cup_k S_k \) has finite \( H^2 \)-measure). Let \( v^n \) be the solution to (6.13) with \( g := \partial_N u^n \). From the estimates of this solution we find \( \|v^n\|_{C^1} \leq C_1 \|\partial_N u^n\|_{C^0} < C_2 \), for some constant \( C_2 \) independent of \( n \). Setting \( \tilde{u}^n := u^n - v^n \), we see that \( \nabla \tilde{u}^n \) solves system (2.12) with \( \mu = \mu^n := b \otimes \sum_{k=0}^n f_k[S^3] \), so that we also have \( \|\nabla \tilde{u}^n\|_p \leq |\mu^n|_1 \leq C_3 \), with \( C_3 \) independent of \( n \). In particular we get \( \|u^n\|_{W^{1,p}} \leq \|v^n\|_{W^{1,p}} + \|\tilde{u}^n\|_{W^{1,p}} \leq C \), for a constant \( C > 0 \) independent of \( n \).

Therefore, up to subsequences, \( u^n \rightharpoonup u \) weakly in \( W^{1,p}(\hat{\Omega}, \mathbb{R}^3) \), for some \( u \in W^{1,p}(\hat{\Omega}, \mathbb{R}^3) \). Similarly \( \tilde{u}^n \rightharpoonup \tilde{u} \) and \( v^n \rightharpoonup v \) weakly in \( W^{1,p}(\hat{\Omega}, \mathbb{R}^3) \), and from \( u^n = \tilde{u}^n + v^n \) we infer \( u = \tilde{u} + v \). Since the rows of \( \nabla u^n \) are equal up to a multiplicative factor, we also get that all the minors of \( u^n \) are uniformly bounded in \( L^p \). Then, by Theorem 2.3 and Lemma 4.4, \( u^n \) weakly converge in \( A_p(\hat{\Omega}, \mathbb{T}^3) \) to \( u \) (up to extracting further subsequences). Moreover Theorem 4.5 implies that for every \( n > 0 \) equation (4.4) holds for \( u^n \), with \( \mathcal{L} \) replaced by \( \sum_{k=0}^n f_k[S^3] \). Now, Lemma 2.5 implies that \( \mathcal{G}_u \) is an integral current whose boundary satisfies
\[
\partial \mathcal{G}_u(\omega) = \sum_{k=1}^\infty f_k[S^3] \wedge \tilde{b}(\omega),
\]  
(6.14)
for all \( \omega \in D^3(\hat{\Omega} \times \mathbb{T}^3) \).

To conclude the proof it suffices to observe that the maps \( \tilde{u}^n \) are smooth in a neighborhood of \( \partial \hat{\Omega} \) with \( \partial_N \tilde{u}^n \) vanishing, and hence \( \partial_N \tilde{u} \) also vanishes, in such a way that \( \nabla \tilde{u} \) satisfies (2.12) with \( \mu := b \otimes \mathcal{L} \). By the smoothness properties of \( e^n \), it is also true that \( v \) satisfies (6.13) with a bounded and smooth \( g = \partial_N u \), so it is smooth in \( \Omega \) and Lemma 4.6 implies (4.17). We now compute \( g \) by using formula (3.3) and \( d(C_k, \partial \hat{\Omega}) > 0 \). The same argument employed in Lemma 3.4 (actually estimates (3.7) and (3.8)) shows that there is a constant \( C_4 \) such that \( \|g\|_{C^1} \leq C_4 |b \otimes \mathcal{L}|(\hat{\Omega}) \), so that the inequality \( \|v\|_{C^1} \leq C|g|_{C^0} \) together with (4.17) gives (6.10). The thesis is proved when \( p \leq \frac{2}{3} \). Assume \( V \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) with \( \frac{2}{3} < p < 2 \). In particular \( V \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) with \( p \leq \frac{2}{3} \), so the previous argument shows that \( V = \nabla \tilde{u} = \nabla u - \nabla v \) with \( \tilde{u} \) satisfying (6.10), \( u \) satisfying (6.11), and \( v \) of class \( C^1 \). In particular \( \nabla u \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) with \( \frac{2}{3} < p < 2 \), and the thesis follows. □

**Remark 6.4.** By definition of the \( u^k \), we have observed that for all \( k \) the three components \( u^k_i \), \( i = 1, 2, 3 \), differ by a multiplicative factor. In particular we have seen that their gradients \( \nabla u^k_i \) (i.e., the rows of the matrix \( \nabla u^k \)) are linearly true. As a consequence the same is true for the gradients \( \nabla u \). Thus, the three components of the harmonic function \( v \) have as boundary data \( \partial_N v \), three linearly dependent vector fields. This implies, by the uniqueness of solution of elliptic equations,
that also $\nabla v_i$ are linearly dependent and hence that the final matrix $V = \nabla u = \nabla \bar{u} - \nabla v$ has linearly dependent rows. Therefore, its pointwise adjunct and determinant are constantly zero.

6.4. Two examples. In this section we show how Theorem 4.1 and its corollaries can be applied to obtain closure properties of suitable classes of deformations fields. This goal is achieved by means of two examples of variational problems. In both the examples we deal with two bounded, simply connected and smooth open sets $\Omega$ and $\hat{\Omega}$, with $\Omega \subset \subset \hat{\Omega}$. We fix a boundary datum $\alpha$ for the dislocation current in $\hat{\Omega} \setminus \Omega$ and a map $\hat{F} \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3})$ with $-\text{Curl} \hat{F} = \lambda^T_\alpha$ on $\hat{\Omega}$ and satisfying some suitable properties. Then we are interested in the minimization problem

$$
\min_{F \in \mathcal{F}} W(F),
$$

where $F$ varies in a suitable class of admissible fields $\mathcal{F}$ satisfying $F = \hat{F}$ on $\hat{\Omega} \setminus \Omega$.

6.4.1. A variational problem related to dislocations in finite elasticity. We deal with an energy $W$ with the form

$$
W(F) := W_c(F) + W_{\text{defect}}(\text{Curl } F),
$$

where we assume the following properties on $W_c$ and $W_{\text{defect}}$:

(i) The following coerciveness condition holds: there exists positive constants $\alpha_0$, $\alpha_1$, $\beta_0$, $\beta_1$, and $p, q \geq 1$ such that

$$
W_c(F) \geq \beta_1 (\|F\|_{L^p}^p + \|\text{adj } F\|_{L^q}^q + \|\det F\|_{L^q}^q) - \beta_0,
$$

$$
W_{\text{defect}}(\lambda) \geq \alpha_1 |\lambda|_{\mathcal{M}_b(\Omega)} - \alpha_0.
$$

(ii) $W_{\text{defect}}$ is a function on $\mathcal{M}_b(\Omega, \mathbb{R}^{3 \times 3})$ which is lower semicontinuous with respect to the weak* convergence.

(iii) $W_c$ is a function of $\mathcal{M}(F)$ (i.e., of $F$, $\text{adj } F$, and $\det F$), and it is lower semicontinuous in $\mathcal{M}(F)$ with respect to the weak convergence in $L^p$.

We assume that $\hat{F} \in \mathcal{A}^p(\hat{\Omega}, \mathbb{R}^{3 \times 3})$ with $-\text{Curl} \hat{F} = \lambda^T_\alpha$ on $\hat{\Omega}$, and the additional property that $\text{div} \hat{F} = 0$ on $\hat{\Omega}$. Let $b \in 2\pi \mathbb{Z}^3$ a fixed Burgers vector, let $p > 1$, then the class of admissible deformation tensors is

$$
\mathcal{F}_b^p := \{ F \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) : \text{div } F = 0, -\text{Curl } F = b \otimes \mathcal{L}, \text{ for some closed integral } 1\text{-current } \mathcal{L}, \text{ and } F = \hat{F} \text{ on } \hat{\Omega} \setminus \Omega \}.
$$

The minimization problem reads

$$
F \in \arg\min_{F \in \mathcal{F}_b^p} W.
$$

The existence of a solution is provided by the following:

**Theorem 6.5.** Let $1 < p < 2$. If $W$ satisfies (i), (ii), and (iii), then there exists a solution $F \in \mathcal{F}_b^p$ of (6.19).

**Proof.** We will apply the direct method. Let $\{F_k\}_{k>0}$ be a minimizing sequence. From the coerciveness (i) we see that there exist $F \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3})$, $A \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3})$, and $D \in L^p(\hat{\Omega})$, such that

$$
F_k \rightharpoonup F \quad \text{weakly in } L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}),
$$

$$
\text{adj } F_k \rightharpoonup A \quad \text{weakly in } L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}),
$$

$$
\det F_k \rightharpoonup D \quad \text{weakly in } L^p(\hat{\Omega}).
$$

Moreover we find a measure $\Lambda \in \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3})$ with

$$
\Lambda_k \rightharpoonup \Lambda \quad \text{weakly* in } \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3}),
$$

$$
\Lambda \in \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3})
$$

with $\Lambda(\text{div } F) = \alpha_1 |\lambda|_{\mathcal{M}_b(\Omega)} - \alpha_0$.
where we have set \( \Lambda_k = \Lambda_{\mathcal{L}_k} = - (\text{Curl } F_k)^T \). As [29, Lemma 7.5] shows, there exists a regular dislocation current \( \mathcal{L} \) such that \( (\mathcal{L}_k)_i \to \mathcal{L}_i \) in \( \mathcal{D}_1(\hat{\Omega}) \) and \( \Lambda = \Lambda_{\mathcal{L}} = \sum_{i=1}^3 \mathcal{L}_i \otimes e_i \). In order to prove the theorem we have to show that \( \text{div } F = 0, - \text{Curl } F = \Lambda_{\mathcal{L}}, A = \text{adj} F, \) and \( D = \text{det } F \).

The functions \( F_k \) satisfy the hypotheses of Theorem 6.3, thus there exist a sequence of harmonic functions \( \tilde{u}_k \in \mathcal{A}_p(\hat{\Omega}, \mathbb{T}^3) \) such that \( \nabla \tilde{u}_k = F_k \) satisfying

\[
M(\partial \tilde{u}_k) \leq C|\mathcal{L}_k \otimes b(\hat{\Omega})| (1 + |\mathcal{L}_k \otimes b(\hat{\Omega})|) \leq M,
\]

for some constant \( M > 0 \). By (6.20a) there exists \( \tilde{u} \in \mathcal{A}_p(\hat{\Omega}, \mathbb{T}^3) \) such that, up to a subsequence,

\[
\tilde{u}_k \to \tilde{u} \text{ weakly in } W^{1,p}(\hat{\Omega}, \mathbb{T}^3).
\]

Now, thanks to (6.22), Theorem 2.3 applies, obtaining

\[
\text{adj}(\nabla \tilde{u}_k) \to \text{adj}(\nabla \tilde{u}) \text{ weakly in } L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}),
\]

(6.24)

\[
\text{det}(\nabla \tilde{u}_k) \to \text{det}(\nabla \tilde{u}) \text{ weakly in } L^p(\hat{\Omega}).
\]

(6.25)

These read \( \text{adj} F_k \to \text{adj} F \) weakly in \( L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) and \( \text{det} F_k \to \text{det} F \) weakly in \( L^p(\hat{\Omega}, \mathbb{R}^3) \). Therefore \( A = \text{adj} F \) by (6.20b), and \( \text{det} F = D \) from (6.20c). Moreover, for every test function \( \varphi \in \mathcal{C}^\infty_c(\hat{\Omega}, \mathbb{R}^3) \) we have

\[
(F, \nabla \varphi) = \langle \nabla w, \nabla \varphi \rangle = \lim_{k \to \infty} \langle \nabla w_k, \nabla \varphi \rangle = \lim_{k \to \infty} \langle \text{div } F, \varphi \rangle = 0,
\]

and it follows \( \text{div } F = 0 \) on \( \hat{\Omega} \). Finally we write

\[
\langle \text{Curl } F_k, \varphi \rangle = \langle F_k, \text{Curl } \varphi \rangle \to \langle F, \text{Curl } \varphi \rangle = \langle \text{Curl } F, \varphi \rangle,
\]

for all \( \varphi \in \mathcal{D}(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \), and by (6.21) we conclude \( - \text{Curl } F = \Lambda_{\mathcal{L}}^T \). The fact that \( F \) satisfies the boundary condition is straightforward, and thus \( F \in \mathcal{F}_b^p \), achieving the proof.

\( \square \)

**Remark 6.6.** One cannot state that the above-solved variational problem is a complete solution to the dislocation problem, since what we have found in Theorem 6.5 is merely a divergence-free deformation, which is presumably not the deformation associated to the dislocation problem in finite elasticity. Indeed, this result must be considered as a partial result towards this aim. One idea is to exploit the decomposition \( F = Du + \text{Curl } V \) for the complete problem, and hence Theorem 6.5 provides only the divergence-free part \( \text{Curl } V \) of the true deformation tensor \( F \). Solving the complete problem is an extremely difficult task, without additional assumptions on \( F \) or on the nature of the dislocations. To this respect some results are found in [29].

**6.4.2. A variational problem in finite gradient elasticity.** In this example we treat a slightly different setting. We consider an energy involving \( F \) and the gradient of \( F \), viz. \( W = \tilde{W}(F, \nabla F) \) where there are an energetic term for the curl of \( F \) and another for its divergence. The term involving the divergence must be understood as a high-order perturbation, in the spirit of [14], whereas the term related with the curl of \( F \) will again be called the defect term, in view of the problem of the previous sections. Thus for some fixed \( \epsilon > 0 \), we consider

\[
W(F) := W(F) + \epsilon W_{\text{per}}(\text{div } F).
\]

(6.26)

The same assumptions (6.16) and (6.17) hold for \( W \), and for the perturbation, one assumes that

\[
W_{\text{per}}(\text{div } F) \geq \gamma \| \text{div } F \|^q,
\]

(6.27)

for \( q > 3 \), where 3 is precisely the space dimension. Note that such an assumption could not be made on the whole gradient of \( F \), since we know that \( \text{Curl } F \) is a measure concentrated in the dislocations. Indeed, notice that, since \( - \text{Curl } F = \Lambda_{\mathcal{L}}^T \), the divergence of \( F \) is not related to the dislocation density.

\[1\]In their case, since no dislocations were considered, \( \text{div } F = \Delta u \), with \( u \) the displacement, was taken to the power 2 to account for the microstructure.
We assume that the map \( F \in \mathcal{A}(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) with \( -\text{Curl} \hat{F} = \Lambda_2^T \) on \( \hat{\Omega} \) satisfies the additional property that \( \text{div} \hat{F} \in L^1(\hat{\Omega}, \mathbb{R}^3) \). Let \( b \in 2\pi \mathbb{Z}^3 \) a fixed Burgers vector, let \( p, q > 1 \), then we define the class of admissible functions as

\[
F_b^{p,q} := \{ F \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}) : -\text{div} F \in L^q(\hat{\Omega}, \mathbb{R}^3), -\text{Curl} F = b \otimes \mathcal{L} \}
\]

for some closed integral 1-current \( \mathcal{L} \), and \( F = \hat{F} \) on \( \hat{\Omega} \setminus \Omega \). \hfill (6.28)

The existence of a minimizer of \( \mathcal{W} \) in \( F_b^{p,q} \) is provided by the following:

**Theorem 6.7.** Let \( 1 < p < 2 \) and \( q > 3 \). Assume that \( \mathcal{W} \) satisfies the assumptions of Theorem 6.6. If \( \mathcal{W}_{\text{per}} \) satisfies (6.27) and is lower semicontinuous with respect to the weak convergence in \( L^2 \), then there exists a minimizer \( F \in F_b^{p,q} \) of \( \mathcal{W} \).

**Proof.** We will apply the direct method. Let \( \{ F_k \}_{k>0} \) be a minimizing sequence. From the coerciveness (i) we see that there exist \( F \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}), A \in L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}), D \in L^p(\hat{\Omega}), \) and \( R \in L^p(\hat{\Omega}, \mathbb{R}^3) \) such that (6.20a)-(6.20c) hold, with moreover

\[
\text{div} F_k \rightharpoonup R \quad \text{weakly in } L^q(\hat{\Omega}, \mathbb{R}^3).
\] \hfill (6.29a)

We find a measure \( \Lambda \in \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) with \( \Lambda_k \to \Lambda \) weakly* in \( \mathcal{M}_b(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \), where we have set \( \Lambda_k = \Lambda_{\mathcal{L}_k} = -(\text{Curl} F_k)^T \). Again, [29, Lemma 7.5] implies that there exists a regular dislocation current \( \mathcal{L} \) such that \( (\mathcal{L}_k)_i \to \mathcal{L}_i \) in \( D_1(\hat{\Omega}) \) and \( \Lambda = \mathcal{L} = \sum_{i=1}^3 \mathcal{L}_i \otimes e_i \). In order to prove the Theorem we have to show that \( \text{div} F = R \), \( -\text{Curl} F = \Lambda \), \( A = \text{adj} F \), and \( D = \text{det} F \).

The Helmholtz decomposition gives

\[
F_k = Du_k + \text{Curl} G_k,
\] \hfill (6.30)

with \( w_k \in W^{1,p}(\hat{\Omega}, \mathbb{R}^3) \) satisfying \( -\Delta w_k = -\text{div} F_k \) with \( \partial_N w_k = F_k N = \hat{F} N \) on \( \partial \hat{\Omega} \) (note that \( F_k N \) and \( \hat{F} N \) have a distributional meaning, the divergences of \( F_k \) and \( \hat{F} \) being in \( L^p \), see Lemma A.2), and \( G_k \in \nabla^p(\hat{\Omega}) \). Since \( \text{div} F_k \in L^q(\hat{\Omega}, \mathbb{R}^3) \), with \( q > 3 \), by the regularity theory of elliptic problems and the Sobolev embedding Theorem, we find that \( w_k \in C^1(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) and that the \( L^\infty \) norm of their gradients are bound by a constant,

\[
\| Dw_k \|_\infty < C.
\] \hfill (6.31)

Moreover we have, up to a subsequence, that

\[
w_k \rightharpoonup w \quad \text{weakly in } W^{1,q}(\hat{\Omega}, \mathbb{R}^3),
\] \hfill (6.32)

for some \( w \in W^{1,q}(\hat{\Omega}, \mathbb{R}^3) \).

Let us set \( V_k := \text{Curl} G_k \). Now \( -\text{Curl} V_k = \Lambda_2^T \), and Theorem 6.3 provides functions \( u_k \in \mathcal{A}_p(\hat{\Omega}, T^3) \) and \( v_k \in C^1(\hat{\Omega}, T^3) \) such that \( \nabla u_k - \nabla v_k = V_k \) satisfying

\[
\partial \mathcal{G}_{u_k}(\omega) = \mathcal{L}_k \otimes \hat{b}(\omega),
\] \hfill (6.33)

for all \( \omega \in \mathcal{D}^3(\hat{\Omega} \times T^3) \), and

\[
\| Du_k \|_\infty \leq C \| b \otimes \mathcal{L}_k \|_{\hat{\Omega}}.
\] \hfill (6.34)

Thanks to (6.20a), (6.32), and (6.34), we can assume that there exist \( u \in W^{1,p}(\hat{\Omega}, T^3) \) and \( v \in W^{1,p}(\hat{\Omega}, \mathbb{R}^{3 \times 3}) \) such that \( u_k \rightharpoonup u \) and \( v_k \rightharpoonup v \) strongly in \( L^p(\hat{\Omega}, \mathbb{R}^3) \),

\[
\nabla u_k \rightharpoonup \nabla u \quad \text{weakly in } L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}),
\] \hfill (6.35)

and

\[
\nabla v_k \rightharpoonup \nabla v \quad \text{weakly in } L^p(\hat{\Omega}, \mathbb{R}^{3 \times 3}).
\] \hfill (6.36)

Thanks to estimates (6.31) and (6.34), Theorem 4.6 applies providing

\[
M(\partial \mathcal{G}_{u_k} + u_k - u_k) \leq C(1 + |\Lambda_2^T|_{\hat{\Omega}}) |\Lambda_2^T|_{\hat{\Omega}} < C.
\] \hfill (6.37)

This allows us to apply Theorem 2.3, obtaining (6.24) and (6.25). Now, arguing as in Theorem 6.5 all other claims follow straightforwardly, achieving the proof. \( \Box \)
Remark 6.8. Once again, this is a partial solution to the complete dislocation problem. In particular, the growth assumption on the deformation divergence seems a relatively strong, which we would like to weaken in future works more oriented towards specific dislocation modelling.

6.5. Physical motivations of the Euclidean-valued case. With conclude with a quick remark on a possible reason in order to also consider vector-valued displacements in variational problems, without giving explicit examples.

Let us recall that the dislocated solid is separated into two elastic half-spaces joined by atomic-level forces across their common interface, known as the glide plane. In the applications as shown so far, the energy is made of two terms, the elastic part and the defect part which is assumed as concentrated in $C$. With a view to time evolution of dislocation, an important physical term should also be added on the glide plane $S$, which is prescribed in single crystals at moderate temperature ranges, the so-called “misfit” energy taking into account nonlinear atomic interactions, viz.,

$$W_{\text{mis}} := \int_S W_{\text{mis}}(\delta(x))dS(x)$$

where $0 < \delta(x) < |b|$ and $W_{\text{mis}}$ is the interplanar potential energy density. This problem was originally introduced and solved by Nabarro, and received considerable attention nowadays, since it permits a reasonable alternative to atomic models.

Appendix A. Proof of Theorem 2.6

Here we prove Theorem 2.6. Let us first introduce some auxiliary results:

Lemma A.1. Let $G \in L^p(\Omega, \mathbb{R}^{3\times3})$ with $1 < p < \infty$ and $\Omega$ be a bounded open and simply-connected set with $C^1$ boundary. There exists a unique solution (up to a constant) $\phi \in W^{1,p}(\Omega, \mathbb{R}^3)$ of

$$\begin{cases} 
-\Delta \phi &= \text{div} \ G \quad \text{in} \quad \Omega \\
\partial_N \phi &= -GN \quad \text{on} \quad \partial\Omega 
\end{cases} \quad (A.1)$$

Moreover such solution satisfies $\|D\phi\|_p \leq C\|G\|_p$.

Proof. This Lemma is a direct tensor extension of the theorems of existence and uniqueness of Neumann problem as shown in [31] (see also [15, Lemma III.1.2 and Theorem III.1.2]). $\square$

The following result can be proven (see [32]):

Lemma A.2. Let $\Omega \subset \mathbb{R}^3$ be a bounded open set with boundary of class $C^1$ and let $F \in L^p(\Omega, \mathbb{R}^{3\times3})$ be such that $\text{div} \ F \in L^p(\Omega, \mathbb{R}^3)$. Then the distribution defined as

$$\langle FN, \gamma(\varphi) \rangle := \langle \text{div} \ F, \varphi \rangle + \langle F, \partial_N \varphi \rangle$$

for all $\varphi \in W^{1,p}(\Omega, \mathbb{R}^3)$, with $\gamma(\varphi) \in W^{1/p',p'}(\partial\Omega, \mathbb{R}^3)$ the boundary trace of $\varphi$, is well-defined and it holds $FN \in W^{-1/p,p}(\partial\Omega, \mathbb{R}^3):= \left(W^{1/p,p'}(\partial\Omega, \mathbb{R}^3)\right)'$.

We are ready to prove Theorem 2.6.

Proof. Let us discuss the proof in several steps. In the sequel $\Phi$ represents the fundamental solution of the Laplacian in $\mathbb{R}^3$, i.e., $\Delta \Phi = \delta_0$.

Step 1: Existence and explicit expression.
Employing Theorem 2 and 3 of [8] we get the existence of a solution to

\[
\begin{align*}
- \text{Curl } G &= \mu \quad \text{in } \bar{\Omega}, \\
\text{div } G &= 0 \quad \text{in } \bar{\Omega},
\end{align*}
\]  

(A.4)

whenever $\mu \in L^1(\hat{\Omega}, \mathbb{R}^{3 \times 3})$. The general case $\mu \in \mathcal{M}_{\text{div}}(\hat{\Omega}, \mathbb{R}^{3 \times 3})$ is thus obtained by approximation. Moreover it is seen that the explicit solution $G$ of (A.4) is componentwise

\[
G_{jm}(x) := -\epsilon_{mlk} (D_l \Phi \ast \mu_{kj})(x) = -\int_{\mathbb{R}^3} \epsilon_{mlk} D_l \Phi(x) d\mu_{kj}(\xi).
\]  

(A.5)

**Step 2:** boundedness.

The continuity property (2.13) on $L^p(\mathbb{R}^3, \mathbb{R}^{3 \times 3})$ with $1 \leq p < 3/2$ follows from [8, Theorem 2 and Theorem 3] and approximation. But it can also be obtained directly first observing that $D \Phi \in L^p(\mathbb{R}^3, \mathbb{R}^{3 \times 3})$ with $1 \leq p < 3/2$, since $D \Phi(x) = O(|x|^{-2})$, and hence, posing $R := |x - y|$, \n
\[
\|D\Phi\|_p^p \leq \int_0^R R^{-2p} R^2 dR,
\]  

(A.6)

where $R$ is the radius of a ball centered in 0 and containing $\hat{\Omega}$. It is then observed that the last factor in the right-hand side is bounded as long as $1 \leq p < 3/2$. The boundedness in $L^p$ (hence the continuity) now follows from Minkowski’s inequality since for some $C > 0$, it holds (see also [30, VI.I.4]), \n
\[
\|G\|_p \leq C|\mu|(\bar{\Omega}).
\]

**Step 3:** vanishing of $F N$.

By Lemma A.2, since $\text{div } G = 0$ the normal trace of $G$, denoted as $G N$, exists as an element of $W^{-1/p,p}(\partial \bar{\Omega}, \mathbb{R}^3)$ and satisfies

\[
\langle G N, \phi \rangle_{\partial\bar{\Omega}} := \langle G, \nabla \phi \rangle + \langle \text{div } G, \phi \rangle = \langle G, \nabla \phi \rangle \quad \forall \phi \in W^{1,p'}(\hat{\Omega}, \mathbb{R}^3).
\]  

(A.7)

If $\phi \in W^{1,p}(\hat{\Omega})$ we have that $F := G + D \phi$ also satisfies $-\text{Curl } F = \mu^T$. Lemma A.1 provides a solution $\phi$ such that $\text{div } F = 0$ in $\bar{\Omega}$, $F N = 0$ on $\partial \bar{\Omega}$, and such that (2.13) holds.

**Step 4:** uniqueness.

Assume that there exist two solutions and denote by $H \in L^p(\bar{\Omega})$ their difference, one has $\text{Curl } H = \text{div } H = 0$ in $\bar{\Omega}$ while $H N = 0$ on $\partial \hat{\Omega}$. There exists $u \in W^{1,p}(\bar{\Omega}, \mathbb{R}^3)$ such that $H = \nabla u$. Taking the divergence one gets $\Delta u = 0$ in $\bar{\Omega}$. Moreover from $H N = 0$ we also have $\partial_N u = 0$ on $\partial \hat{\Omega}$. By Lemma A.1 this implies that there is a constant $c$ with $u \equiv c$ in $\bar{\Omega}$, whereby $H = 0$.

**Step 5:** sharp result for a smooth curve.

Let $\mu^T$ be a concentrated measure on a smooth curve $L \subset \bar{\Omega}$, i.e., $\mu^T = M \cdot \mathcal{H}^1_L$, and $M_j(z) = b_j \tau_j(z)$ with constant $b_j$ (by Lemma 6.1). Since $L$ has bounded curvature there exists $\epsilon > 0$ and a constant $c > 0$ such that there holds

\[
\forall \delta < \epsilon \quad \mathcal{H}^2 \left( \{ x : d(x, L) = \delta \} \right) \leq 2\pi l c \delta,
\]  

(A.8)

where $l$ is the length of the curve $L$. Formula (A.5) implies

\[
G_{jl}(x) = -\epsilon_{lk} D_k \Phi \ast \mu^T_{lj} = -\int_L b_k \epsilon_{lk} D_k \Phi(\xi - x) \tau_j(\xi) d\mathcal{H}^1(\xi).
\]  

(A.9)
Now $D\Phi \sim \frac{1}{x^2}$, and then $D\Phi \ast \mu^T \sim \frac{1}{x^2 Id}$. Using (A.8) and employing the Coarea formula, we estimate
\[
\int\!\!\int_{\Omega} \|G\|^p \, dx \leq \int\!\!\int_{\Omega} \|G\|^{p-1} \|D(\Phi \ast \mu^T)\| \, dx = \int_0^R \int_{\{\Phi \ast \mu^T = r\}} \|G\|^{p-1} \, dr
\]
\[
\sim \int_0^R 2\pi \kappa c \frac{r}{(r^2)^{p-1}} \, dr < +\infty,
\]
whenever $p < 2$. The proof is achieved. \hfill \square

**APPENDIX B. PROOF OF THEOREM 5.1**

**Proof.** We will follow the lines of the proof of Theorem 4.1. We consider a smooth tubular neighborhood $D_\epsilon$ of the curve $C$, and a neighborhood $U_\delta$, of width $2\delta$, of the surface $S$. Then we consider the currents $\partial G_{\nu,\delta}$ in $\Omega \times \mathbb{R}^3$, with $u^{\nu,\delta} := u_{\nu,\delta}(D_\epsilon \cup U_\delta)$ and let first $\delta \to 0$, and then $\epsilon \to 0$.

To simplify the notation, we denote by $\partial D_\epsilon$ only the part of the boundary of $D_\epsilon$ that does not belong to $U_\delta$, and similarly $\partial U_\delta$ is the boundary of $U_\delta$ which does not belong to $D_\epsilon$. Therefore, for all $\omega \in \mathcal{D}^2(\Omega \times \mathbb{R}^3)$ it holds
\[
\partial G_{\nu,\delta}(\omega) = \int_{\partial D_\epsilon} \sigma(i,i)\omega_{ij}(x,u(x))\tilde{M}_i^j(D(\Phi_{\nu,\delta}(x)))dH^2(x)
+ \int_{\partial U_\delta} \sigma(i,i)\omega_{ij}(x,u(x))\tilde{M}_i^j(D(\Phi_{\nu,\delta}(x)))dH^2,
\]
where $\Phi := Id \times u$. Let us study the second term of the last expression. Using the coordinates $\{\tau_1, \tau_2\}$ on $S$ and denoting by $N$ the unit normal to $S$, this can be written as
\[
\int_{\partial S} \omega_{12}(x + \delta N, u(x + \delta N)) + \sum_{k=4}^6 \omega_{1k}(x + \delta N, u(x + \delta N)) \frac{\partial u_{k-3}}{\partial \tau_2}(x + \delta N)dH^2(x)
- \int_{\partial S} \sum_{k=4}^6 \omega_{2k}(x + \delta N, u(x + \delta N)) \frac{\partial u_{k-3}}{\partial \tau_1}(x + \delta N)dH^2(x)
- \int_{\partial S} \omega_{12}(x - \delta N, u(x - \delta N)) - \sum_{k=4}^6 \omega_{1k}(x - \delta N, u(x - \delta N)) \frac{\partial u_{k-3}}{\partial \tau_2}(x - \delta N)dH^2(x)
+ \int_{\partial S} \sum_{k=4}^6 \omega_{2k}(x - \delta N, u(x - \delta N)) \frac{\partial u_{k-3}}{\partial \tau_1}(x - \delta N)dH^2(x).
\]
Using the fact that $d(\partial S, C) \geq \epsilon$, we see that such a current, thanks to (3.6), has uniformly bounded mass for all $\delta$, so that the currents $G_{\nu,\delta}$ converge to $G_{\nu,\epsilon = 0}$ in the sense of currents. Letting $\delta \to 0$ in (B.2), taking into account that $u_k = b_k \tilde{u}$, we obtain exactly the second, third, and fourth terms in (5.3), with the only exception that we are integrating on $S \setminus D_\epsilon$, viz.,
\[
\partial G_{\nu,\epsilon}(\omega) = \int_{\partial D_\epsilon} \sigma(i,i)\omega_{ij}(x,u(x))\tilde{M}_i^j(D(\Phi_{\nu,\delta}(x)))dH^2(x)
+ \int_{S \setminus D_\epsilon} (\omega_{12}(x,u(x)+b) - \omega_{12}(x,u(x)))dH^2(x)
+ \sum_{k=4}^6 \int_{S \setminus D_\epsilon} b_{k-3}(\omega_{1k}(x,u(x)+b) - \omega_{1k}(x,u(x))) \frac{\partial \tilde{u}}{\partial \tau_2} dH^2(x)
- \sum_{k=4}^6 \int_{S \setminus D_\epsilon} b_{k-3}(\omega_{2k}(x,u(x)+b) - \omega_{2k}(x,u(x))) \frac{\partial \tilde{u}}{\partial \tau_1} dH^2(x).
\]
Now, we can explicitly write the first integral as in (4.11), i.e.,
\[
\int_{\partial D} \tilde{\omega}_{23}(x, u(x))dH^2 - \sum_{k=4}^{6} \int_0^{2\pi} \int_0^t \epsilon \tilde{\omega}_{2k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \tau}(\epsilon, \theta, \tau)d\tau d\theta
\]
\[
- \sum_{k=4}^{6} \int_0^t \int_0^{2\pi} \epsilon \tilde{\omega}_{3k}(\epsilon, \theta, \tau, u(\epsilon, \theta, \tau)) \frac{\partial u_{k-3}}{\partial \sigma}(\epsilon, \theta, \tau)d\theta d\tau,
\]
and following the same computations as in the proof of Theorem 4.1, neglecting the vanishing terms, we obtain the following expression
\[
- \sum_{k=4}^{6} \int_0^t \int_0^{2\pi} \omega_{3k}(\hat{\tau}, u^+(\tau))u_{k-3}(\epsilon, \theta, \tau)\bigg|_{\theta=2\pi}^{\theta=0} d\tau
\]
\[
+ \sum_{k=4}^{6} \int_0^t \int_0^{2\pi} \frac{d}{d\theta} \omega_{3k}(\hat{\tau}, u^+(\tau))u_{k-3}(\epsilon, \theta, \tau)d\theta d\tau,
\]
with \( \hat{\tau} = (0, 0, \tau) \). Letting \( \epsilon \) go to 0 and integrating by parts in \( \theta \) as in (4.14), we obtain
\[
- \sum_{k=4}^{6} \int_0^t \int_0^{2\pi} \omega_{3k}(\hat{\tau}, u^+(\tau)) + \frac{b}{2\pi} \epsilon \theta \frac{b_{k-3}}{2\pi} d\theta d\tau,
\]
where we have used that \( \lim_{\epsilon \to 0} \epsilon u(\epsilon, \theta, \tau) = u^+(\tau) = u^+(\tau) + \frac{b\theta}{2\pi} \). This last expression is exactly the first term of (5.3). To see that the second, third, and fourth terms of (B.3) tend to the correspondent terms in (5.3), it suffices to observe that the total mass of the currents represented by them are bounded (uniformly with respect to \( \epsilon \)) thanks to the estimates (ii) and (iii) of Lemma 3.10, so that \( G_{u^+,0} \) converges to \( G_u \) in the sense of currents and we are done.

It remains to prove (5.4). We argue as in the proof of Theorem 4.6. The previous computations applied to the function \( w \) gives rise to a formula like (B.3) for the part of the boundary on \( S \) plus the term containing the \( 2 \times 2 \) determinants of \( Dw \). These terms converge to the first four lines of (5.4). As for the part of the boundary on \( C \) we have an approximation as in (4.18), where the first row can be treated as in (B.4). This gives rise to \( \mathcal{L} \land \tilde{b}_w(\omega) \). The other non-vanishing terms are given by the expression (4.19), with the same notation. In contrast we have that \( \omega \) is not anymore periodic. Then arguing as in (4.19) we find the final expression
\[
- \sum_{4 \leq i \neq j \leq 6} \int_0^t \int_0^{2\pi} \omega_{ij}(\hat{\tau}, \frac{b\theta}{2\pi} + w(\hat{\tau})) \frac{\partial v_{j-3}}{\partial \tau}(\hat{\tau}) \frac{b_{i-3}}{2\pi} d\theta d\tau = C_w(\omega),
\]
with \( \hat{\tau} = (0, 0, \tau) \) as expressed in the local basis. Now \( C_w \) can be estimated as in Theorem 4.6. The estimates (5.6) and (5.7) are straightforward consequences of (5.3) and (5.4).

\( \square \)
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