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CONVERGENCE OF A NEWTON ALGORITHM FOR SEMI-DISCRETE OPTIMAL TRANSPORT

JUN KITAGAWA, QUENTIN MÉRIGOT, AND BORIS THIBERT

Abstract. Many problems in geometric optics or convex geometry can be recast as optimal transport problems and a popular way to solve these problems numerically is to assume that the source probability measure is absolutely continuous while the target measure is finitely supported. We introduce a damped Newton’s algorithm for this type of problems, which is experimentally efficient, and we establish its global linear convergence for cost functions satisfying an assumption that appears in the regularity theory for optimal transport.
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1. Introduction

Many problems in geometric optics or convex geometry can be recast as optimal transport problems: this includes the far-field reflector problem, Alexandrov’s curvature prescription problem, etc. A popular way to solve these problems numerically is to assume that the source probability measure is absolutely continuous while the target measure is finitely supported. We refer to this setting as semi-discrete optimal transport. Among the several algorithms proposed to solve semi-discrete optimal transport problems, one currently needs to choose between algorithms that are slow but come with a convergence speed analysis [25, 6, 17] or algorithms that are much faster in practice but which come with no convergence guarantees [3, 23, 8, 18, 7]. Algorithms of the first kind rely on coordinate-wise increments and the number of iterations required to reach the solution up to an error of $\varepsilon$ is of order $N^3/\varepsilon$, where $N$ is the number of Dirac masses in the target measure. On the other hand, algorithms of the second kind typically rely on the formulation of the semi-discrete optimal transport problem as an
unconstrained convex optimization problem which is solved using a Newton or quasi-Newton method.

The purpose of this article is to bridge this gap between theory and practice by introducing a damped Newton’s algorithm which is experimentally efficient and by proving the global convergence of this algorithm with optimal rates. The main assumptions is that the cost function satisfies a condition that appears in the regularity theory for optimal transport (the Ma-Trudinger-Wang condition) and that the support of the source density is connected in a quantitative way (it must satisfy a weighted Poincaré-Wirtinger inequality). In §1.7, we compare this algorithm and the convergence theorem to previous computational approaches to optimal transport.

1.1. Semi-discrete optimal transport. The source space is an open domain $\Omega$ of a $d$-dimensional Riemannian manifold, which we endow with the measure $H^d_g$ induced by the Riemannian metric $g$ on the manifold. The target space is an (abstract) finite set $Y$. We are given a cost function $c$ on the product space $\Omega \times Y$, or equivalently a collection $(c_y)_{y \in Y}$ of functions on $\Omega$. We assume that the functions $(c_y)$ are of class $C^{1,1}$ on $\Omega$:

$$\forall y \in Y, \ c_y \in C^{1,1}(\Omega). \quad \text{(Reg)}$$

We consider a compact subset $X$ of $\Omega$ and $\rho$ a probability density on $X$, i.e. such that $\rho dH^d$ is a probability measure. By an abuse of notation, we will often conflate the density $\rho$ with the measure $\rho dH^d$ itself. Note that the support of $\rho$ is contained in $X$, but we do not assume that it is actually equal to $X$. The push-forward of $\rho$ by a measurable map $T: X \to Y$ is the finitely supported measure $T#\rho = \sum_{y \in Y} \rho(T^{-1}(y))\delta_y$. The map $T$ is called a transport map between $\rho$ and a probability measure $\mu$ on $Y$ if $T#\rho = \mu$. The semi-discrete optimal transport problem consists in minimizing the transport cost over all transport maps between $\rho$ and $\mu$, that is

$$\min \left\{ \int_X c(x, T(x))\rho(x)dH^d(x) \mid T: X \to Y \text{ s.t. } T#\rho = \mu \right\}. \quad \text{(M)}$$

This problem is an instance of Monge’s optimal transport problem, where the target measure is finitely supported. Kantorovich proposed a relaxed version of the problem (M) as an infinite dimensional linear programming problem over the space of probability measures with marginals $\rho$ and $\mu$.

1.2. Laguerre tessellation and economic interpretation. In the semi-discrete setting, the dual of Kantorovich’s relaxation can be conveniently phrased using the notion of Laguerre tessellation. We start with an economic metaphor. Assume that the probability density $\rho$ describes the population distribution over a large city $X$, and that the finite set $Y$ describes the location of bakeries in the city. Customers leaving at a location $x$ in $X$ try to minimize the walking cost $c(x, y)$, resulting in a decomposition of the space called a Voronoi tessellation. The number of customers received by a bakery is equal to the integral of $\rho$ over its Voronoi cell,

$$\text{Vor}_y := \{ x \in \Omega \mid \forall z \in Y, c(x, y) \leq c(x, z) \}.$$ 

If the price of bread is given by a function $\psi: Y \to \mathbb{R}$, customers leaving at location $x$ in $X$ make a compromise between walking cost and price by
minimizing the sum \( c(x, y) + \psi(y) \). This leads to
the notion of Laguerre tessellation, whose cells are given by
\[
\Lag_y(\psi) := \{ x \in \Omega \mid \forall z \in Y, c(x, y) + \psi(y) \leq c(x, z) + \psi(z) \}.
\] (1.1)

When the sets \( X \) and \( Y \) are contained in \( \mathbb{R}^d \) and
the cost is the squared Euclidean distance, the computation of
the Laguerre tessellation is a classical problem of computational geometry, for which there exists very efficient software. The shape of the Voronoi and Laguerre

tessellations is depicted in Figure 1.

We want the Laguerre cells to form a partition of \( \Omega \) up to a negligible
set. By the implicit function theorem, this will be the case if
the following twist condition holds,
\[
\forall x \in X, y \in Y \mapsto Dc_y(x) \in T^*_x\Omega \text{ is injective,} \quad \text{(Twist)}
\]
where \( D \) is the differential of the function \( c_y \). The twist condition implies that for any prices \( \psi \) on \( Y \), the transport map induced by the Laguerre
tessellation
\[
T_{\psi}(x) := \arg \min_{y \in Y} (c(x, y) + \psi(y)), \quad \text{(1.2)}
\]
is uniquely defined almost everywhere. It is easy to see (see Proposition 2.2),
that \( T_{\psi} \) is an optimal transport map between \( \rho \) and the pushforward measure
\[
T_{\psi}#\rho = \sum_{y \in Y} \rho(Lag_y(\psi))\delta_y.
\]

1.3. Kantorovich’s functional. Conversely, Theorem 1.1 below ensures
that any semi-discrete optimal transport problem admits such a solution. In
other words, for any probability density \( \rho \) on \( X \) and any probability measures
\( \mu \) on \( Y \) there exists a function (price) \( \psi \) on \( Y \) such that \( T_{\psi}#\rho = \nu \). The
proof of this theorem is an easy generalization of the proof given in [3] for
the quadratic cost, but it is nonetheless included in Section 2 for the sake of
completeness.

Here and after, we denote \( (\mathbb{I}_y)_{y \in Y} \) the canonical basis of \( \mathbb{R}^Y \), and \( \| \cdot \| \)
the Euclidean norm induced by this basis, while \( \| \cdot \|_g \) will denote the norm
induced by the Riemannian metric \( g \) on either \( T_x\Omega \) or \( T^*_x\Omega \) (which will
be clear from context. We will, slightly abusively, consider the space of probability measures \( P(Y) \) as a subset of \( \mathbb{R}^Y \).

**Theorem 1.1.** Assume \((\text{Reg})\) and \((\text{Twist})\), let \( \rho \) be a bounded probability density on \( \Omega \) and \( \nu = \sum_{y \in Y} \nu_y \delta_y \) in \( P(Y) \). Then, the functional \( \Phi \)
\[
\Phi(\psi) := \int_X \left( \min_{y \in Y} c(x, y) + \psi(y) \right) \rho(x) d\mathcal{H}^d_y(x) - \sum_{y \in Y} \psi(y) \nu_y
\]
\[
= \sum_{y \in Y} \int_{\text{Lag}_y(\psi)} \left( c(x, y) + \psi(y) \right) \rho(x) d\mathcal{H}^d_y(x) - \sum_{y \in Y} \psi(y) \nu_y
\]
(1.3)
is concave, \( C^1 \)-smooth, and its gradient is
\[
\nabla \Phi(\psi) = \sum_{y \in Y} \left( \rho(\text{Lag}_y(\psi)) - \nu_y \right) \mathbb{1}_y.
\]
(1.4)

**Corollary 1.2.** The following statements are equivalent:

(i) \( \psi : Y \rightarrow \mathbb{R} \) is a global maximizer of \( \Phi \);

(ii) \( T_\psi \) is an optimal transport map between \( \rho \) and \( \nu \);

(iii) \( T_\psi^# \rho = \nu \), or equivalently,
\[
\forall y \in Y, \ \rho(\text{Lag}_y(\psi)) = \nu_y
\]
(MA)

We call Kantorovich’s functional the function \( \Phi \) introduced in (1.3). Note that both this functional and its gradient are invariant by addition of a constant. The non-linear equation (MA) can be considered as a discrete version of the generalized Monge-Ampère equation that characterizes the solutions to optimal transport problems (see for instance Chapter 12 in [29]).

### 1.4. Damped Newton algorithm.

We consider a simple damped Newton’s algorithm to solve semi-discrete optimal transport problem. This algorithm is very close to the one used in [24] and has been suggested to us by Mirebeau. To phrase this algorithm in a more general way, we introduce a notation for the measure of Laguerre cells: for \( \psi \in \mathbb{R}^Y \) we set
\[
G(\psi) := \sum_{y \in Y} G_y(\psi) \mathbb{1}_y \text{ where } G_y(\psi) = \rho(\text{Lag}_y(\psi)),
\]
(1.5)
so that \( \nabla \Phi(\psi) = G(\psi) - \mu \). In the algorithm (Algorithm 1), we denote by \( A^+ \) the pseudo-inverse of the matrix \( A \).

The goal of this article is to prove the global convergence of this damped Newton algorithm and to establish estimates on the speed of convergence. As shown in Proposition 6.1, the convergence of Algorithm 1 depends on the regularity and strong monotonicity of the map \( G = \nabla \Phi \). As we will see, the regularity of \( G \) will depend mostly on the geometry of the cost function and the regularity of the density. On the other hand, the strong monotonicity of \( G \) will require a strong connectedness assumption on the support of \( \rho \), in the form of a weighted Poincaré-Wirtinger inequality. Before stating our main theorem we give some indication about these intermediate regularity and monotonicity results and their assumptions.
Input: A tolerance $\eta > 0$ and an initial $\psi_0 \in \mathbb{R}^Y$ such that
\[
\varepsilon_0 := \frac{1}{2} \min \left[ \min_{y \in Y} G_y(\psi_0), \min_{y \in Y} \mu_y \right] > 0. \tag{1.6}
\]

While: $\|G_y(\psi_k) - \mu_y\| \geq \eta$

Step 1: Compute $d_k = -DG(\psi_k)^+(G(\psi_k) - \mu)$

Step 2: Determine the minimum $\ell \in \mathbb{N}$ such that $\psi_{k+\ell} := \psi_k + 2^{-\ell}d_k$ satisfies
\[
\begin{cases}
\min_{y \in Y} G_y(\psi_{k+\ell}) \geq \varepsilon_0 \\
\|G(\psi_k) - \mu\| \leq (1 - 2^{-\ell+1}) \|G(\psi_k) - \mu\|
\end{cases}
\]

Step 3: Set $\psi_{k+1} = \psi_k + 2^{-\ell}d_k$ and $k \leftarrow k + 1$.

Algorithm 1: Simple damped Newton’s algorithm

1.5. Regularity of Kantorovich’s functional and MTW condition.
In order to establish the convergence of a damped Newton algorithm for (MA), we need to study the $C^{2,\alpha}$ regularity of Kantorovich’s functional $\Phi$. However, while $C^1$ regularity of $\Phi$ follows rather easily from the (Twist) hypothesis (or even from weaker hypothesis, see Theorem 2.1), higher order regularity seems to depend on the geometry of the cost function in a more subtle manner. We found that a sufficient condition for the regularity of $\Phi$ is the Ma-Trudinger-Wang condition [22], which appeared naturally in the study of the regularity of optimal transport maps. We use a suitable discretization of Loeper’s geometric reformulation of the Ma-Trudinger-Wang condition [19].

Definition 1.1 (Loeper’s condition). The cost $c$ satisfies Loeper’s condition if for every $y$ in $Y$ there exists a convex open subset $\Omega_y$ of $\mathbb{R}^d$ and a $C^{1,1}$ diffeomorphism $\exp^c_y : \Omega_y \to \Omega$ such that the functions
\[p \in \Omega_y \mapsto c(\exp^c_y p, y) - c(\exp^c_y p, z)\] (QC)
are quasi-convex for all $z$ in $Y$. The map $\exp^c_y$ is called the $c$-exponential with respect to $y$, and the domain $\Omega_y$ is an exponential chart.

Definition 1.2 ($c$-Convexity). Assuming Loeper’s condition, a subset $X$ of $\Omega$ is $c$-convex if for every $y$ in $Y$, the inverse image $(\exp^c_y)^{-1}(X)$ is convex.

Note that by assumption, the domain $\Omega$ itself is $c$-convex. The connection between this discrete version of Loeper’s condition and the conditions used in the regularity theory for optimal transport is detailed in Remark 1.1. The (QC) condition implies the convexity of Laguerre cells in the exponential charts, which plays a crucial role in the regularity of Kantorovich’s functional.

Theorem 1.3. Assume (Reg), (Twist), and (QC). Let $X$ be a compact, $c$-convex subset of $\Omega$ and let $\rho$ in $\mathcal{P}^{ac}(X) \cap C^\alpha(X)$ for $\alpha$ in $(0, 1]$. Then, Kantorovich’s functional is of class $C^{2,\alpha}_{loc}$ on the set
\[\mathcal{K}^+ := \{\psi : Y \to \mathbb{R} | \forall y \in Y, \rho(\text{Lag}_y(\psi)) > 0\}, \tag{1.7}\]
and its Hessian is given by
\[
(z \neq y) \quad \frac{\partial^2 \Phi}{\partial z_1 \partial z_2}(\psi) = \int_{\text{Lag}_{y}(\psi) \cap \text{Lag}_{z}(\psi)} \frac{\rho(x)}{\|Dc_y(x) - Dc_z(x)\|_y} d\mathcal{H}^{d-1}(x),
\]
\[
\frac{\partial^2 \Phi}{\partial y_1 \partial y_2}(\psi) = - \sum_{z \in Y \setminus \{y\}} \frac{\partial^2 \Phi}{\partial z_1 \partial z_2}. \tag{1.8}
\]

The proof of this theorem and a more precise statement are given in Section 4 (Theorem 4.1), showing that the $C^{2,\alpha}$ estimate can be made uniform when the mass of the Laguerre cells is bounded from below by a positive constant.

**Remark 1.1.** We remark that under certain assumptions on the cost $c$, our (QC) condition is implied by classical conditions introduced in a smooth setting by X.-N. Ma, N. Trudinger, and X.-J. Wang [22], which include the well known (MTW) or (A3) condition. See Remark 4.3 for more specifics.

There are a wide variety of known examples satisfying these conditions. Aside from the canonical example of the inner product on $\mathbb{R}^n \times \mathbb{R}^n$, and other costs on Euclidean spaces mentioned in [22, 28], there are the nonflat examples of Riemannian distance squared and $-\log \|x - y\|_{\mathbb{R}^{n+1}}$ on (a subset of) $\mathbb{S}^n \times \mathbb{S}^n$ (see [20]). The last cost is associated to the far-field reflector antenna problem. We refer the reader to [15, p. 1331] for a (more) comprehensive list of such costs.

### 1.6. Strong concavity of Kantorovich’s functional.

As noted earlier, Kantorovich’s functional $\Phi$ cannot be strictly concave, since it is invariant under addition of a constant. This implies that the Hessian $\nabla^2 \Phi$ has a zero eigenvalue corresponding to the constants. A more serious obstruction to the strict concavity of $\Phi$ at a point $\psi$ arises when the discrete graph induced by the Hessian (where two points are connected iff $\partial^2 \Phi / \partial z_1 \partial z_2(\psi) \neq 0$) is not connected. This can happen either because one of the Laguerre cells is empty (hence not connected to any neighbor) or if the support of the probability density $\rho$ is itself disconnected. In order to avoid the latter phenomena, we will require that $(X, \rho)$ satisfies a weighted $L^1$ Poincaré-Wirtinger inequality.

**Definition 1.3** (weighted Poincaré-Wirtinger). A continuous probability density $\rho$ on a compact set $X \subseteq \Omega$ satisfies a weighted Poincaré-Wirtinger inequality with constant $C_{\rho \rho W} > 0$ if for every $C^2$ function $f$ on $X$,
\[
\|f - E_\rho(f)\|_{L^1(\rho)} \leq C_{\rho \rho W} \|\nabla f\|_{L^1(\rho)}, \tag{PW}
\]
where $\|h\|_{L^1(\rho)} := \int_X |h(x)| \rho(x) d\mathcal{H}^n_\rho(x)$ and $E_\rho(f) := \int_X f(x) \rho(x) d\mathcal{H}^n_\rho(x)$.

We denote $E_Y$ the orthogonal complement (in $\mathbb{R}^Y$) of the space of constant functions on $Y$, that is $E_Y := \{ \psi \in \mathbb{R}^Y \mid \sum_y \psi(y) = 0 \}$. As before, $\mathcal{K}^+$ is the set of functions $\psi$ whose Laguerre cells all have positive mass.

**Theorem 1.4.** Assume (Reg), (Twist), (QC). Let $X$ be a compact, $c$-convex subset of $\Omega$, and $\rho$ be a continuous probability density on $X$ satisfying (PW). Then, Kantorovich’s functional $\Phi$ is strictly concave on $E_Y \cap \mathcal{K}^+$.

As before, a more quantitative statement is proven in Section 5 (Theorem 5.1), establishing strong concavity of $\Phi$ assuming that the mass of the Laguerre cells is bounded from below by a positive constant.
1.7. **Convergence result.** Putting Proposition 6.1, Theorem 1.3 and Theorem 1.4 together, we can prove the global convergence of the damped Newton algorithm for semi-discrete optimal transport (Algorithm 1) together with optimal convergence rates.

**Theorem 1.5.** Assume (Reg), (Twist) and (QC) and also that

(i) The support of the probability density \( \rho \) is included in a compact, \( c \)-convex subset \( X \) of \( \Omega \), and \( \rho \in C^\alpha(X) \) for \( \alpha \) in \((0,1]\).  

(ii) \( \rho \) has positive Poincaré-Wirtinger (PW) constant.

Then the damped Newton algorithm for semi-discrete optimal transport (Algorithm 1) converges globally with linear rate and locally with rate \( 1 + \alpha \).

**Comparison to previous work.** There exist a few other numerical methods relying on Newton’s algorithm for the resolution of the standard Monge-Ampère equation or for the quadratic optimal transport problem. Here, we highlight some of the differences between Algorithm 1 and Theorem 1.5 and these existing results. First, we note that many authors have reported the good behavior in practice of Newton’s or quasi-Newton’s methods for solving discretized Monge-Ampère equations or optimal transport problems [23, 8, 4]. Note however that none of these works contain convergence proofs for the Newton’s algorithm.

Loeper and Rappetti [21] (refined by Saumier, Agueh, and Khouider [26]) establish the global convergence of a damped Newton’s method for solving quadratic optimal transport on the torus, relying heavily on Caffarelli’s regularity theory. In particular, the convergence of the algorithm requires a positive lower bound on the probability densities, while this condition is not necessary for Theorem 1.5 (see Section 5 and Appendix A where we construct explicitly probability densities with non-convex support that still satisfy the hypothesis of Theorem 1.5). A second drawback on relying on the regularity theory for optimal transport is that the damping parameter, which is an input parameter of the algorithm used in [21], cannot be determined explicitly from the data. Third, the convergence proof is for continuous densities, and it seems difficult to adapt it to the space-discretized problem. On the positive side, it seems likely that the convergence proof of [21][26] can be adapted to cost functions satisfying the Ma-Trudinger-Wang condition (which is equivalent to Loeper’s condition (QC) that we also require).

Finally Oliker and Prussner prove the *local* convergence of Newton’s method for finding Alexandrov’s solutions to the Monge-Ampère equation \( \det D^2 u = \nu \) with Dirichlet boundary conditions, where \( \nu \) is a finitely supported measure [25]. Global convergence for a damped Newton’s algorithm is established by Mirebeau [24] for a variant of Oliker and Prussner’s scheme, but without convergence rates. Theorem 1.5 article can be seen as an extension of the strategy used by Mirebeau to optimal transport problems, which amounts to (a) replacing the Dirichlet boundary conditions with the second boundary value conditions from optimal transport (b) replacing the Lebesgue measure by more general probability densities and (c) changing the Monge-Ampère equation itself in order to deal with more general cost functions.
Outline. In Section 2, we establish the differentiability of Kantorovich’s functional $\Phi$, adapting arguments from [3]. In Sections 3 and 4, we prove the (uniform) second-differentiability of Kantorovich’s functional when the cost function satisfies Loeper’s (QC) condition. Section 5 is devoted to the proof of uniform concavity of Kantorovich’s functional, when the probability density satisfies a Poincaré-Wirtinger inequality (PW). In Section 6, we combine these intermediate results to prove the convergence of the damped Newton’s algorithm (Theorem 1.5), and we present a numerical illustration. Appendix A presents an explicit construction of a probability density with non-convex support over $\mathbb{R}^d$ which satisfies the assumptions of Theorem 1.5. Appendix B contains an elementary proof of a convex geometry result used in the regularity proof. Finally, Appendix C contains an alternate proof of a crucial transversality condition, under the assumption that the target set $Y$ is sampled from some continuous domain.

2. Kantorovich’s functional

The purpose of this section is to present the variational formulation introduced in [3] for the semi-discrete optimal transport problem, adapting the arguments presented for the squared Euclidean cost in [3] to cost functions satisfying (Reg’) and (Twist’), which are weaker than the conditions (Reg) and (Twist) presented in the introduction:

\[ \forall y \in Y, \ c_y \in C^0(\Omega) \quad \text{(Reg')} \]
\[ \forall y \neq z \in Y, \forall t \in \mathbb{R}, \ H_d^d((c_y - c_z)^{-1}(t)) = 0 \quad \text{(Twist')} \]

Note that under (Twist’), the map $T_\psi : X \to Y$ defined by (1.2) is uniquely-defined $H_d^d$-almost everywhere. Most of the results presented here are well known in the optimal transport literature, we include proofs for completeness.

**Theorem 2.1.** Assume (Reg’) and (Twist’), and let $\rho$ be a bounded probability density on $\Omega$ and $\nu = \sum_{y \in Y} \nu_y \delta_y$ be a probability measure over $Y$. Then, the functional $\Phi$ defined by (1.3) is concave, $C^1$-smooth, and its gradient is given by (1.4).

The proof of Theorem 2.1 relies on Propositions 2.2 and 2.3.

**Proposition 2.2.** For any $\psi : Y \to \mathbb{R}$, the map $T_\psi$ is an optimal transport map for the cost $c$ between any probability density $\rho$ on $\Omega$ and the pushforward measure $\nu := T_\psi \# \rho$.

**Proof.** Assume that $\nu = S \# \rho$ where $S$ is a measurable map between $X$ and $Y$. Then, by definition of $T_\psi$ one has

\[ \forall x \in X, \ c(x, T_\psi(x)) + \psi(T_\psi(x)) \leq c(x, S(x)) + \psi(S(x)). \]

Multiplying this inequality by $\rho$ and integrating it over $X$ gives

\[ \int_X (c(x, T_\psi(x)) + \psi(T_\psi(x))) \rho(x) d H_d^d(x) \leq \int_X (c(x, S(x)) + \psi(S(x))) \rho(x) d H_d^d(x) \]

Since $\nu = S \# \rho = T_\psi \# \rho$, the change of variable formula gives

\[ \int_X \psi(S(x)) \rho(x) d H_d^d(x) = \int_Y \varphi(y) d \nu = \int_X \psi(T_\psi(x)) \rho(x) d H_d^d(x) \]
Subtracting this equality from the inequality above shows that \( T_\psi \) is optimal:
\[
\int_X c(x, T_\psi(x)) \rho(x) d\mathcal{H}^d(x) \leq \int_X c(x, S(x)) \rho(x) d\mathcal{H}^d(x)
\]
\[\square\]

**Proposition 2.3.** Assume (Twist') and (Reg'). Let \( \rho \) be a probability density over a compact subset \( X \) of \( \Omega \). Then, the map \( G : \mathbb{R}^Y \to \mathbb{R}^Y \) is continuous:
\[
G(\psi) = \left( \rho(\text{Lag}_y(\psi)) \right) |_{y \in Y}
\]

**Lemma 2.4.** Let \( \rho \) be a probability density over a compact subset \( X \) of \( \Omega \), and let \( f \) in \( C^0(X) \) be such that \( \rho(f^{-1}(t)) = 0 \) for all \( t \in \mathbb{R} \). Then, the function \( g : t \mapsto \rho(f^{-1}((-\infty, t]) \) is continuous.

**Proof.** We consider the function \( h(t) = \rho(f^{-1}((-\infty, t])) \). By hypothesis, \( g(t) - h(t) = \rho(f^{-1}(t)) = 0 \). Moreover, using Lebesgue’s monotone convergence theorem one easily sees that \( g \) (resp. \( h \)) is right-continuous (resp. left-continuous). This concludes the proof \[\square\]

**Proof of Proposition 2.3.** Proving the continuity of \( G \) amounts to proving the continuity of the functions \( G_y(\psi) := \rho(\text{Lag}_y(\psi)) \) for any \( y \) in \( Y \). Fix \( y \) in \( Y \) and remark that by definition, \( \text{Lag}_y(\psi) = \bigcap_{z \neq y \in Y} H_z(\psi) \) where
\[
H_z(\psi) := \{ x \in X | c(x, y) + \psi(y) \leq c(x, z) + \psi(z) \}.
\]

Denoting \( A \Delta B \) the symmetric difference of two sets, we have the following inequalities
\[
|G_y(\psi) - G_y(\varphi)| \leq \rho(\text{Lag}_y(\psi) \Delta \text{Lag}_y(\varphi)) \leq \sum_{z \neq y \in Y} \rho(H_z(\psi) \Delta H_z(\varphi)).
\]

Fix \( z \neq y \in Y \), and denote \( f = c(\cdot, y) - c(\cdot, z) \). Then,
\[
H_z(\psi) \Delta H_z(\varphi) \subseteq f^{-1}([\psi(z) - \psi(y), \varphi(z) - \varphi(y)]).
\]

By (Twist') and Lemma 2.4 we know that \( \lim_{\varphi \to \psi} \rho(H_z(\psi) \Delta H_z(\varphi)) = 0 \), which with (2.10) concludes the proof. \[\square\]

**2.1. Proof of Theorem 1.1.** We simultaneously show that the functional is concave and compute its gradient. For any function \( \psi \) on \( Y \) and any measurable map \( T : X \to Y \), one has \( \min_{y \in Y} (c(x, y) + \psi(y)) \leq c(y, T(y)) + \psi(T(y)) \), which by integration gives
\[
\Phi(\psi) \leq \int_X (c(x, T(x)) + \psi(T(x))) \rho(x) d\mathcal{H}^d(x) - \sum_{y \in Y} \psi(y) \nu_y.
\]

Moreover, equality holds when \( T = T_\psi \). Taking another function \( \varphi \) on \( Y \) and setting \( T = T_\varphi \) in Equation (2.11) gives
\[
\Phi(\psi) \leq \Phi(\varphi) + \langle G(\varphi) - \nu | \psi - \varphi \rangle,
\]
where \( G \) is defined as in the statement of Proposition 2.3. This proves that the superdifferential of \( \Phi \) is never empty, thus establishing the concavity. By Proposition 2.3, the map \( G \) is continuous, meaning that we have constructed a continuous selection of a supergradient in the superdifferential of the concave function \( \Phi \). By standard arguments from convex analysis, this proves that \( \Phi \) is \( C^1 \), and that \( \nabla \Phi(\psi) = G(\psi) - \nu \).
3. Local regularity in a \( c \)-exponential chart

The results presented in this section constitute an intermediate step in the proof of \( C^{2,\alpha} \) regularity of Kantorovich’s functional. Let \( \hat{X} \) be a compact, convex subset of \( \mathbb{R}^d \) and \( f_1, \ldots, f_N \) be \( C^{1,1} \) functions on \( \hat{X} \) which are quasi-convex, meaning that for any scalar \( \kappa \in \mathbb{R} \) the closed sublevel sets \( K_i(\kappa) := f_i^{-1}([-\infty, \kappa]) \) are convex. Let \( \hat{\rho} \) be a continuous probability density over \( \hat{X} \). The purpose of this section is to give sufficient conditions to ensure the regularity of the following function \( \hat{G} \) near the origin of \( \mathbb{R}^N \):

\[
\hat{G} : \lambda \in \mathbb{R}^N \mapsto \int_{K(\lambda)} \hat{\rho}(x) d\mathcal{H}^d(x), \tag{3.12}
\]

where \( K(\lambda) := \hat{X} \cap \bigcap_{i=1}^N K_i(\lambda_i) = \{ x \in \hat{X} \mid \forall i \in \{1, \ldots, N\}, f_i(x) \leq \lambda_i \} \).

3.1. Assumptions and statement of the theorem. We will impose two conditions on the functions \( (f_i)_{1 \leq i \leq N} \). As we will see in Section 4, both conditions are satisfied when these functions \( (f_i) \) are constructed from a semi-discrete optimal transport transport problem whose cost function satisfy Loeper’s condition (see Definition 1.1).

Non-degeneracy. The functions \( (f_i) \) satisfy the nondegeneracy condition if the norm of their gradients is bounded from below:

\[
\varepsilon_{nd} := \min_{1 \leq i \leq N} \min_{\hat{X}} \| \nabla f_i \| > 0. \tag{ND}
\]

This condition is necessary for the continuity of the map \( \hat{G} \) even when \( N = 1 \).

Transversality. The boundary of the convex set \( K(\lambda) \) can be decomposed into \( N + 1 \) facets, namely \( (K(\lambda) \cap \partial K_i(\lambda_i))_{1 \leq i \leq N} \) and \( K(\lambda) \cap \partial \hat{X} \). The purpose of the transversality condition we consider is to ensure that adjacent facets make a minimum angle, when \( \lambda \) remains close to some fixed vector \( \lambda_0 \). More precisely, we say that the family of functions \( (f_i) \) satisfy the transversality condition near \( \lambda_0 \) if there exists positive constants \( \varepsilon_{tr} \) and \( T_{tr} \leq 1 \) such that for every \( \lambda \) in \( \mathbb{R}^N \) satisfying \( \| \lambda - \lambda_0 \|_\infty \leq T_{tr} \) for the usual \( \ell^\infty \) norm on \( \mathbb{R}^N \) and every point \( x \) in \( \partial K(\lambda) \) one has,

if \( \exists i \neq j \in \{1, \ldots, N\} \) s.t. \( f_i(x) = \lambda_i \) and \( f_j(x) = \lambda_j \),

then,

\[
\left( \frac{\langle \nabla f_i(x) \mid \nabla f_j(x) \rangle}{\| \nabla f_i(x) \| \| \nabla f_j(x) \|} \right)^2 \leq 1 - \varepsilon_{tr}^2 \tag{T}
\]

if \( \exists i \in \{1, \ldots, N\} \) s.t. \( f_i(x) = \lambda_i \) and \( x \in \partial \hat{X} \),

then, \( \forall u \in N_x \hat{X} \),

\[
\left( \frac{\langle u \mid \nabla f_j(x) \rangle}{\| u \| \| \nabla f_j(x) \|} \right)^2 \leq 1 - \varepsilon_{tr}^2,
\]

where \( N_x \hat{X} \) is the normal cone to the convex set \( \hat{X} \) at \( x \) (see (B.68) for a definition). When \( \partial \hat{X} \) is smooth at \( x \), \( N_x \hat{X} \) is the ray spanned by the exterior normal to \( \hat{X} \) at \( x \). We denote by \( \Sigma(\lambda) \) the set of points \( x \) in the
boundary of $K(\lambda)$ satisfying one of the assumptions in (T) or, equivalently, which belong to two (or more) distinct facets of $K(\lambda)$:

$$\Sigma(\lambda) = \bigcup_{1 \leq i < N} (K(\lambda) \cap \partial X \cap \partial K_i(\lambda_i) \cup \bigcup_{1 \leq i < j \leq N} (K(\lambda) \cap \partial K_i(\lambda_i) \cap \partial K_j(\lambda_j)).$$

We will see that the transversality condition (T) and the quasi-convexity of the functions $(f_i)$ imply a uniform upper bound on the $(d - 2)$-Hausdorff measure of $\Sigma(\lambda)$, which is essential in establishing the smoothness of $\hat{G}$.

**Theorem 3.1.** Assume that the functions satisfy the non-degeneracy condition (ND) and the transversality condition (T) near $\lambda_0$. Let $\hat{\rho}$ be a $C^\alpha$ probability density on $\hat{X}$. Then, the map $\hat{G}$ defined in (3.12) is of class $C^{1,\alpha}$ on the cube $Q := R_0 + [-T_{tr}, T_{tr}]^N$ and has partial derivatives given by

$$\frac{\partial \hat{G}}{\partial \lambda_i}(\lambda) = \int_{K(\lambda) \cap \partial K_i(\lambda)} \hat{\rho}(x) \|\nabla f_i(x)\| dH^{d-1}(x). \quad (3.13)$$

In addition, the norm $\|\hat{G}\|_{C^{1,\alpha}(Q)}$ is bounded by a constant depending only on $\varepsilon_{tr}, \varepsilon_{nd}, \|\hat{\rho}\|_{C^\alpha(\hat{X})}$, on the diameter of $\hat{X}$ and on

$$C_M := \max_{1 \leq i \leq N} \|\nabla f_i\|_\infty, \quad C_L := \max_{1 \leq i \leq N} \|\nabla f_i\|_{Lip(\hat{X})}. \quad (3.14)$$

Note that the $C^{1,\alpha}$ constant of $\hat{G}$ depends on the transversality constant $\varepsilon_{tr}$, but that it does not depend on $T_{tr}$.

### 3.2. Existence of partial derivatives.

Without loss of generality, we assume that $\lambda_0 = 0$. We start the proof of Theorem 3.1 by showing the existence of partial derivatives for the map $\hat{G}$. In this section, we denote $e_1, \ldots, e_N$ the canonical basis of $\mathbb{R}^N$. We start by rewriting the finite difference defining the partial derivative of $\hat{G}$ in direction $\alpha_i$ using the coarea formula. Fix $|\lambda| < T_{tr}$. For $t > 0$, one has:

$$\frac{1}{t} (\hat{G}(\lambda + te_i) - \hat{G}(\lambda)) = \frac{1}{t} \int_{K(\lambda + te_i) \setminus K(\lambda)} \hat{\rho}(x) dH^d(x)$$

$$= \frac{1}{t} \int_{\lambda_i}^{\lambda_i + t} \hat{g}(s) ds, \quad (3.14)$$

where the function $\hat{g}$ is defined by

$$\hat{g}(s) := \int_{\cap_{j \neq i} K_j(\lambda_j) \cap f_i^{-1}(s)} \hat{\rho}(x) \|\nabla f_i(x)\| dH^{d-1}(x). \quad (3.15)$$

The same reasoning also holds for $t < 0$. We now claim that $\hat{g}$ is continuous on some interval around $\lambda_i$, which by (3.14) and the Fundamental Theorem of Calculus will imply that the limit as $t \to 0$ in (3.14) exists and is equal to $\hat{g}(\lambda)$, thus establishing the formula (3.13). The continuity of $\hat{g}$ follows from the next proposition, which is formulated in a slightly more general way.

**Proposition 3.2. Let $\sigma$ be a continuous non-negative function on $\hat{X}$ and let $\omega$ be the modulus of continuity of $\sigma$. Given any vector $\lambda$ in $\mathbb{R}^N$ with
\[ \|\lambda\|_\infty \leq T_{tr}, \text{ consider the function} \]
\[ h : s \in \mathbb{R} \mapsto \int_{L \cap S_s} \sigma(x) d\mathcal{H}^{d-1}(x), \]
where \( L := \bigcap_{j \neq i} K_j(\lambda_j) \) and \( S_s := f_s^{-1}(s) \). Then \( h \) is uniformly continuous on \([-T_{tr}, T_{tr}]\) and has modulus of continuity
\[ \omega_h(\delta) = \text{const} \cdot (\omega(C\delta) + |\delta|), \quad (3.16) \]
where the constants only depend on \( \|L\| \) depending only on \( d \).

**Proof.** We see that the function \( \hat{V} \) satisfies the following inequalities for every \( x \), \( y \in \hat{X} \), \( t \in \mathbb{R} \):
\[
\|\Phi_i(x, t) - \Phi_i(x, s)\| \leq \frac{|t - s|}{\varepsilon_{nd}} \quad (3.17)
\]
\[
\|\Phi_i(x, t) - \Phi_i(y, t)\| \leq \exp(C_\Phi |t|) \|x - y\|, \quad (3.18)
\]
where \( C_\Phi := 3C_L/\varepsilon_{nd}^2 \).

**Lemma 3.3.** Assume that the functions \( f_i : \hat{X} \to \mathbb{R} \) satisfy (ND). Then, for every \( i \in \{1, \ldots, N\} \), there exists a map \( \Phi_i : \hat{X} \times \mathbb{R} \to \mathbb{R}^d \) such that:
(i) For any \((x, t)\) in \( \hat{X} \times \mathbb{R} \) such that the curve \( \Phi_i(x, [0, t]) \) remains in \( \hat{X} \), one has \( f_i(\Phi_i(x, t)) = f_i(x) + t \).
(ii) The map \( \Phi_i \) satisfies the following inequalities for every \( x, y \in \hat{X}, t \in \mathbb{R} \):
\[
\|\Phi_i(x, t) - \Phi_i(x, s)\| \leq \frac{|t - s|}{\varepsilon_{nd}} \quad (3.17)
\]
\[
\|\Phi_i(x, t) - \Phi_i(y, t)\| \leq \exp(C_\Phi |t|) \|x - y\|, \quad (3.18)
\]
where \( C_\Phi := 3C_L/\varepsilon_{nd}^2 \).

**Proof.** We consider the vector field \( V_i^0(x) = \nabla f_i(x)/\|\nabla f_i(x)\|^2 \) on \( \hat{X} \), which satisfies \( \|V_i^0\|_\infty \leq 1/\varepsilon_{nd} \) and whose Lipschitz constant is bounded by \( C_\Phi \). This vector field is extended to \( \mathbb{R}^d \) using the orthogonal projection on \( \hat{X} \), denoted \( p_\hat{X} \),
\[
\forall x \in \mathbb{R}^d, V_i(x) := V_i^0(p_\hat{X}(x)).
\]
By convexity of \( \hat{X} \), the map \( p_\hat{X} \) is 1-Lipschitz. This implies that the Lipschitz constant of \( V_i \) is also bounded by \( C_\Phi \). We let \( \Phi_i \) be the flow induced by this vector field, which exists and is for all time since \( V_i \) is bounded and uniformly Lipschitz on all of \( \mathbb{R}^d \). The inequality (3.17) follows from the definition of integral curves and the bound on \( \|V_i\| \). Any integral curve \( \gamma : [0, T] \to \mathbb{R}^d \) of \( V_i \) which remains in \( \hat{X} \) satisfies
\[
f_i(\gamma(t)) = f_i(\gamma(0)) + \int_0^t \langle \gamma'(s) \mid \nabla f_i(\gamma(s)) \rangle ds
\]
\[
= f_i(\gamma(0)) + \int_0^t \langle V_i(\gamma(s)) \mid \nabla f_i(\gamma(s)) \rangle ds = f_i(\gamma(0)) + t,
\]
thus establishing (i). The inequality (3.18) follows from the bound on the Lipschitz constant of \( V_i \) and from Gronwall’s lemma. \( \square \)

**Lemma 3.4.** Assuming the transversality condition (T), there exists a constant depending only on \( d \) and \( \text{diam}(\hat{X}) \) such that for every \( \|\lambda\|_\infty \leq T_{tr}, \)
\[
\mathcal{H}^{d-2}(\Sigma(\lambda)) \leq \text{const}(d, \text{diam}(\hat{X})) \cdot \frac{1}{\varepsilon_{tr}}.
\]
Proof. Given $\|\lambda\|_\infty \leq T_{tr}$, the transversality condition (T) implies

$$\forall x \in \Sigma(\lambda), \exists u, v \in \mathcal{N}_x K(\lambda), \left(\frac{\langle u \mid v \rangle}{\|u\| \|v\|}\right)^2 \leq 1 - \varepsilon_{tr}^2,$$

where $\mathcal{N}_x K(\lambda)$ is the normal cone to the convex set $K(\lambda)$ at $x$ (see (B.68)). This implies that $\Sigma(\lambda)$ is included in the set Sing($K(\lambda), \varepsilon_{tr}$) of $\tau$-singular points defined in (B.69), with $\tau = \varepsilon_{tr}$. The lemma then follows from Proposition B.1. □

Proof of Proposition 3.2. Let $t, s$ be small enough so that the transversality condition (T) holds (that is $t, s \in [-T_{tr}, T_{tr}]$). We assume that $t < s$ so as to fix the signs of some expressions. We consider the following partition of the facet $S_t \cap L$, whose geometric meaning is illustrated in Figure 2:

$$A_t = \{x \in S_t \cap L \mid \Phi_t(x, [0, s-t]) \subseteq L\}$$
$$B_t = \{x \in S_t \cap L \mid \exists u \in [0, s-t), \Phi_t(x, u) \in \partial L\}.$$

Similarly, we define

$$A_s = \{x \in S_s \cap L \mid \Phi_t(x, [t-s, 0]) \subseteq L\}$$
$$B_s = \{x \in S_s \cap L \mid \exists u \in (t-s, 0], \Phi_t(x, u) \in \partial L\}.$$

Recall that by definition,

$$h(t) = \int_{A_t} \sigma(x) d\mathcal{H}^{d-1}(x) + \int_{B_t} \sigma(x) d\mathcal{H}^{d-1}(x), \quad (3.19)$$

where the integral is with respect to the $(d-1)$-dimensional Hausdorff measure. Our strategy to show the continuity of $h$ is to prove that the first
term in the sums defining $h(t)$ and $h(s)$ in (3.19) are close, namely

$$\left| \int_{A_t} \sigma(x) d\mathcal{H}^{d-1}(x) - \int_{A_s} \sigma(x) d\mathcal{H}^{d-1}(x) \right| \leq \text{const} \cdot (|s-t| + \omega(C|s-t|)) \tag{3.20}$$

and then that the terms involving $B_t, B_s$ are small (recall that both sets depend on $t$ and $s$):

$$\int_{B_t} |\sigma(x) d\mathcal{H}^{d-1}(x)| + \int_{B_s} |\sigma(x) d\mathcal{H}^{d-1}(x)| \leq \text{const} \cdot |s-t| \tag{3.21}$$

The combination of the estimates (3.20) and (3.21) implies the desired inequality (3.16). We now turn to the proof of these estimates, and that the constant in these estimates depend on $\|f_i\|_{C^{1,1}}, \text{diam}(\hat{X}), \varepsilon_{nd}, \varepsilon_{tr}$ and $\|\sigma\|_\infty$.

**Proof of Estimate (3.20).** By Lemma 3.3.(i), for any point $x$ in $A_t$ one has $f_i(\Phi_i(x, s-t)) = s$, so that the map $F(x) := \Phi_i(x, s-t)$ induces a bijection between the sets $A_t$ and $A_s$. As a consequence of (3.18), the restriction of $F$ to $A_t$ is a bi-Lipschitz bijection between the sets $A_t$ and $A_s$, with Lipschitz constant

$$\max\{\|F^{-1}\|_{\text{Lip}(A_s)}, \|F\|_{\text{Lip}(A_t)}\} \leq \exp(C\Phi|s-t|).$$

Using a Lipschitz change of variable formula, we get

$$\int_{A_t} \sigma(x) d\mathcal{H}^{d-1}(x) = \int_{F^{-1}(A_s)} \sigma(x) d\mathcal{H}^{d-1}(x)$$

$$\leq \|F^{-1}\|_{\text{Lip}(A_s)}^{d-1} \int_{A_s} \sigma(F^{-1}(x)) d\mathcal{H}^{d-1}(x)$$

$$\leq \exp(C\Phi(d-1)|s-t|) \int_{A_s} \sigma(F^{-1}(x)) d\mathcal{H}^{d-1}(x). \tag{3.22}$$

By definition of the modulus of continuity and thanks to (3.17),

$$|\sigma(F^{-1}(x)) - \sigma(x)| \leq \omega(\|F^{-1}(x) - x\|) = \omega(\|\Phi(x, s-t) - x\|) \leq \omega(|s-t|/\varepsilon_{nd})$$

Integrating this inequality, we get

$$\int_{A_s} \sigma(F^{-1}(x)) d\mathcal{H}^{d-1}(x) \leq \int_{A_s} \sigma(x) d\mathcal{H}^{d-1}(x) + \mathcal{H}^{d-1}(A_s) \omega(|s-t|/\varepsilon_{nd})$$

$$\leq \int_{A_s} \sigma(x) d\mathcal{H}^{d-1}(x) + \mathcal{H}^{d-1}(\hat{X}) \omega(|s-t|/\varepsilon_{nd}) \tag{3.23}$$

where the second inequality uses the monotonicity of the $(d-1)$-dimensional Hausdorff measure of the boundary of a convex set with respect to inclusion, see [27, p.211]. Combining (3.22) and (3.23) we get

$$\int_{A_t} \sigma(x) d\mathcal{H}^{d-1}(x) \leq \exp(C\Phi(d-1)|s-t|) \left( \int_{A_s} \sigma(x) d\mathcal{H}^{d-1}(x) + \mathcal{H}^{d-1}(\hat{X}) \omega(|s-t|/\varepsilon_{nd}) \right)$$
so that
\[
\int_{A_t} \sigma(x)d\mathcal{H}^{d-1}(x) - \int_{A_s} \sigma(x)d\mathcal{H}^{d-1}(x) \leq (\exp(C_\Phi(d-1)|s-t|) - 1) \|\sigma\|_\infty \mathcal{H}^{d-1}(\hat{X}) + \\
\exp(C_\Phi(d-1)|s-t|)\mathcal{H}^{d-1}(\hat{X})\omega(|s-t|/\varepsilon_{nd})
\]
where the constant depends on $C_L, \varepsilon_{nd}, \varepsilon_{tr}, \|\sigma\|_\infty$ and $\text{diam}(\hat{X})$. Exchanging the role of $s$ and $t$ completes the proof of (3.20).

**Proof of (3.21).** By definition, for every point $x$ in the set $B_t$, the curve $\Phi_i(x,[0,s-t])$ must cross the boundary of $L$ at some point, so that
\[
u(x) := \min\{v \in [0,s-t] \mid \Phi_i(x,v) \in \partial L\}
\]
is well defined. We write $P(x) := \Phi_i(x, \nu(x))$ for the corresponding point on the boundary of $L$. By definition of $\nu(x)$, the curve $\Phi(x,[0,\nu(x)])$ is included in $L$, so that by Lemma 3.3.(i) we have $f_i(P(x)) = t + \nu(x)$. This shows
\[
P(B_t) \subseteq \Lambda := \partial L \cap f_i^{-1}([t,s]). \tag{3.24}
\]
We now prove that the map $P$ satisfies a reverse-Lipschitz inequality. Note that for any point $x$ in $B_t$,
\[
x = \Phi_i(P(x), -\nu(x)) = \Phi_i(P(x), t - f_i(P(x))),
\]
Using the bounds (3.18) and (3.17), we get that for any $x, y$ in $B_t$,\[
\|x - y\| \leq \|\Phi_i(P(x), t - f_i(P(x))) - \Phi_i(P(y), t - f_i(P(y)))\| \\
\leq \|\Phi_i(P(x), t - f_i(P(x))) - \Phi_i(P(y), t - f_i(P(x)))\| \\
+ \|\Phi_i(P(y), t - f_i(P(x))) - \Phi_i(P(y), t - f_i(P(y)))\| \\
\leq \exp(C\Phi T_{ir})\|P(x) - P(y)\| + |f_i(P(x)) - f_i(P(y))|/\varepsilon_{nd} \\
\leq C'\|P(x) - P(y)\|
\]
where $C' := \exp(C\Phi) + C_L/\varepsilon_{nd}$; we have used that $T_{ir} \leq 1$. We can now bound the $(d-1)$–Hausdorff measure of $B_t$ from that of $\Lambda$ using this Lipschitz bound and the inclusion (3.24):
\[
\mathcal{H}^{d-1}(B_t) \subseteq \mathcal{H}^{d-1}(P^{-1}(P(B_t))) \subseteq C'^{d-1}\mathcal{H}^{d-1}(\Lambda). \tag{3.25}
\]
What remains to be done is to prove that the $(d-1)$–Hausdorff measure of $\Lambda$ behaves like $O(|s-t|)$, and this is where the transversality condition will enter.

Let us write
\[
F_j := \begin{cases} 
  f_j^{-1}(\lambda_j), & j \neq 0, i, \\
  \partial \hat{X} \cap \partial L, & j = 0.
\end{cases}
\]
Then $\partial L$ can be partitioned (up to a $\mathcal{H}^{d-1}$–negligible set) into faces $\partial L = \cup_{j \neq i}(F_j \cap L)$ and using the coarea formula on each of the facets we get
(writing $B := f_i^{-1}([t, s])$)

$$
\mathcal{H}^{d-1}(\Lambda) = \sum_{j \neq i} \mathcal{H}^{d-1}(B \cap (F_j \cap L))
= \sum_{j \neq i} \int_{B \cap (F_j \cap L)} d\mathcal{H}^{d-1}(x)
= \sum_{j \neq i} \int_t^s \int_{S_u \cap (F_j \cap L)} \frac{1}{J_{ij}(x)} d\mathcal{H}^{d-2}(x)du,
$$
\[3.26\]

where and $J_{ij}(x)$ is the Jacobian of the restriction of the function $f_i$ to the hypersurface $F_j$. More precisely,

$$
J_{ij}(x) = \left\| \nabla f_i(x) - \langle \nabla f_i(x) | \nabla f_j(x) \rangle \nabla f_j(x) \right\|^2
\leq \|\nabla f_i(x)\|^2 \|v_i - \langle v_i | v_j \rangle v_j\|^2
\geq \|\nabla f_i(x)\|^2 (1 - \langle v_i | v_j \rangle^2)
\geq \varepsilon_{nd}^2 \varepsilon_{tr}.
$$
\[3.27\]

Combining (3.26) and (3.27) gives us

$$
\mathcal{H}^{d-1}(\Lambda) \leq \frac{1}{\varepsilon_{nd} \varepsilon_{tr}} \sum_{j \neq i} \int_t^s \mathcal{H}^{d-2}(S_u \cap (F_j \cap L))du
= \frac{1}{\varepsilon_{nd} \varepsilon_{tr}} \int_t^s \mathcal{H}^{d-2}(S_u \cap \partial L)du.
$$
\[3.28\]

By definition, a point belongs to the intersection $S_u \cap \partial L$ if it lies in the singularity set $\Sigma(\lambda(u))$ where $\lambda(u) = (\lambda_1, \ldots, \lambda_{i-1}, u, \lambda_{i+1}, \ldots, \lambda_N)$. By Lemma 3.4,

$$
\mathcal{H}^{d-2}(S_u \cap \partial L) \leq \mathcal{H}^{d-2}(\Sigma(\lambda(u))) \leq \text{const}(d, \text{diam}(\tilde{X})) \cdot \frac{1}{\varepsilon_{tr}}.
$$
\[3.29\]

Combining (3.25), (3.28) and (3.29) we obtain $\mathcal{H}^d(B_t) \leq \text{const} \cdot |t - s|$, which implies (3.21) using the boundedness of $\sigma$. \(\square\)

3.3. Continuity of partial derivatives. We prove that the function $\tilde{G}$ defined in (3.12) is continuously differentiable by controlling the modulus of continuity of its partial derivatives given in (3.13). Again, we start with a slightly more general proposition.
Proposition 3.5. Let \( \sigma \) be a continuous function on \( \bar{X} \) with modulus of continuity \( \omega \). Consider the following function on the cube \( Q := [-T_{tr}, T_{tr}]^N \):

\[
H(\lambda) := \int_{K(\lambda) \cap f_i^{-1}(\lambda_i)} \sigma(x) d\mathcal{H}^{d-1}(x).
\]

Then \( H \) is uniformly continuous on \( Q \) with modulus of continuity

\[
\omega_H(\delta) = \text{const} \cdot (\omega(C \delta) + |\delta|),
\]

where the constants only depend on \( \|f_i\|_{C^{1,1}(\bar{X})} \), \( \text{diam}(\bar{X}) \), \( \varepsilon_{nd} \), \( \varepsilon_{tr} \), and \( \|\sigma\|_{\infty} \).

Proof. Proposition 3.2 yields that the function \( H \) is uniformly continuous with respect to changes of the \( i \)th variable. Let us now consider variations with respect to the \( j \)th variable, with \( j \neq i \) by introducing

\[
h : s \in [-T_{tr}, T_{tr}] \mapsto \int_{K(\lambda_{i-1},...,\lambda_{j-1},s,\lambda_{j+1},...,\lambda_N) \cap f_i^{-1}(\lambda_i)} \sigma(x) d\mathcal{H}^{d-1}(x).
\]

for some fixed \( \lambda \in [-T_{tr}, T_{tr}]^N \). We can rewrite the difference between two values of \( h \) using the coarea formula. As before, we assume \( s > t \) to fix the signs and introduce \( L' := \bar{X} \cap \bigcap_{k \notin \{i,j\}} K_k(\lambda_k) \) and \( S := f_i^{-1}(\lambda_i) \). We have

\[
h(s) - h(t) = \int_{L \cap K_j(s) \cap S} \sigma(x) d\mathcal{H}^{d-1}(x) - \int_{L \cap K_j(t) \cap S} \sigma(x) d\mathcal{H}^{d-1}(x)
\]

\[
= \int_t^s \int_{L \cap S \cap f_j^{-1}(u)} \frac{\sigma(x)}{J_{ij}(x)} d\mathcal{H}^{d-2}(x) du,
\]

where the Jacobian factor \( J_{ij} \) \( \geq \varepsilon_{nd} \varepsilon_{tr} \) from (3.27). Therefore,

\[
h(s) \leq h(t) + \frac{\|\sigma\|_{\infty}}{\varepsilon_{nd} \varepsilon_{tr}} \int_t^s \mathcal{H}^{d-2}(L \cap S \cap f_j^{-1}(u)) du.
\]

(3.30)

Just as in the proof of Proposition 3.2, the set \( L \cap S \cap f_j^{-1}(u) \) is included in the set \( \Sigma(\lambda_1, ..., \lambda_{j-1}, u, \lambda_j, ..., \lambda_N) \). Thus, by Lemma 3.4,

\[
\mathcal{H}^{d-2}(L \cap S \cap f_j^{-1}(u)) \leq \frac{\text{const}(d, \bar{X})}{\varepsilon_{tr}}
\]

(3.31)

Combining (3.30) and (3.31) we can see that the function \( h \) is Lipschitz with constant

\[
C_h := \text{const}(d, \bar{X}) \frac{\|\sigma\|_{\infty}}{\varepsilon_{nd} \varepsilon_{tr}}.
\]

Finally,

\[
|H(\mu) - H(\lambda)| \leq \sum_{j=1}^N |H(\lambda_1, ..., \lambda_{j-1}, \mu_j, ..., \mu_N) - H(\lambda_1, ..., \lambda_j, \mu_{j+1}, ..., \mu_N)|
\]

\[
\leq \omega_h(|\mu_i - \lambda_i|) + \sum_{j \neq i} C_h |\mu_j - \lambda_j|
\]

\[
\leq \omega_h(\|\mu - \lambda\|_{\infty}) + (N - 1) C_h \|\mu - \lambda\|_{\infty},
\]

where \( \omega_h \) is the modulus of continuity defined in Proposition 3.2. This establishes the uniform continuity of the function \( H \), with the desired modulus of continuity. \( \square \)
3.4. Proof of Theorem 3.1. Proposition 3.2 shows that the partial derivative $\hat{G}$ with respect to the variable $\lambda_i$ exists and that its expression is given by (3.15). Applying Proposition 3.5 with $\sigma(x) = \hat{\rho}(x)/\|\nabla f_i(x)\|$, we obtain $C^\alpha$ regularity for each of the partial derivatives of $\hat{G}$ on the cube $Q := [-T_t, T_t]^N$ from the $C^\alpha$ regularity of $\hat{\rho}$. Moreover, the $C^\alpha$ constant of each partial derivative over $Q$ is controlled by

$$\text{const}(\text{diam}(\hat{X}), \varepsilon_{nd}, \varepsilon_{tr}, \|\nabla f_i\|_{C^{1,1}(X)}; \|\hat{\rho}\|_{C^\alpha(X)}).$$

4. $C^{2,\alpha}$ regularity of Kantorovich’s functional

This section is devoted to the proof of the following regularity result.

**Theorem 4.1.** Assume (Reg), (Twist), and (QC). Let $X$ be a compact, $c$-convex subset of $\Omega$ and $\rho$ in $\mathcal{P}^{ac}(X) \cap C^\alpha(X)$ for $\alpha$ in $(0, 1]$. Then, the Kantorovich’s functional $\Phi$ is uniformly $C^{2,\alpha}$ on the set

$$K^\varepsilon := \{ \psi: Y \to \mathbb{R} \mid \forall y \in Y, \rho(\text{Lag}_y(\psi)) > \varepsilon \}$$

and its Hessian is given by (1.8). In addition, the $C^{2,\alpha}$ norm of the restriction of $\Phi$ to $K^\varepsilon$ depends only on $\|\rho\|_\infty, \varepsilon, \text{diam}(X)$, and the constants defined in Remark 4.1 below.

For the remainder of the section, for any point $y$ in $Y$, we will denote $X_y = (\exp_y)^{-1}(X) \subseteq \mathbb{R}^d$ the inverse image of the domain $X$ in the exponential chart at $y$. The set $X_y$ is convex by $c$-concavity of $X$. We consider the functions $f_{x,y}: p \in X_y \mapsto c(\exp_y^z(p), y) - c(\exp_y^z(p), z)$, which are quasi-concave by (QC). The main difficulty in deducing Theorem 4.1 from Theorem 3.1 is in establishing the quantitative transversality condition (T) for the family of functions $(f_{x,y})_{z \in Y \setminus \{y\}}$.

**Remark 4.1 (Constants).** The $C^{2,\alpha}$ norm of the restriction of $\Phi$ to $K^\varepsilon$ explicitly depends on the following constants, whose finiteness (or positivity) follows from the compactness of the domain $X$, from the finiteness of the set $Y$ and from the conditions (Reg), (Twist), and (QC):

$$\varepsilon_{tw} := \min \min_{x \in X, y \in Y} \|Dc_y(x) - Dc_z(x)\|_g > 0$$

$$C_Q := \max_{(x,y) \in X \times Y} \|Dc_y(x)\|_g < +\infty$$

$$C_{\exp} := \max_{y \in Y} \max \left\{ \|\exp_y^z\|_{\text{Lip}(X_y)}, \|(\exp_y^z)^{-1}\|_{\text{Lip}(X)} \right\} < +\infty,$$

where we recall that $c_y(x) = c(x, y)$ and $X_y := \exp_y^{-1}(X)$. Our estimates will also rely on the following constants involving the differential of the exponential maps. As before, the tangent spaces $T_x\Omega$ are endowed with the Riemannian metric $g$ from $\Omega$. We set:

$$C_{\text{cond}} := \max_{y \in Y} \max_{p \in X_y} \text{cond}(D\exp_y^z),$$

$$C_{\text{det}} := \max_{y \in Y} \|\det(D\exp_y^z)\|_{\text{Lip}(X_y)},$$

where $\text{cond}(A)$ is the condition number of a linear transform $A$ between finite dimensional normed spaces and $\det(A)$ is the determinant of $A$ with respect
to orthonormal bases. The quantitative transversality estimates involve all the above constants in an explicit way, see (4.45).

Remark 4.2. Even in the Euclidean case, one needs a lower bound on the volume of Laguerre cells in order to establish the second-differentiability of the functional $\Phi$. Indeed, let $y_\pm = \pm 1$, let $y_0 = 0$, $Y = \{ y_-, y_0, y_+ \} \subseteq \mathbb{R}$. Consider the cost $c(x, y) = -xy$, and the density $\rho = 1$ on $X = [-\frac{1}{2}, \frac{1}{2}]$. Let $\varphi_\tau \in \mathbb{R}^Y$ be defined by $\varphi(y_\pm) = 1/2$ and $\varphi(y_0) = \tau$. A simple calculation gives, for $\tau \geq 0$,

$$\frac{\partial \Phi}{\partial \psi_{y_0}}(\varphi_\tau) = \max(1 - 2\tau, 0),$$

which is not differentiable at $\tau = 1/2$, even though (Reg), (Twist), and (QC) are all satisfied.

Outline. In Section 4.1, we establish a part of the transversality condition using elementary properties of convex sets (Proposition 4.2). We establish in Section 4.2 a second transversality condition using additional assumptions and proceed in Section 4.3 to the proof of Theorem 4.1. In Section 4.4, we propose an alternative transversality estimate when $Y$ is a sample subset of a target domain $\Omega'$ (Proposition 4.8).

4.1. Lower transversality estimates. Next, we undertake a series of proofs to obtain explicit constants in the transversality estimate (T), which depend on the choices of cost, domains, and dimension. Consider the Laguerre cell of a point $y$ in $Y$ in its own exponential chart, that is

$$L_y(\psi) := (\exp_y)^{-1}(\text{Lag}_y(\psi)) = \{ p \in X_y \mid f_{z,y}(p) \leq \psi(z) - \psi(y) \}.$$

The set $L_y(\psi)$ is the intersection of sublevel sets of the functions $f_{z,y}$, and is therefore a convex subset of $X_y$ by condition (QC). The first proposition establishes that two unit outer normals to $L_y$ with the same basepoint cannot be near-opposite. Recall the definition of the normal cone from (B.68).

Proposition 4.2. Assume that $\psi$ lies in $K^{\varepsilon/2}$ (see (4.32)). For any $y \in Y$, any point $p$ in $\partial L_y(\psi)$ and any unit normal vectors $v, w \in N_p L_y(\psi)$ one has

$$\langle v \mid w \rangle \geq -1 + \delta_0,$$

where $\delta_0 := \varepsilon/(2^{d-1} \| \rho \|_{\infty} C \exp^{-2d} \text{diam}(X)^d) \leq 1$. (4.34)

The proof of this proposition follows from a general lemma about convex sets. By convexity (QC), the set $L_y(\psi)$ is contained in an intersection of two half-spaces with outward normals $v$ and $w$ at $p$, giving an upper bound on its volume in terms of its diameter and the angle between $v$ and $w$ (see Figure 3). On the other hand, we know that the volume of $L_y(\psi)$ is bounded from below by a constant depending on $\varepsilon$. Comparing these bounds will give us the one-sided estimate (4.34).

Lemma 4.3. Let $K$ be a bounded convex set of $\mathbb{R}^d$, let $p$ be a boundary point of $K$ and $v, w$ be two unit (outward) normal vectors to $K$ at $p$. Then,

$$-1 + \delta_K^2 \leq \langle v \mid w \rangle \text{ where } \delta_K = \frac{\mathcal{H}^d(K)}{2^{d-2} \text{diam}(K)^d} \leq 1.$$
Figure 3. Bound on the volume of a convex set $K$ as a function of the angle between two normal vectors $v, w$ at the same point and its diameter (see Lemma 4.3).

Proof. The left-hand side of the inequality is non-positive, so the inequality needs only to be proven when $\langle v \mid w \rangle \leq 0$, which we assume from now on. Making a rotation of axes and a translation if necessary, we assume that $p$ lies at the origin and that the unit vectors span the first two coordinates of $\mathbb{R}^d$. Then, letting $H := \{ p \mid \langle p \mid v \rangle \leq 0 \}$, $H' := \{ p \mid \langle p \mid w \rangle \leq 0 \}$ and $D$ be the two-dimensional disc centered at 0 of radius $\text{diam}(K)$, one has

$$K \subseteq H \cap H' \cap (D \times [-\text{diam}(K), \text{diam}(K)]^{d-2}).$$

The intersection $H \cap H' \cap D$ is an angular sector of the disc $D$, whose angle is equal to $\theta := \pi - \arccos(\langle v \mid w \rangle)$ (see Figure 3). Therefore, we have

$$\mathcal{H}^d(K) \leq \mathcal{H}^d(H \cap H' \cap (D \times [-\text{diam}(K), \text{diam}(K)]^{d-2})) \leq 2^{d-2} \text{diam}(K)^d \tan(\theta/2). \quad (4.35)$$

Using the expression of $\cos(\theta)$ in term of $\tan(\theta/2)$ and recalling $\langle v \mid w \rangle \leq 0$,

$$\tan(\theta/2) = \sqrt{\frac{1 + \langle v \mid w \rangle}{1 - \langle v \mid w \rangle}} \leq \sqrt{1 + \langle v \mid w \rangle} \quad (4.36)$$

The lemma follows directly from Equations (4.35)–(4.36). □

Proof of Proposition 4.2. By definition of the bi-Lipschitz constant $C_{\exp}$,

$$\mathcal{H}^d(L_y(\psi)) \geq \varepsilon/(2C_{\exp}^d \| \rho \|_{\infty}) \quad \text{and} \quad \text{diam}(L_y(\psi)) \leq C_{\exp} \text{diam}(X).$$

Applying the above lemma to the two outward normals $v, w$ at $p$, we get

$$\langle v \mid w \rangle + 1 \geq \frac{\mathcal{H}^d(L_y(\psi))^2}{4^{d-2} \text{diam}(L_y(\psi))^{2d}} \geq \frac{\varepsilon^2}{4^{d-1}C_{\exp}^d \| \rho \|_{\infty}^2 \text{diam}(X)^{2d}}. \quad \square$$

We also record the following lemma for later use.

Lemma 4.4. Let $y$ in $Y$ and let $p$ in be a point of $L_y(\psi)$ such that for some $z \neq y$, $f_{z,y}(p) = \psi(z) - \psi(y)$. Then, the point $p' := (\exp_{\psi})^{-1}(\exp_y^z(p))$ belongs to $L_z(\psi)$ and the vector $\nabla f_{y,z}(p)$ lies in the normal cone $\mathcal{N}_{p'} L_z(\psi)$.

Proof. We introduce the point $x = \exp_{\psi}^z(p)$. The hypothesis is equivalent to $c(x, y) + \psi(y) = c(x, z) + \psi(z)$. Since $p$ belongs to $L_y(\psi)$, the point $x$ belongs
to \( \text{Lag}_y(\psi) \). Then, for any \( z' \in Y \),
\[
c(x, z) + \psi(z) = c(x, y) + \psi(y) \leq c(x, z') + \psi(z')
\]
thus establishing that \( x \) belongs to \( \text{Lag}_z(\psi) \) or equivalently \( p' \in L_z(\psi) \). \( \square \)

4.2. **Upper transversality estimates.** We now turn to the proof of the quantitative transversality estimates. We begin with a bound which involves the condition number of differential of exponential maps, see Remark 4.1. The advantage of this first bound is that we do not have to assume that the points in \( Y \) are sampled from a continuous domain. A second transversality estimate is presented in §4.4.

**Notation.** We introduce notation that will be used in throughout this section. We fix a point \( y_0 \in Y \) and also fix an arbitrary ordering of the remaining points, so that \( Y = \{y_0, y_1, \ldots, y_N\} \). We define \( \hat{X} := X_{y_0} \) and for every index \( i \in \{1, \ldots, N\} \) we put
\[
f_i := f_{y_i,y_0} : p \in \hat{X} \mapsto c(\exp_{y_0}^c(p), y_0) - c(\exp_{y_0}^c(p), y_i).
\]
By the (Twist) condition, these functions \( f_1, \ldots, f_N \) satisfy the non-degeneracy condition (ND), and we have the following inequalities:
\[
\varepsilon_{nd} := \min_{i,j \neq 0} \min_{p \in X_{y_0}} \| \nabla f_i(p) - \nabla f_j(p) \| \geq C_{\exp}^{-1} \varepsilon_{tw} > 0, \quad (4.37)
\]
\[
\sup_{i \neq 0} \sup_{p \in X_{y_0}} \| \nabla f_i(p) \| \leq C_{\exp} C \nabla. \quad (4.38)
\]
To any function \( \psi : Y \rightarrow \mathbb{R} \) we associate the vector
\[
\lambda_\psi := (\psi(y_1) - \psi(y_0), \ldots, \psi(y_N) - \psi(y_0)) \in \mathbb{R}^N. \quad (4.39)
\]
We also consider the same family of convex set as in Section 3:
\[
K(\lambda) = \{ p \in \hat{X} \mid \forall 1 \leq i \leq N, f_i(p) \leq \lambda_i \},
\]
so that \( K(\lambda_\psi) = (\exp_{y_0}^c)^{-1}(\text{Lag}_{y_0}(\psi)) \).

**Proposition 4.5.** Assume that \( \lambda := \lambda_\psi \) where \( \psi \) belongs to \( K^{c/2} \) and let \( p \) be a point in \( K(\lambda) \). Then,

**Case I:** If \( f_i(p) = \lambda_i \) and \( f_j(p) = \lambda_j \) for \( i \neq j \) in \( \{1, \ldots, N\} \), then
\[
\left( \frac{\langle \nabla f_i(p) \mid \nabla f_j(p) \rangle}{\| \nabla f_i(p) \| \| \nabla f_j(p) \|} \right)^2 \leq 1 - \delta_1^2. \quad (4.40)
\]

**Case II:** If \( p \in \partial \hat{X} \) and if \( f_i(p) = \lambda_i \) for some \( i \) in \( \{1, \ldots, N\} \), then
\[
\forall w \in N_p \hat{X}, \left( \frac{\langle \nabla f_i(p) \mid w \rangle}{\| \nabla f_i(p) \| \| w \|} \right)^2 \leq 1 - \delta_1^2. \quad (4.41)
\]
In the above inequalities,
\[
\delta_1 := \frac{\varepsilon_{nd} \delta_0}{2 C_{\exp} C \nabla C_{\text{cond}}^2}. \]
By assumption, all the Laguerre cells associated to \( \psi \) contain a mass of at least \( \varepsilon/2 \). This allows us to apply Proposition 4.2, ensuring that normal vectors cannot be near-opposite, to all the Laguerre cells in their exponential charts. We denote \( L_i := L_{yi}(\psi) = (\exp_{yi})^{-1}(\text{Lag}_{yi}(\psi)) \) for brevity.

The proposition also relies on two simple lemmas. The first lemma shows the effect of a diffeomorphism on the normal cone to a convex set, when its image is also convex.

**Lemma 4.6.** Let \( K \subset \mathbb{R}^d \) be a compact, convex set, \( F \) be a \( C^1 \) diffeomorphism from an open neighborhood of \( K \) to an open subset of \( \mathbb{R}^d \), and assume that \( F(K) \) is also a convex set. Then, for any point \( x \) in \( \partial K \) one has

\[
\mathcal{N}_{F(x)}(F(K)) = \langle DF_{F(x)}^{-1} \rangle (\mathcal{N}_x K),
\]

where \( \langle \cdot \rangle \) denotes the adjoint of \( \cdot \).

**Proof.** Consider \( x \) in \( \partial K \), \( v \in \mathcal{N}_x K \), and define \( \varphi(z) := \langle F^{-1}(z) - x \mid v \rangle \). Since \( v \) is an outer normal to \( K \) at \( x \), the restriction of \( \varphi \) to the set \( F(K) \) is non-positive. Since \( F(K) \) is convex, for any point \( y \in K \), \( F(K) \) contains the segment \( [F(x), F(y)] \). We therefore have

\[
0 \geq \varphi((1 - t)F(x) + tF(y)) \\
\geq \varphi(F(x)) + t\langle \nabla \varphi(F(x)) \mid F(y) - F(x) \rangle - o(t) \\
= t\langle [DF_{F(x)}^{-1}]^*(v) \mid F(y) - F(x) \rangle - o(t),
\]

where we have used \( \varphi(F(x)) = 0 \) and \( \nabla \varphi(F(x)) = [DF_{F(x)}^{-1}]^*(v) \) to obtain the equality at the end. Dividing by \( t \) and taking the limit as \( t \) goes to zero, we see that

\[
\forall y \in K, \langle [DF_{F(x)}^{-1}]^*(v) \mid F(y) - F(x) \rangle \leq 0,
\]

thus showing that \( [DF_{F(x)}^{-1}]^*(v) \) belongs to the normal cone to \( F(K) \) at \( F(x) \). The converse inclusion follows from the symmetry of the problem. \qed

The second lemma compares the angle between two vectors and the angle between their image under a linear map, using the generalized Wiedlandt inequality (see [13, Section 3.4]). We identify \( \mathbb{R}^d \) with its tangent and cotangent spaces through the Euclidean structure. We denote the adjoint of the derivative of the exponential map \( \exp_{yk}^c \) at a point \( p \) in \( X_y \) by

\[
(D \exp_{yk})^*: T_{\exp_{yk}(p)}^* \mathbb{R}^d \to T_p^* \mathbb{R}^d \cong \mathbb{R}^d,
\]

**Lemma 4.7.** Let \( y_k \neq y_l \in Y \), let \( x \) be a point in \( X \) and set \( p_k := (\exp_{yk})^{-1}(x) \) and \( p_l := (\exp_{yl})^{-1}(x) \) and

\[
A = (D \exp_{yk}^c \mid p_k) \circ ([D \exp_{yl}^c \mid p_l])^{-1} : T_{p_l}^* \mathbb{R}^d \to T_{p_k}^* \mathbb{R}^d.
\]

Then, the following inequalities hold for all \( v, w \) in \( \mathbb{R}^d \):

\[
C_{\text{cond}}^{-4} \left( 1 + \frac{\langle v \mid w \rangle}{\|v\| \|w\|} \right) \leq \frac{\langle Av \mid Aw \rangle}{\|Av\| \|Aw\|} \leq C_{\text{cond}}^4 \left( 1 + \frac{\langle v \mid w \rangle}{\|v\| \|w\|} \right).
\]

**Proof.** Indeed, let \( \theta \) be the angle between \( v \) and \( w \) and \( \theta' \) be the angle between \( Av \) and \( Aw \), both in the interval \((0, \pi)\). Let \( t := \tan(\theta/2) \), \( t' :=
\[ 1 + \cos(\theta') = 1 + \frac{1 - t'^2}{1 + t'^2} = \frac{2}{1 + t'^2} \leq \text{cond}(A)^2(1 + \cos(\theta)) \]

We conclude the second inequality above by using \(\text{cond}(A)^2[\tilde{A}^{-1}_1] \leq \text{cond}(A_1)\text{cond}(A_2)\) and the definition of the constant \(C_{\text{cond}}\). For the first inequality, simply note that \(\text{cond}(A^{-1}) = \text{cond}(A)\). \(\square\)

**Proof of Proposition 4.5, case I.** We let

- \(V := \nabla f_i(p) = \nabla f_{y_i,0}(p)\),
- \(W := \nabla f_j(p) = \nabla f_{y_j,0}(p)\),
- \(v := \frac{V}{\|V\|}, \quad w := \frac{W}{\|W\|}.

Switching the indices \(i\) and \(j\) if necessary, we assume that \(\|V\| \leq \|W\|\). The proof depends on the sign of \((W - V \mid V)\). Assume first \((W - V \mid V) \leq 0\), and let \(\alpha_v := 1/\|V\|, \alpha_w := 1/\|W\|\). Then,

\[
1 - \langle v \mid w \rangle = \frac{1}{2} \|v - w\|^2 = \frac{1}{2} \|\alpha_w(W - V) - (\alpha_v - \alpha_w)V\|^2
\]

\[
= \frac{1}{2} \alpha_v^2 \|W - V\|^2 + \frac{1}{2} (\alpha_v - \alpha_w)^2 \|V\|^2 - \alpha_w(\alpha_v - \alpha_w)(W - V \mid V)
\]

Using \(\alpha_w \geq \alpha_v\), and \(\|W - V\| \geq \varepsilon_{nd}\) we end up with

\[
1 - \langle v \mid w \rangle^2 \geq 1 - \langle v \mid w \rangle \geq \frac{1}{2} \alpha_v^2 \|W - V\|^2
\]

\[
\geq \frac{1}{2} \frac{\varepsilon_{nd}^2 \delta_0^2}{C_{\text{exp}} C_V^4} \geq \frac{\varepsilon_{nd}^2 \delta_0^2}{4C_{\text{exp}} C_V^4 C_{\text{cond}}} = \delta_1^2
\]

where we have used (4.37) and (4.38), \(\delta_0 \leq 1\) and \(C_{\text{cond}} \geq 1\). This establishes the desired bound when \(\langle v \mid w \rangle \in [0, 1]\). In the case \(\langle v \mid w \rangle \in [-1, 0]\), we can apply Proposition 4.2 to show that \(1 - \langle v \mid w \rangle^2 \geq 1 + \langle v \mid w \rangle \geq \delta_0^2 \geq \delta_1^2\), thus establishing the desired bound.

Now suppose \((W - V \mid V) \geq 0\). A slightly tedious computation gives

\[
\langle v \mid w \rangle^2 = 1 - \frac{\|W - V\|^2}{\|W\|^2} + \frac{(W - V \mid v)^2}{\|W\|^2}
\]

\[
= 1 - \frac{\|W - V\|^2}{\|W\|^2} \left(1 - \frac{(W - V \mid v)^2}{\|W - V\|^2}\right)
\]

\[
\leq 1 - \frac{\varepsilon_{nd}^2}{C_{\text{exp}} C_V^2} \left(1 - \frac{W - V}{\|W - V\| \mid v}\right), \quad (4.42)
\]

where we have used \((W - V \mid V) \geq 0\) with (4.37) and (4.38) to get the last inequality. We will now apply Proposition 4.2 to the Laguerre cell \(L_i\). By Lemma 4.4, the point \(p_i := (\exp_{y_i}^{-1}(\exp_{y_i}^0(p_i))) \in X_{yi}\) belong to \(L_i\) and the vectors \(V_i := \nabla f_{y_i,0}(p_i)\) and \(W_i := \nabla f_{y_j,0}(p_i)\) are both normals to \(L_i\) at \(p_i\). Proposition 4.2 then shows that the vectors \(V_i\) and \(W_i\) satisfy

\[
-1 + \delta_0^2 \leq \frac{\langle V_i \mid W_i \rangle}{\|V_i\| \|W_i\|}.
\]

(4.43)
We transfer this inequality to the exponential chart of the original point \( y_0 \) using the linear map

\[
A := \left( D \exp_{y_0}^c \right)^* \circ \left[ \left( D \exp_{y_0}^c \right)^* \right]^{-1}.
\]

First, note that \( W - V = AW_i \) and \( V = -AV_i \). Applying the generalized Wiedlandt inequality (Lemma 4.7) and (4.43) we have

\[
1 - \frac{\langle W - V \mid v \rangle}{\|W - V\|} = 1 + \frac{\langle AW_i \mid AV_i \rangle}{\|AW_i\| \|AV_i\|} \geq C_{\text{cond}}^{-4} \left( 1 + \frac{\langle V_i \mid W_i \rangle}{\|V_i\| \|W_i\|} \right) \geq C_{\text{cond}}^{-4} \delta_0^2 \geq \delta_1^2.
\]

Combining this inequality with (4.42) we obtain (4.40) in this case as well. \( \square \)

**Proof of Proposition 4.5, case II.** Consider \( V := \nabla f_i(p) \) and let \( W \) be any vector in the normal cone \( N_{\psi}X \). When \( \langle V \mid W \rangle \leq 0 \), the inequality directly follows from Proposition 4.2, ensuring that normal vectors cannot be near-opposite. We now assume \( \langle V \mid W \rangle \geq 0 \) and we will apply Proposition 4.2 to the Laguerre cell of \( y_i \) and transfer the result to the exponential chart of the point \( y_0 \). Let \( p_i = \exp_{y_i}^{-1}(\exp_{y_0}^c(p)) \). Then, by Lemma 4.4, \( p_i \) belongs to \( L_i \) and \( V_i := \nabla f_{\psi_0,y_i}(p_i) \) is a normal vector to \( L_i \) at \( p_i \). We define a second normal vector by considering

\[
A := \left( D \exp_{y_0}^c \right)^* \circ \left[ \left( D \exp_{y_0}^c \right)^* \right]^{-1}
\]

and by setting \( W_i := A^{-1}W \in T_{p_i}^* \mathbb{R}^d \). By Lemma 4.6, the vector \( W_i \) belongs to the normal cone to \( X_{y_i} \) at \( p_i \). Moreover, since \( L_i \) is contained in \( X_{y_i} \) and both sets contain \( p_i \), we have \( N_{\psi_0}X_{y_i} \subseteq N_{p_i}L_i \), thus ensuring that \( W_i \) also belongs to the normal cone to \( L_i \) at \( p_i \). Then, by Proposition 4.2 again,

\[
\frac{\langle V_i \mid W_i \rangle}{\|V_i\| \|W_i\|} \geq -1 + \delta_0^2.
\]

As before, we transfer this inequality to the exponential chart of the original point \( y \) using the linear map \( A \). We have \( V = \nabla f_i(p) = -AV_i \), and by construction \( W = AW_i \). We get the desired inequality by applying Lemma 4.7:

\[
1 - \frac{\langle V \mid W \rangle}{\|V\| \|W\|} = 1 + \frac{\langle AV_i \mid AW_i \rangle}{\|AV_i\| \|AW_i\|} \geq C_{\text{cond}}^{-4} \left( 1 + \frac{\langle V_i \mid W_i \rangle}{\|V_i\| \|W_i\|} \right) \geq C_{\text{cond}}^{-4} \delta_0^2 \geq \delta_1^2,
\]

and by recalling that \( \langle V \mid W \rangle \geq 0 \). \( \square \)

### 4.3. **Proof of Theorem 4.1.**

By Theorem 1.1, the second-differentiability of Kantorovich’s functional \( \Phi \) will follow from the differentiability of the function

\[
G_{\psi_0}(\psi) := \int_{\text{Lag}_{\psi_0}(\psi)} \rho(x)d\mathcal{H}_d^\psi(x) = \int_{\text{Lag}_{\psi}(\psi)} \hat{\rho}(p)dp
\]

where we have used the change-of-variable formula with \( x = \exp_{y_0}^c(p) \), so that \( \hat{\rho} \) is the density of the pushforward measure \( \left( \exp_{y_0}^c \right)^{-1} \left( \rho \mathcal{H}_d^\psi \right) \) with respect to the Lebesgue measure. We recall that

\[
K(\lambda_\psi) = \left( \exp_{y_0}^c \right)^{-1}(\text{Lag}_{y_0}(\psi)),
\]
so that $G_{y_0}(\psi) = \hat{G}(\lambda_0)$ (as defined in (3.12)). The differentiability of $\hat{G}$ will be proven using Theorem 3.1 from the previous section.

Let us fix a function $\psi_0$ in $\mathcal{K}^c$ and recall that $\lambda_0 := \lambda_{y_0}$. By Proposition 2.3 there exists a positive constant $T_{tr}$ such that every function $\psi$ on $Y$ satisfying $\|\psi - \psi_0\|_\infty \leq T_{tr}$ belongs to $\mathcal{K}^{c/2}$. Then, by Proposition 4.5, we see that the functions $f_i$ satisfy the transversality condition (T) on the cube $\lambda_0 + [-T_{tr}, T_{tr}]^N$ with constant

$$\varepsilon_{tr} = \delta_1 = \frac{\varepsilon_m \delta_0}{2C_{\exp} C_{\nabla} C_{\mathrm{cond}}^2},$$  

(4.45)

where we recall that $\delta_0 = \varepsilon/(2d \|\rho\|_\infty C_{\exp}^2 d \mathrm{diam}(X)^d)$. Note also that since $\rho$ is $\alpha$-Hölder and since the exponential map is $C^{1,1}$, the probability density $\hat{\rho}$ is also $\alpha$-Hölder with constant

$$\|\hat{\rho}\|_{C^{0,\alpha}(\mathcal{K}^c)} \leq \mathrm{const}(\|\rho\|_{C^{0,\alpha}}, C_{\det}).$$  

(4.46)

We can now apply Theorem 3.1. This ensures that the function $\hat{G}$ is of class $C^{1,\alpha}$ on the cube $\lambda_0 + [-T_{tr}, T_{tr}]^N$, so that $\partial \Phi/\partial y_0$ is $C^{1,\alpha}$ on a neighborhood of $\psi_0$. Since this holds for any point $y_0 \in Y$ and any function $\psi_0$ in $\mathcal{K}^c$, we have established the $C^{2,\alpha}$-regularity of $\Phi$ on $\mathcal{K}^c$. The claimed dependency of $\|\Phi\|_{C^{2,\alpha}(\mathcal{K}^c)}$ follows from equations (4.45)–(4.46) and from Theorem 3.1.

Our goal is now to deduce the formula for the gradient of $G$ given in Theorem 4.1 (Equation (1.8)), from the formula for the gradient of $\hat{G}$ given in Theorem 3.1 (Equation (3.13)). This is done by looking more closely at the change of variable induced by the exponential map $F := \exp_{y_0} : \Omega \to \mathbb{R}^d$. For ease of notation we let $h := c_{y_0} - c_{y_1} = f_i \circ F^{-1}$. By definition of the push-forward, we have for any bounded measurable function $\chi$ on $\Omega$,

$$\int_\Omega \chi(F(p))\rho(p) d\mathcal{H}^d(p) = \int_\Omega \chi(x)\hat{\rho}(x) d\mathcal{H}^d_g(x).$$

Multiplying $\chi$ by the characteristic function of $h^{-1}([t, s])$, this gives

$$\int_{f^{-1}_s([t, s])} \chi(F(p))\hat{\rho}(p) d\mathcal{H}^d(p) = \int_{h^{-1}([t, s])} \chi(x)\rho(x) d\mathcal{H}^d_g(x).$$

Applying the coarea formula on both sides, we get

$$\int_t^s \int_{f^{-1}_r(p)} \chi(F(p))\hat{\rho}(p) d\mathcal{H}^d(p) d\mathcal{H}^d_g(x) = \int_t^s \int_{h^{-1}(r)} \chi(x)\rho(x) d\mathcal{H}^d_g(x) dr.$$  

(4.47)

Using the $C^{1,1}$ smoothness of the functions $f_i$ and the (Twist) condition, we can see that for any $\chi$ in $C^0_c(\Omega)$, the two inner integrals

$$r \mapsto \int_{f^{-1}_r(p)} \chi(F(p))\hat{\rho}(p) d\mathcal{H}^d(p) \quad \text{and} \quad r \mapsto \int_{h^{-1}(r)} \chi(x)\rho(x) d\mathcal{H}^d_g(x)$$

depend continuously on $r$. Using the continuity of these functions in $r$, equation (4.47) and the Fundamental Theorem of Calculus, we get that for any function $\chi$ in $C^0_c(\Omega)$ and any $r$ in $\mathbb{R}$,

$$\int_{f^{-1}_r(p)} \chi(F(p))\hat{\rho}(p) d\mathcal{H}^d(p) = \int_{h^{-1}(r)} \chi(x)\rho(x) d\mathcal{H}^d_g(x).$$
By Tietze’s extension theorem, every function in $C_0^0(S)$ can be extended to a function in $C_0^0(\Omega)$. The previous equality therefore holds for any $\chi$ in $C_0^0(S)$, and by density, it also holds for any function $\chi$ in $L^1(S)$. Applying this with $\chi$ equal to the indicator function of the interface between the Laguerre cell of $y_0$ and the cell of $y_i$, we get the desired formula for the partial derivatives:

$$\frac{\partial G_i}{\partial \psi_j}(\lambda) = \int_{\partial G_0(\psi) \cap \partial \lambda_i} \frac{\hat{\rho}(p)}{\|\nabla f_i(p)\|} d\mathcal{H}^{d-1}(p) = \int_{\partial \psi_i(\lambda) \cap \partial G_0(\psi)} \frac{\rho(x)}{\|Dc_{y_0}(x) - Dc_{y_i}(x)\|} d\mathcal{H}^{d-1}(x).$$

4.4. Alternative upper transversality estimates. Finally, we state an alternate upper transversality estimate, under the assumption that the points in $Y$ are sampled from some target domain $\Lambda$, along with some convexity conditions. Specifically, let $\Lambda$ be a bounded, open subset in some Riemannian manifold, with $Y \subset \Lambda$. We then assume that for any $x' \in \Omega^{Cl}$, the mapping

$$y \mapsto -D_x c(x', y)$$

is a diffeomorphism onto its range, and we denote the inverse by $\exp_{x'}^-$. We will also assume that $(\exp_{x'}^-)^{-1}(\Lambda)$ is convex for all $x \in \Omega$, and finally that the following inequality holds: for any $x, x' \in \Omega$, $p_0, p_1 \in (\exp_{x'}^-)^{-1}(\Lambda)$, and $t \in [0, 1]$,

$$c(x, \exp_{x'}^-((1-t)p_0 + tp_1)) + c(x', \exp_{x'}^-((1-t)p_0 + tp_1)) \leq \max\{-c(x, \exp_{x'}^-(p_0)), c(x', \exp_{x'}^-(p_0)), -c(x, \exp_{x'}^-(p_1)) + c(x', \exp_{x'}^-(p_1))\}$$

(4.48)

For more on these conditions, see Remark 4.3 below.

Proposition 4.8 can be applied to provide an alternative bound in the transversality condition (T) when the point $p_0 \in \partial K(\Lambda)$ is in the interior of $X$ (so in particular, when dealing with Laguerre cells that do not intersect $\partial X$). The advantage of this bound is that it does not require knowledge of the condition number $C_{\text{cond}}$.

We also slightly redefine the constants $C_{\nabla}$ and $C_{\exp}$ so that in their definitions, the maximum of $y$ ranges over the domain $\Lambda$ instead of just $Y$.

**Proposition 4.8.** Suppose $|\lambda| < T_{tr} < \frac{c}{8C_{\exp}^{-1} \|\rho\|_\infty \mathcal{H}^{d-1}(\partial X)}$, and $p_0 \in K(\Lambda)$ with $f_i(p_0) = \lambda_i$ and $f_j(p_0) = \lambda_j$ for $i \neq j$ in $\{1, \ldots, N\}$. Then we have

$$\left(\frac{\|\nabla f_i(p_0)\|}{\|\nabla f_j(p_0)\|}\right)^2 \leq 1 - \delta_2^2$$

(4.49)

where

$$\delta_2 := \frac{\varepsilon \varepsilon_{nd}}{4\sqrt{2} C_0^{2d} C_{\exp} \|\rho\|_\infty \left(\mathcal{H}^{d-1}_g(\partial X)\right)}.$$

The idea behind this upper bound is the following. First suppose $\nabla f_i(p_0)$ is shorter than $\nabla f_j(p_0)$ and the two vectors are collinear, and that $\Lambda = 0$. Inspired by calculations from [12, Remark 2.5, Proof of Lemma 4.7], this would allow us to use (4.48) to obtain the inequality $f_i \leq \max\{0, f_j\}$ everywhere, which in turn would mean that $-c(\cdot, y_i) + \psi(y_i)$ is less than one.
of $-c(\cdot, y_0) + \psi(y_0)$ or $-c(\cdot, y_j) + \psi(y_j)$ everywhere. However, combined with (Twist), this would imply that the Laguerre cell $\text{Lag}_{y_0}(\psi)$ has measure zero, which is a contradiction. In the general case, we rotate $\nabla f_j(p_0)$ so that it is collinear with $\nabla f_j(p_0)$, and use the lower bound on $\text{Lag}_{y_0}(\psi)$ to obtain a quantitative version of the above argument. We relegate the proof of the proposition to the Appendix in Section C.

Remark 4.3. Under a set of standard conditions, we can obtain both (QC) and (4.48).

Let $\Omega$ and $\Lambda$ be bounded and smooth domains in $d$ dimensional Riemannian manifolds and take a cost $c \in C^4(\overline{\Omega} \times \overline{\Lambda})$. Also assume

- $c$ satisfies the (Twist) condition: for every $x \in \Omega$, the map $y \in \Lambda \mapsto -D_x c(x, y)$ is a diffeomorphism onto its image $\Lambda_x := -D_x c(x, \Lambda)$ and we define the $c$-exponential map $\exp_{\cdot}^c : \Lambda_x \to \Lambda$ by $\exp_{\cdot}^c = (-D_x c(x, \cdot))^{-1}$.
- the cost $c^\cdot(x, y) := c(y, x)$ satisfies the (Twist) condition: then for every $y \in \Lambda$, we can define the $c^\cdot$-exponential map $\exp_{\cdot}^c : \Omega_y \to \Omega$ by $\exp_{\cdot}^c = (-D_y c(\cdot, y))^{-1}$.
- $(\exp_{\cdot}^c)^{-1}(\Lambda)$ is convex for each $x \in \Omega$.
- $(\exp_{\cdot}^c)^{-1}(\Omega)$ is convex for each $y \in \Lambda$.
- $\det D_x^2 c(x, y) \neq 0$ for all $(x, y) \in \overline{\Omega} \times \overline{\Lambda}$.
- For any $(x, y) \in \overline{\Omega} \times \overline{\Lambda}$ and $\eta \in T_x^* \Omega$, $V \in T_x \Omega$ with $\eta(V) = 0$,
  \[-(c_{ij,pq} - c_{ij,r} c^r_{s, pq}) c^{pq} c_{kl} V^i V^j \eta_k \eta_l \geq 0, \tag{A3w}\]

here indices before a comma are derivatives on $\Omega$ and after a comma on $\Lambda$, for fixed coordinate systems, and a pair of raised indices denotes the inverse of a matrix. This last condition (A3w) originates (in a stronger version) in [22] related to regularity of optimal transport. [19, Theorem 3.2] in the Euclidean case and [16, Theorem 4.10] in the general manifold case show the above conditions imply (QC) and (4.48). In fact, they are equivalent as seen in [19]. This geometric interpretation is a key ingredient in showing regularity in the optimal transport problem in the vein of Caffarelli’s classical work [5], see [10, 12].

5. Strong concavity of Kantorovich’s functional

We establish in this section the strong concavity of Kantorovich’s functional $\Phi$ over some suitable domain of $\mathbb{R}^Y$. As explained in the introduction, $\Phi$ is invariant under addition of a constant, so that we must restrict ourselves to the orthogonal complement $E_Y$ of the space of constant functions. Moreover, we will consider the set $K^c$ defined by (4.32), which can be thought of as the space of strictly $c$-concave functions.

Theorem 5.1. Assume (Reg), (Twist), (QC). Let $X$ be a compact, $c$-convex subset of $\Omega$, and $\rho$ be a continuous probability density on $X$ satisfying (PW). Then, there exists a positive constant $C$, such that

$$\forall \psi \in K^c, \forall v \in E_Y, \quad (D^2 \Phi(\psi)v \mid v) \leq -C \cdot \varepsilon^3 \|v\|^2,$$

where $C$ is defined in (5.58), and depends on $\|\rho\|_\infty$, $H^{d-1}_\rho(\partial X)$, and $C_{\exp}$, $C_\nabla$, and $\varepsilon_{tw}$ from Remark 4.1.
Remark 5.1. Note that unlike the domain \( X \), the support of the density \( \rho \) does not need be \( c \)-convex. We provide in Appendix A an example of a radial measure on \( \mathbb{R}^d \) whose support is an annulus (hence is not simply connected) but whose Poincaré-Wirtinger constant (PW) is nonetheless positive.

The end of the section is devoted to the proof of Theorem 5.1. It relies on the fact that \( -D^2 \Phi(\psi) \) can be regarded as the Laplacian matrix of a weighted graph on \( Y \), whose first nonzero eigenvalue can be controlled from below using the Cheeger constant of the weighted graph. In turn, this weighted Cheeger constant can be controlled using the Poincaré-Wirtinger inequality.

5.1. Poincaré inequality and continuous Cheeger constant. We start by proving that the finiteness of the Poincaré-Wirtinger constant of the weighted domain \( (X, \rho) \) implies the positivity of the weighted Cheeger constant, defined in (5.50). In the following, a Lipschitz domain denotes the closure of an open set with Lipschitz boundary.

Lemma 5.2. Assume (QC) and that \( X \) is compact and \( c \)-convex. Then

(i) \( X \) is a Lipschitz domain,
(ii) for any \( \psi \in \mathcal{K}^+ \) and \( y \) in \( Y \), \( \text{Lag}_y(\psi) \cap X \) is a Lipschitz domain.

Proof. By assumption, for any \( y \in Y \) one can write \( X = \exp^c_y(X_y) \) where \( X_y \) is a bounded convex subset of \( \mathbb{R}^d \) which must have nonempty interior since it supports an absolutely continuous probability measure. Moreover, the map \( \exp^c_y \) is a diffeomorphism, hence bi-Lipschitz. This implies (i), while (ii) follows from the exact same arguments, remembering that \( \rho(\text{Lag}_y(\psi)) > 0 \). \qed

Given a Lipschitz domain \( A \) of \( X \) we denote
\[
|\partial A|_\rho := \int_{\partial A \cap \text{int}(X)} \rho(x) d\mathcal{H}^{d-1}_g(x) \quad \text{and} \quad |A|_\rho := \int_{A \cap \text{int}(X)} \rho(x) d\mathcal{H}^d_g(x).
\]

Lemma 5.3. Let \( X \) be a compact domain of \( \Omega \) and \( \rho \in C^0(X) \) be a probability density with finite Poincaré-Wirtinger constant (PW). Then the weighted Cheeger constant of \( (X, \rho) \) is positive, that is
\[
h(\rho) := \inf_{A \subseteq X} \frac{|\partial A|_\rho}{\min(|A|_\rho, |X \setminus A|_\rho)} \geq \frac{2}{C_{pw}}, \tag{5.50}
\]
where the infimum is taken over Lipschitz domains \( A \subseteq \text{int}(X) \) whose boundary has finite \( \mathcal{H}^{d-1}_g \)-measure.

The proof is based on properties of functions with bounded variation. For more details on this topic, we refer the reader to [2]. Although the discussion in the reference is on Euclidean spaces, the relevant results easily extend to the Riemannian case, as \( \exp^c_y \) serves as a global coordinate system on all of \( \Omega \).

Proof. Let \( A \) be a Lipschitz domain \( A \) of \( \text{int}(X) \). Since \( A \) has a Lipschitz boundary with finite area, its indicator function \( \chi_A \) has bounded variation in \( \text{int}(X) \). By the density theorem [2, Theorem 10.1.2], there exists a sequence...
of $C^1$-functions $f_n$ on $\text{int}(X)$ that converges to $\chi_A$ in the sense of intermediate convergence (whose definition is not important here). By (PW),

$$||f_n - \mathbb{E}_\rho(f_n)||_{L^1(\rho)} \leq C_{pw} \|\nabla f_n\|_{L^1(\rho)}.$$  

Since intermediate convergence is stronger than $L^1$ convergence, the continuity of $\rho$ implies

$$\lim_{n \to \infty} \|f_n - \mathbb{E}_\rho(f_n)||_{L^1(\rho)} = \|\chi_A - \mathbb{E}_\rho(\chi_A)||_{L^1(\rho)} = 2 |A|_\rho |X \setminus A|_\rho.$$  

Note that we used the fact that $\rho$ is a probability measure, i.e. $\rho(X) = 1$. Proposition 10.1.2 of [2] implies that the total variation measure $|Df_n|$ narrowly converges to $|D\chi_A|$, which with the continuity of $\rho$ implies that $\int_X |Df_n| \mathbb{P}_\rho d\mathcal{H}^d_y$ converges to $\int_X |D\chi_A| \mathbb{P}_\rho d\mathcal{H}^d_y = |A|_\rho$. The relation $|Df_n| = \|\nabla f_n\|_g d\mathcal{H}^d_y$ then gives

$$\lim_{n \to \infty} \|\nabla f_n\|_{L^1(\rho)} \leq |\partial A|_\rho.$$  

Combining the previous equations together leads to the desired inequality. $\square$

5.2. Cheeger constant of a graph. The goal of this section is to give a lower bound of the second eigenvalue of $-\nabla^2\Phi(\psi)$ in terms of the Cheeger constant of the weighted graph induced by this matrix. An unoriented weighted graph can always be represented by its adjacency matrix $(w_{yz})_{(y,z) \in Y^2}$, a symmetric matrix with zero diagonal entries. We introduce a few definitions from graph theory, following the conventions of [11].

**Definition 5.1.** Let $(w_{yz})_{(y,z) \in Y^2}$ be a weighted graph over $Y$. The (weighted) **degree** of a vertex $y$ is $d_y := \sum_{z \neq y} w_{yz}$. The (weighted) **Laplacian** is the matrix $(L_{yz})_{(y,z) \in Y^2}$ whose entries are $L_{yz} = -w_{yz}$ for $y \neq z$ and $L_{yy} = d_y$.

**Definition 5.2.** The **Cheeger constant** of a weighted graph $(w_{yz})_{(y,z) \in Y^2}$ over a point set $Y$ is given by

$$h(w) := \min_{S \subseteq Y} \frac{|\partial S|_w}{\min(|S|_w, |Y \setminus S|_w)},$$

where $|\partial S|_w := \sum_{y \in S, z \notin S} w_{yz}$ and $|S|_w := \sum_{y \in S} d_y$.

The (weighted) Cheeger inequality bounds from below the first nonzero eigenvalue of the Laplacian of a weighted graph, denoted $\lambda(w)$, from its Cheeger constant and its minimal degree. The formulation we use can be deduced from Corollary 2.2 of [11] and from the inequality $1 - \sqrt{1 - x^2} \geq x^2/2$.

**Theorem 5.4 (Cheeger inequality).** $\lambda(w) \geq \frac{1}{2} h^2(w) \cdot \min_{y \in Y} d_y$.

We now proceed to the proof of the main theorem of this section.

5.3. **Proof of Theorem 5.1.** Let $\psi$ be a function in $\psi \in K^c$ and consider the weighted graph $(w_{yz})_{(y,z) \in Y^2}$ given by

$$w_{yz} := -\frac{\partial^2 \Phi}{\partial 1_y \partial 1_z}(\psi) = \int_{\text{Lag}_{y,z}(\psi)} \rho(x) \frac{Dc_y(x) - Dc_z(x)}{Lag_y(x)} d\mathcal{H}^{d-1}(x)$$

for $y \neq z$ in $Y$, and with zero diagonal entries $(w_{yy} = 0)$. In the formula above, we used the notation $\text{Lag}_{y,z}(\psi) = \text{Lag}_y(\psi) \cap \text{Lag}_z(\psi)$ for the facet between
two Laguerre cells. By construction, the Laplacian matrix of this weighted
graph is the Hessian matrix \(-D^2 \Phi(\psi)\), so that Theorem 5.4 directly gives us
a lower bound on the first nonzero eigenvalue of \(-D^2 \Phi(\psi)\). To complete the
proof, we need to bound the Cheeger constant and the minimum degree of
the graph \(w\) from below.

**Step 1.** The goal here is to bound from below the discrete Cheeger constant
\(h(w)\) in terms of the continuous weighted Cheeger constant \(h(\rho)\) and the
constants introduced in (4.33). By definition of the constants \(\varepsilon_{tw}\) and \(C_\nabla\),
for every \(y \neq z\) in \(Y\), one has

\[
\varepsilon_{tw} w_{yz} \leq |\text{Lag}_{y,z}(\psi)|_\rho \leq 2C_\nabla w_{yz}.
\] (5.51)

Consider a subset \(S\) of \(Y\), and let \(A = \bigcup_{y \in S} \text{Lag}_y(\psi)\). Then, the intersection
of the boundary of \(A\) with \(X\) is contained an union of facets of Laguerre
cells, namely

\[
\partial A \cap \text{int}(X) \subseteq \bigcup_{y \in S, z \notin S} \text{Lag}_{y,z}(\psi).
\] (5.52)

The two inequalities (5.51) and (5.52) imply a lower bound on the numerator
of the Cheeger constant:

\[
|\partial A|_\rho \leq \sum_{y \in S, z \notin S} |\text{Lag}_{y,z}(\psi)|_\rho \leq 2C_\nabla |\partial S|_w.
\] (5.53)

We now need to bound the denominator of the Cheeger constant from above,
which requires us to control the weighted degrees \(d_y\). Note that

\[
d_y = \sum_{z \neq y} w_{yz} \leq \frac{1}{\varepsilon_{tw}} \sum_{z \neq y} |\text{Lag}_{y,z}(\psi)|_\rho \leq \frac{1}{\varepsilon_{tw}} |\partial \text{Lag}_y(\psi)|_\rho,
\] (5.54)

where the second inequality comes from the fact that the facets \(\text{Lag}_{y,z}(\psi)\)
form a partition of the boundary \(\partial \text{Lag}_y(\psi) \cap \text{int}(X)\) up to a \(\mathcal{H}^{d-1}\)-negligible
set. To see that this is the case, it suffices to remark that in the exponential
chart of \(y\), the intersection of two distinct facets adjacent to \(y\) has a finite
\(\mathcal{H}^{d-2}\)-measure, as implied by Lemma 3.4.

In order to apply the (continuous) Cheeger inequality, we need to replace
the weighted area of the boundaries of Laguerre cells in (5.54) by the weighted
volume of the cells. We have

\[
\mathcal{H}^{d-1}_g(\partial \text{Lag}_y(\psi)) \leq C^{d-1}_\exp \mathcal{H}^{d-1}_g((\exp_y^c)^{-1} \partial \text{Lag}_y(\psi)) \\
\leq C^{d-1}_\exp \mathcal{H}^{d-1}_g(\partial X_y) \\
\leq C^{2(d-1)}_\exp \mathcal{H}^{d-1}_g(\partial X).
\]

The first and third inequalities use the definition of the bi-Lipschitz constant
\(C_\exp\) of the exponential map, while the second inequality uses the monotonic-
ity of the \(\mathcal{H}^{d-1}\)-measure of the boundary of a convex set with respect to
inclusion (see [27, p.211]). Using the assumption \(|\text{Lag}_y(\psi)|_\rho \geq \varepsilon\), this gives us a (rather crude) reverse isoperimetric inequality

\[
|\partial \text{Lag}_y(\psi)|_\rho \leq \|
\rho\|_\infty \mathcal{H}^{d-1}_g(\partial \text{Lag}_y(\psi)) \\
\leq \frac{1}{\varepsilon} C^{2(d-1)}_\exp \mathcal{H}^{d-1}_g(\partial X) |\text{Lag}_y(\psi)|_\rho.
\] (5.55)
Combining (5.54), (5.55) and \(|A|_\rho = \sum_{y \in S} |\text{Lag}_y(\psi)|_\rho\) we obtain

\[
|S|_w = \sum_{y \in S} d_y \leq \frac{1}{\varepsilon} \frac{\|\rho\|_\infty C_{\text{exp}}^{2(d-1)} \mathcal{H}_g^{d-1}(\partial X)}{\varepsilon \tau_w} |A|_\rho.
\]

The same inequality holds for the complement \(|X \setminus S|\). We combine the previous inequality with Equation (5.53) and with Lemma 5.3 to get a lower bound on the Cheeger constant

\[
h(w) \geq \frac{\varepsilon \tau_w \varepsilon}{C_{\text{exp}}^{2(d-1)} C_{\psi} \mathcal{H}_g^{d-1}(\partial X) \|\rho\|_\infty C_{pw}}. \tag{5.56}
\]

Note that, in order to apply Lemma 5.3 we implicitly used the fact that \(A\) is a Lipschitz domain (as a finite union of Lipschitz domains, see Lemma 5.2) whose boundary has finite \(\mathcal{H}^{d-1}\)-measure (by Equation (5.55)).

**Step 2.** In order to apply the Cheeger inequality, we still need to bound from below the weighted degree \(d_y\). By (5.51) one has, using the crucial fact that \(|\partial \text{Lag}_y(\psi)|_\rho\) is the measure of \(\partial \text{Lag}_y(\psi) \cap \text{int}(X)\),

\[
d_y = \sum_{z \neq y} w_{yz} \geq \frac{1}{2C_{\psi}} \sum_{z \neq y} |\text{Lag}_{y,z}(\psi)|_\rho \geq \frac{1}{2C_{\psi}} |\partial \text{Lag}_y(\psi)|_\rho.
\]

Taking \(A = \text{Lag}_y(\psi)\) in the definition of the Cheeger constant \(h(\rho)\), one gets

\[
|\partial \text{Lag}_y(\psi)|_\rho \geq h(\rho) \min(|\text{Lag}_y(\psi)|_\rho, |X \setminus \text{Lag}_y(\psi)|_\rho) \geq h(\rho) \varepsilon.
\]

The last inequality comes from the assumption that each Laguerre cell has a mass greater than \(\varepsilon\) and that \(X \setminus \text{Lag}_y(\psi)\) also contains a Laguerre cell (except for the trivial case where \(Y\) is a singleton). We deduce

\[
d_y \geq \frac{\varepsilon}{C_{\psi} C_{pw}}. \tag{5.57}
\]

**Step 3.** Combining the Cheeger inequality with Equation (5.56) and (5.57) we have \(\lambda(w) \geq C \varepsilon^2\) where

\[
C := \frac{\varepsilon^2 \tau_w}{2 C_{\text{exp}}^{4(d-1)} C_{\psi}^3 \left(\mathcal{H}_g^{d-1}(\partial X)\right) \|\rho\|_\infty^2 C_{pw}^3}. \tag{5.58}
\]

Since the graph induced by the Hessian is connected, the kernel of \(-D^2\Phi(\psi)\) is equal to the space of constant functions over \(Y\), implying that \(\text{Ker}(-D^2\Phi(\psi))^\perp = E_Y\). Then, using the variational characterization of the first nonzero eigenvalue of the Laplacian matrix we get:

\[
C \varepsilon^2 \leq \lambda(w) = \min_{v \in E_Y} \frac{-D^2\Phi(\psi) | v}{\|v\|^2}.
\]

\(\square\)
6. Convergence of the damped Newton algorithm

The goal of this section is to show the convergence of the Damped Newton algorithm for semi-discrete optimal transport. This follows in fact from the previous convex analysis tools. We establish in Section 6.1 the convergence of the damped Newton algorithm (Algorithm 1) under general assumptions on the functional. We finally apply this algorithm to the semi-discrete optimal transport problem, using the intermediate results (regularity and strict concavity of the Kantorovich functional) proven in Section 4 and 5.

6.1. General damped Newton algorithm. Let $Y$ be a finite set and denote $Y^\mathbb{R}$ the space of functions on $Y$. We consider $\mathcal{P}(Y)$, the space of probability measures on $Y$, as a subset of $Y^\mathbb{R}$. Finally, we denote by $E_Y$ the space of functions on $Y$ who sum to zero. In this section, we show that Algorithm 1 can be used to solve non-linear equations $G(\psi) = \mu$ where $\mu \in \mathcal{P}(Y)$ and the map $G : \mathbb{R}^Y \to \mathcal{P}(Y)$ satisfies some regularity and monotonicity assumptions.

**Proposition 6.1.** Let $G$ be a functional from $\mathbb{R}^Y$ to $\mathcal{P}(Y)$ which is invariant under addition of a constant. Let $G(\psi) = \sum_{y \in Y} G_y(\psi)^2_y$ and

$$
\mathcal{K}_\varepsilon = \{ \psi \in \mathbb{R}^Y \mid \forall y \in Y, \ G_y(\psi) \geq \varepsilon \},
$$

and assume that $G$ has the following properties:

(i) (Regularity) For every positive $\varepsilon$, $G$ is $C^{1,\alpha}$ on $\mathcal{K}_\varepsilon$. We let $L_\varepsilon$ be the smallest constant such that

$$
\forall \varphi \neq \psi \in \mathcal{K}_\varepsilon, \quad \frac{\|G(\varphi) - G(\psi)\|}{\|\varphi - \psi\|} + \frac{\|DG(\varphi) - DG(\psi)\|}{\|\varphi - \psi\|^{\alpha}} \leq L_\varepsilon.
$$

(ii) (Uniform monotonicity) For every $\varepsilon > 0$, there exists a positive constant $\kappa_\varepsilon$ such that $G$ is $\kappa_\varepsilon$-uniformly monotone on $\mathcal{K}_\varepsilon \cap E_Y$:

$$
\forall \psi \in \mathcal{K}_\varepsilon, \forall v \in E_Y, \quad \langle v, DG(\psi) v \rangle \geq \kappa_\varepsilon \|v\|^2.
$$

Now, let $\mu \in \mathcal{P}(Y)$ and let $\psi_0$ be a function on $Y$ such that the constant $\varepsilon_0$ defined in (1.6) is positive. Set $\kappa := \min(\kappa_{\frac{1}{2}\varepsilon_0}, 1)$ and $L := \max(L_{\frac{1}{2}\varepsilon_0}, 1)$.

Then, the iterates $(\psi_k)$ of Algorithm 1 satisfy

$$
\|G(\psi_{k+1}) - \mu\| \leq (1 - \tau_k/2) \|G(\psi_k) - \mu\|
$$

where

$$
\tau_k := \min \left( \frac{\kappa^{1+\frac{1}{\varepsilon}}} {d^\frac{1}{\varepsilon} L^\alpha \|G(\psi_k) - \mu\|}, 1 \right).
$$

(6.59)

In addition, as soon as $\tau_k = 1$ one has

$$
\|G(\psi_{k+1}) - \mu\| \leq \frac{L \|G(\psi_k) - \mu\|^{1+\alpha}}{\kappa^{1+\alpha}}.
$$

In particular, the damped Newton’s algorithm converges globally with linear speed and locally with superlinear speed (quadratic speed if $\alpha = 1$).

**Proof.** We set $\varepsilon := \varepsilon_0, \ L := \max(L_{\varepsilon/2}, 1)$ and $\kappa := \min(\kappa_{\varepsilon/2}, 1)$. First, we remark that for every $\psi \in \mathcal{K}_\varepsilon$, the pseudo-inverse $DG^+ (\psi)$ maps the subspace $E_Y$ to itself. The uniform monotonicity of $G$ therefore implies that $\|DG^+(\psi)\| \leq 1/\kappa$, where $\|\cdot\|$ is the operator norm on $\mathbb{R}^Y$.
We start by the analysis of a single iteration of the algorithm. We let \( \psi := \psi_k \in K^\varepsilon \), define \( \nu := DG(\psi)^+(G(\psi) - \mu) \) and \( \psi_\tau := \psi - \tau \nu \). Since the pseudo-inverse \( DG(\psi) \) is \( 1/\kappa \)-Lipschitz, one has \( \|\nu\| \leq \|G(\psi) - \mu\|/\kappa \). Now let \( \tau_1 \) be the largest time before the curve \( \psi_\sigma \) leaves \( K^{\varepsilon/2} \). In particular, \( \psi_\tau \) lies at the boundary of \( K^{\varepsilon/2} \), meaning that there must exist a point \( y \) in \( Y \) such that \( G_y(\psi_\tau) = \varepsilon/2 \). This implies that \( \|G(\psi_\tau) - G(\psi)\| \geq \varepsilon/2 \), and using the Lipschitz bound on \( G \) we obtain a lower bound on \( \tau_1 \)

\[
\frac{\varepsilon}{2} \leq \|G(\psi_\tau) - G(\psi)\| \leq \|G(\psi) - \mu\|. 
\]

This implies that \( \tau_1 \) is necessarily larger than \( \kappa \varepsilon/(2L \|G(\psi) - \mu\|) \). We now established that the curve \( \tau \mapsto \psi_\tau \) remains in \( K^{\varepsilon/2} \) before time \( \tau_1 \), implying that the function \( \tau \mapsto \psi(\tau) \) is uniformly \( C^{1,\alpha} \). Applying Taylor’s formula we get

\[
G(\psi_\tau) = G(\psi - \tau DG(\psi)^+(G(\psi) - \mu)) = (1 - \tau)G(\psi) + \tau \mu + R(\tau) \quad (6.60)
\]

where, using \( \nu = DG(\psi)^+(G(\psi) - \mu) \), and the \( \alpha \)-Hölder property for \( DG \)

\[
\|R(\tau)\| = \left\| \int_0^\tau (DG(\psi_\tau) - DG(\psi)) \nu d\sigma \right\| 
\leq \frac{L}{\alpha + 1} \tau^{\alpha+1} \|\nu\|^{\alpha+1} \leq \frac{L\|G(\psi) - \mu\|^{1+\alpha}}{\kappa^{1+\alpha}} \tau^{1+\alpha} \quad (6.61)
\]

For every \( y \in Y \), using that \( \mu_y \geq 2\varepsilon \) (by (1.6)) and \( G_y(\psi) \geq \varepsilon \), one gets

\[
G_y(\psi_\tau) \geq (1 - \tau)G_y(\psi) + \tau \mu_y + R_y(\tau) \geq (1 + \tau)\varepsilon - \|R(\tau)\|.
\]

If \( \tau \) is chosen such that such that \( \|R(\tau)\| \leq \tau \varepsilon \) we will have \( G_y(\psi_\tau) \geq \varepsilon \) for all points \( y \) in \( Y \) and therefore \( \psi_\tau \) will belong to \( K^\varepsilon \). Thanks to our estimate on \( R(\tau) \) this will be true provided that

\[
\tau \leq \tau_2 := \min\left( \tau_1, \frac{\kappa^{1+\alpha}}{L^{\varepsilon/\alpha}} \right).
\]

Finally we establish the second inequality required by Step 2 of the Algorithm. To do that, we subtract \( \mu \) from both sides in (6.60) to obtain

\[
G(\psi_\tau) - \mu = (1 - \tau)(G(\psi) - \mu) + R(\tau). \quad (6.62)
\]

In order to get \( \|G(\psi_\tau) - \mu\| \leq (1 - \frac{\tau}{2}) \|G(\psi) - \mu\| \), it is sufficient to establish that \( \|R(\tau)\| \leq \frac{\tau}{2} \|G(\psi) - \mu\| \). Using the estimation on \( \|R(\tau)\| \) again, we see that it suffices to take

\[
\tau \leq \tau_3 := \min\left( \tau_2, \frac{\kappa^{1+\alpha}}{L^{\varepsilon/\alpha}} \frac{1}{\|G(\psi) - \mu\|} \right).
\]

Finally, using \( L \geq 1, \kappa \leq 1 \) and \( \|G(\psi) - \mu\| \leq d \) (since \( G(\psi) \) and \( \mu \) are probability measures), we can establish that \( \tau_3 \geq \tau_k \) where the value of \( \tau_k \) is defined in (6.59). This ensures the first estimate on the improvement of the error between two successive steps.

By this first estimate, we see that there exists \( k_0 \) such that \( \tau_k = 1 \) for \( k \geq k_0 \). When this happens, one can use (6.62) to get \( \|G(\psi_{k+1}) - \mu\| \leq \|R(\tau)\| \). We obtain the second estimate of the theorem by plugging in (6.61). \( \square \)
6.2. **Proof of Theorem 1.5.** Proposition 6.1 can be directly applied to the gradient of the Kantorovich functional, or more precisely to

\[ G(\psi) := \sum_{y \in Y} \rho(\text{Lag}_y(\psi)) \mathbb{1}_y = \nabla \Phi(\psi) + \mu \]

In that case, the set \( K^\varepsilon \) is given by

\[ K^\varepsilon = \{ \psi \in \mathbb{R}^Y \mid \forall y \in Y, \ \rho(\text{Lag}_y(\psi)) \geq \varepsilon \}. \]

We have assumed that the probability density \( \rho \) is \( C^\alpha(X) \) where \( X \) is a \( c \)-convex, compact subset of \( \Omega \). Then, by Theorem 4.1, for any \( \varepsilon > 0 \), the map \( G \) is uniformly \( C^{1,\alpha} \) over \( K^\varepsilon \). This ensures that the (Regularity) condition of Proposition 6.1 is satisfied. Furthermore, since we also assumed that \( \rho \) satisfies a weighted Poincaré-Wirtinger inequality, we can apply Theorem 5.1 to see that the (Uniform monotonicity) hypothesis of Proposition 6.1 is also satisfied. Applying Proposition 6.1, we deduce the desired convergence rates for Algorithm 1.

6.3. **Numerical results.** We conclude the article with a numerical illustration of this algorithm, for the cost \( c(x, y) = \|x - y\|^2 \) and for a piecewise-linear density. The source density is piecewise-linear over a triangulation of \([0, 3]^2\) with 18 triangles (displayed in Figure 6.3). It takes value 1 on the boundary \( \partial[0, 3]^2 \) and vanishes on the square \([1, 2]^2\). In particular, the support of this density is not simply connected and not convex. The target measure is uniform over a uniform grid \( \{0, \ldots, n - 1\}^2 \). Figure 6.3 displays the iterates of the Newton algorithm, which in this case takes 25 iterations to solve the optimal transport problem with an error equal to the numerical precision of the machine. The source code of this algorithm is publicly available.\(^1\)

We finally note that recent progress in computational geometry would allow one to implement Algorithm 1 for the quadratic cost on \( \mathbb{R}^3 \), refining \([18]\) or \([9]\). It should also be possible to deal with optimal transport problems arising from geometric optics, such as the far-field reflector problem \([7]\), whose associated cost satisfies the Ma-Trudinger-Wang condition \([20]\).

**Appendix A. A weighted Poincaré-Wirtinger inequality**

In this section, we provide an (almost) explicit example of a probability density on \( \mathbb{R}^d \) whose support is an annulus, therefore not simply connected, but which still satisfies a weighted Poincaré-Wirtinger inequality.

**Proposition A.1.** Let \( 0 < r < R \) and assume that \( \overline{\rho} \in C^0([0, R]) \) is a probability density with \( \overline{\rho} = 0 \) on \([0, r]\) and \( \overline{\rho} \) concave on \([r, R]\). Consider

\[ \rho(x) = \frac{1}{\|x\|^{d-1} \omega_{d-1}} \overline{\rho}(\|x\|) \quad \text{over} \quad X := B(0, R) \subseteq \mathbb{R}^d, \]

where \( \omega_{d-1} \) is the volume of the unit sphere \( S^{d-1} \). Then, \( \rho \) satisfies the weighted Poincaré-Wirtinger inequality (PW) for some positive constant.

\(^1\)https://github.com/mrgt/PyMongeAmpere
Figure 4. Evolution of the Laguerre cells during the execution of the damped Newton algorithm for semi-discrete optimal transport. (Top) The source density $\rho$ is piecewise linear over the domain $X = [0, 3]^3$ over the displayed triangulation: it takes value 1 on the boundary of the square $[0, 3]^2$ and 0 on the boundary of $[1, 2]^2$. The target measure is uniform over a $30^2$ uniform grid in $[0, 1]^2$. (Bottom) Laguerre cells at steps $k = 0, 2, 6, 9, 12, 15, 18, 21$ and 25.

The proof relies on two $L^1$-Poincaré-Wirtinger inequalities. The first inequality is the usual Poincaré-Wirtinger inequality on the sphere: given a $C^1$ function $f$ on $S^{d-1}$, and $F_{d-1} := (1/\omega_{d-1}) \int_{S^{d-1}} f(z) dz,$

$$\int_{S^{d-1}} |f(z) - F_{d-1}| d\mathcal{H}^{d-1}(z) \leq c_d \int_{S^{d-1}} \|\nabla f(z)\| d\mathcal{H}^{d-1}(z) \quad (A.63)$$
for some positive constant $c_d$. The second inequality is a Poincaré-Wirtinger inequality on the segment $[0, R]$ weighted by $\overline{\rho}$. Given a function in $C^1([0, R])$, and letting $F_1 := \int_0^R f(r) \overline{\rho}(r) dr / \int_0^R \overline{\rho}(r) dr$,

$$
\int_0^R |\overline{f}(r) - F_1| \overline{\rho}(r) dr \leq c_\overline{\rho} \int_0^R |\overline{f}'(r)| \overline{\rho}(r) dr \tag{A.64}
$$

for some positive constant $c_\overline{\rho}$ depending only on $\overline{\rho}$. The inequality (A.64) can be deduced from Theorem 2.1 in [1] and from the concavity of $\overline{\rho}$ on $[r, R]$.

**Proof.** We now proceed to the proof of the Poincaré-Wirtinger inequality for $(X, \rho)$. Let $f : B(0, R) \to \mathbb{R}$ be a function of class $C^1$. By polar coordinates and the definition of $\rho$, one has

$$
F := \int_{B(0, R)} f(x) \rho(x) d\mathcal{H}^d(x)
= \int_0^R 1 \omega_{d-1} r^{d-1} \int_{S^{d-1}(r)} f(z) \overline{\rho}(r) d\mathcal{H}^{d-1}(z) dr = \int_0^R \overline{f}(r) \overline{\rho}(r) dr,
$$

where the function $\overline{f}(r)$ is the mean value of $f$ over the sphere $S^{d-1}(r)$,

$$
\overline{f}(r) = \frac{1}{\omega_{d-1} r^{d-1}} \int_{S^{d-1}(r)} f(z) d\mathcal{H}^{d-1}(z) = \frac{1}{\omega_{d-1}} \int_{S^{d-1}(r)} f(rz) d\mathcal{H}^{d-1}(z).
$$

Using the triangle inequality and the relation between $\overline{\rho}$ and $\rho$ we get

$$
\int_{B(0, R)} |f(x) - F| \rho(x) d\mathcal{H}^d(x) = \int_0^R \int_{S^{d-1}(r)} |f(z) - F| \rho(z) d\mathcal{H}^{d-1}(z) dr
\leq \int_0^R \overline{\rho}(r) |\overline{f}(r) - F| dr + \int_0^R \frac{\overline{\rho}(r)}{r^{d-1} \omega_{d-1}} \int_{S^{d-1}(r)} |f(z) - \overline{f}(r)| d\mathcal{H}^{d-1}(z) dr
\tag{A.65}
$$

We first deal with the second term of the sum. Using the Poincaré-Wirtinger inequality on the sphere (A.63), we have

$$
\int_{S^{d-1}(r)} |f(z) - \overline{f}(r)| d\mathcal{H}^{d-1}(z) \leq c_d \int_{S^{d-1}(r)} \|
abla f(z)\|_{x^\perp} d\mathcal{H}^{d-1}(z),
$$

where $\nabla f(z)\|_{x^\perp}$ is the orthogonal projection of the gradient on the tangent plane $\{z\}^\perp$, so that

$$
\int_0^R \frac{\overline{\rho}(r)}{r^{d-1} \omega_{d-1}} \int_{S^{d-1}(r)} |f(z) - \overline{f}(r)| d\mathcal{H}^{d-1}(z) \leq c_d \int_{B(0, r)} \|
abla f(x)\|_{x^\perp} \rho(x) d\mathcal{H}^d(x). \tag{A.66}
$$

By the calculation of $F$ above, we see $F$ is also the mean value of $\overline{f}$ weighted by $\overline{\rho}$. We can therefore control the first term of the upper bound of (A.65) using the Poincaré-Wirtinger inequality on the segment (A.64):

$$
\int_0^R \overline{\rho}(r) |\overline{f}(r) - F| dr \leq c_\overline{\rho} \int_0^R |\overline{f}'(r)| \overline{\rho}(r) dr.
$$

Now, notice that:

$$
\overline{f}'(r) = \lim_{h \to 0} \frac{\overline{f}(r + h) - \overline{f}(r)}{h} = \lim_{h \to 0} \frac{1}{\omega_{d-1}} \int_{S^{d-1}} \frac{f((r + h)z) - f(rz)}{h} d\mathcal{H}^{d-1}(z),
$$

where $\omega_{d-1}$ is the surface area of the unit sphere in $\mathbb{R}^d$. Thus, we have

$$
\int_0^R \overline{\rho}(r) |\overline{f}'(r)| dr \leq c_\overline{\rho} \int_0^R |\overline{f}'(r)| \overline{\rho}(r) dr \tag{A.67}
$$

Combining (A.65) and (A.67), we obtain

$$
\int_{B(0, R)} |f(x) - F| \rho(x) d\mathcal{H}^d(x) \leq c_d \int_{B(0, r)} \|
abla f(x)\|_{x^\perp} \rho(x) d\mathcal{H}^d(x) + c_\overline{\rho} \int_0^R |\overline{f}'(r)| \overline{\rho}(r) dr.
$$

The right-hand side can be further estimated by using the weak convexity of $\overline{\rho}$ and the fact that $\overline{\rho}$ is non-negative. This completes the proof of the Poincaré-Wirtinger inequality.
from which we deduce

\[
\left| \mathcal{J}(r) \right| \leq \frac{1}{\omega_{d-1}} \int_{S^{d-1}} \left| \frac{\partial f}{\partial r}(r) \right| d\mathcal{H}^{d-1}(z) = \frac{1}{\omega_{d-1} r^{d-1}} \int_{S^{d-1}(r)} \left| \nabla f(z) | \frac{z}{r} \right| d\mathcal{H}^{d-1}(z)
\]

Integrating this inequality shows that

\[
\int_{0}^{R} \mathcal{P}(r) \left| \mathcal{J}(r) - F \right| dr \leq c_{\mathcal{P}} \int_{0}^{R} \frac{\mathcal{P}(r)}{\omega_{d-1} r^{d-1}} \int_{S^{d-1}(r)} \left| \nabla f(z) | \frac{z}{r} \right| d\mathcal{H}^{d-1}(z)
\]

\[
= c_{\mathcal{P}} \int_{B(0, R)} \left| \nabla f(x) | \frac{x}{\|x\|} \right| \rho(x) d\mathcal{H}^{d}(x) = 0.
\]

From the simple inequality \((a + b)^2 \leq 2(a^2 + b^2)\), we get

\[
\left| \nabla f(x) | \frac{x}{\|x\|} \right| + \|\nabla f(x)\|_{x_{\perp}} \leq \sqrt{2} \|\nabla f(x)\|.
\]

Using the bounds (A.66) and (A.67) in Equation (A.65), we get the desired inequality:

\[
\int_{B(0, R)} |f(x) - F| \rho(x) d\mathcal{H}^{d}(x) \leq \sqrt{2}(c_{d} + c_{\mathcal{P}}) \int_{B(0, R)} \|\nabla f(x)\| \rho(x) d\mathcal{H}^{d}(x).
\]

\[\square\]

**Appendix B. Measure of singular points on convex sets**

Let \(K\) be a convex compact set of \(\mathbb{R}^{d}\). The normal cone to \(K\) at a point \(x\) in \(K\) is the set

\[
N_{x} K = \{v \in \mathbb{R}^{d} | \forall y \in K, \langle y - x | v \rangle \leq 0\}, \tag{B.68}
\]

and its elements are said to be normal to \(K\) at \(x\). Let \(\tau\) be a positive parameter. A point \(x\) in the boundary of \(K\) is \(\tau\)-singular if there exist two unit vectors \(u, v\) in its normal cone \(N_{x}K\) such that \(\langle u | v \rangle^2 \leq 1 - \tau^2\). Note in particular that if \(x\) is \(\tau\)-singular, the linear space spanned by its normal cone has dimension two or more. Given a parameter \(\tau > 0\), we consider the set of \(\tau\)-singular points

\[
\text{Sing}(K, \tau) := \{x \in \partial K | \exists u, v \in N_{x}(K) \cap S^{d-1}, \langle u | v \rangle^2 \leq 1 - \tau^2\}. \tag{B.69}
\]

The next proposition gives an upper bound on the \((d - 2)\)-Hausdorff measure of \(\text{Sing}(K, \tau)\). Note that a more general version of this result can be found in [14], with optimal constant that depends on Minkowski’s quermassintegrals. We provide below a straightforward and easy proof based on the notions of packing and covering numbers.

**Proposition B.1.** Let \(K\) be a convex, compact set of \(\mathbb{R}^{d}\). Then

\[
\mathcal{H}^{d-2}(\text{Sing}(K, \tau)) \leq \text{const}(d, \operatorname{diam}(K)) \frac{1}{\tau},
\]

where the constant depends on \(d\) and the diameter of \(K\).

Before giving the proof of this proposition, we recall that the covering number \(\text{Cov}(K, \eta)\) of a subset \(K \subseteq \mathbb{R}^{d}\) is the minimum number of Euclidean balls of radius \(\eta\) required to cover \(K\). The packing number of a subset \(K\) is given by

\[
\text{Pack}(K, \eta) := \max\{\text{Card}(X) | X \subseteq K \text{ and } \forall x \neq y \in X, \|x - y\| \geq \eta\}.
\]
We will use the following comparisons between covering and packing numbers:
\[ \text{Cov}(K, \eta) \leq \text{Pack}(K, \eta) \leq \text{Cov}(K, \frac{\eta}{2}). \] (B.70)

**Proof.** The proof consists in comparing a lower bound and an upper bound of the packing number of the set
\[ U := \{(x, n) \in \mathbb{R}^d \times S^{d-1} \mid x \in \text{Sing}(K, \tau) \text{ and } n \in N_x(K)\}. \]

**Step 1.** We first calculate an upper bound on the covering number of the unit bundle \( \mathcal{U}K := \{(x, n) \in \partial K \times S^{d-1} \mid n \in N_x(K)\} \). Given a positive radius \( r \), we denote by \( K^r \) the set of points that are within distance \( r \) of \( K \). By convexity, the projection map \( p_K : \mathbb{R}^d \to K \), mapping a point to its orthogonal projection on \( K \), is well defined and 1-Lipschitz. We consider
\[ \pi : \partial K^r \to \mathcal{U}(K) \]
\[ x \mapsto \left( p_K(x), \frac{x - p_K(x)}{\|x - p_K(x)\|}\right) \]

The map \( \pi \) is surjective and has Lipschitz constant \( L := \sqrt{1 + 4/r^2} \). We deduce an upper bound on covering number of \( \mathcal{U}K \) from the covering number of the level set \( \partial K^r \):
\[ \text{Cov}(\mathcal{U}(K), \varepsilon) \leq \text{Cov}(\partial K^r, \frac{\varepsilon}{L}). \]

Now, consider a sphere \( S \) with diameter \( 2 \text{diam}(K) \) that encloses the tubular neighborhood \( K^r \) with \( r := \text{diam}(K) \). The projection map \( p_{K^r} \) is 1-Lipschitz, and \( p_{K^r}(S) = \partial K^r \). Using the same argument as above, we have:
\[ \text{Cov}(\partial K^r, \eta) \leq \text{Cov}(S, \eta) \leq \text{const}(d) \cdot (\text{diam}(K)/\eta)^{d-1}. \]

Combining these bounds with the inclusion \( U \subseteq \mathcal{U}(K) \) gives us
\[ \text{Cov}(U, \varepsilon) \leq \frac{\text{const}(d, \text{diam}(K))}{\varepsilon^{d-1}}. \] (B.71)

**Step 2.** We now establish a lower bound for \( \text{Pack}(U, 2\varepsilon) \). Let \( x \) be a \( \tau \)-singular point and \( u, v \) be two unit vectors such that \( \langle u, v \rangle^2 \leq 1 - \tau^2 \). This implies that \( N_xK \cap S^{d-1} \) contains a spherical geodesic segment of length at least \( \text{const} \cdot \tau \), giving us a lower bound on the packing number of \( N_xK \cap S^{d-1} \), namely \( \text{Pack}(N_xK \cap S^{d-1}, \eta) \geq \text{const} \cdot \tau/\eta \). Now, let \( X \) be a maximal set in the definition of the packing number \( \text{Pack}(\text{Sing}(K, \tau), 2\varepsilon) \) and for every \( x \in X \), let \( Y_x \) be a maximal set in the definition of the packing number \( \text{Pack}(N_xK \cap S^{d-1}, 2\varepsilon) \), so that \( \text{Card}(Y_x) \geq \text{const} \cdot \tau/\varepsilon \). Then, the set \( Z := \{(x, y) \mid x \in X, y \in Y_x\} \) is a \( 2\varepsilon \) packing of \( U \), and the cardinality of this set is bounded from below by \( \text{const} \cdot \text{Card}(X) \cdot \tau/\varepsilon \). This gives
\[ \text{Pack}(U, 2\varepsilon) \geq \text{const} \cdot \text{Pack}(\text{Sing}(K, \tau), 2\varepsilon) \cdot \tau/\varepsilon. \] (B.72)

**Step 3.** Combining Equations (B.71), (B.72) and the comparison between packing and covering numbers (B.70), we get
\[ \text{Pack}(\text{Sing}(K, \tau), 2\varepsilon) \leq \frac{\text{const}(d, \text{diam}(K))}{\tau \varepsilon^{d-2}}. \]
Using the comparison between packing and covering numbers, this means that we can cover $\text{Sing}(K, \tau)$ with $N_\varepsilon$ balls of radius $\varepsilon$, such that $N_\varepsilon \leq \text{const}(d, \text{diam}(K))/\tau \varepsilon^{d-2}$. By definition of the Hausdorff measure, we have

$$\mathcal{H}^{d-2}(\text{Sing}(K, \tau)) \leq \liminf_{\varepsilon \to 0} N_\varepsilon \varepsilon^{d-2} \leq \text{const}(d, \text{diam}(K)) \frac{1}{\tau}. \quad \Box$$

**Appendix C. Alternate proof of upper transversality**

Here we provide the proof of the alternative upper transversality estimate in Section 4.4.

**Proof of Proposition 4.8.** Let us again write

$$V := \nabla f_i(p_0),$$

$$W := \nabla f_j(p_0),$$

$$v := \frac{V}{\|V\|}, \quad w := \frac{W}{\|W\|},$$

and assume $\varepsilon_{nd} < \|V\| \leq \|W\|$ and $\langle v \mid w \rangle > 0$. Let us also define

$$x_0 := \exp_{y_0}(p_0),$$

$$q_0 := -D_x c(x_0, y_0), \quad q_1 := -D_x c(x_0, y_j).$$

A quick calculation yields

$$q_0 = [(D \exp_{y_0} [p_0])^{-1}(-\nabla_p c(\exp_{y_0}(p_0), y_0)),$$

$$q_1 = [(D \exp_{y_0} [p_0])^{-1}(W) + q_0].$$

Now we define the point

$$q' := [(D \exp_{y_0} [p_0])^{-1}(\|V\|w + q_0),$$

since $\|V\| \leq \|W\|$, the above calculation yields that $q'$ lies on the line segment between $q_0$ and $q_1$; since $(\exp_{x_0}^c)^{-1}(\Lambda)$ is convex we have that $q' \in (\exp_{x_0}^c)^{-1}(\Lambda)$ as well.

Thus we can define

$$y'_i := \exp_{x_0}^c(q'),$$

$$f_i'(p) := -c(\exp_{y_0}^c(p), y'_i) + c(\exp_{y_0}^c(p), y_0) + c(\exp_{y_0}^c(p), y'_i) - c(\exp_{y_0}^c(p), y_0) + \lambda_i,$$

and by (4.48) we will obtain for all $p \in (\exp_{y_0}^c)^{-1}(\Omega)$,

$$f_i'(p) - \lambda_i \leq \max\{0, f_j(p) - \lambda_j\}, \quad (C.73)$$

while another quick calculation yields

$$y_i = \exp_{x_0}^c([(D \exp_{y_0}^c [p_0])^{-1}(V) + q_0].$$

Now note that

$$-c(\exp_{y_0}^c(p), y'_i) + c(\exp_{y_0}^c(p), y_i)$$

$$\leq \sup_{(x, q) \in \Omega \times (\exp_{x_0}^c)^{-1}(\Lambda)} \left\| \left[ (D \exp_{x_0}^c [q])^{-1}(-D_x c(x, \exp_{x_0}^c(q)) \right] \left[ (D \exp_{y_0}^c [p_0])^{-1}(\|V\|w - V) \right] \right\|$$

$$\leq C_\nabla C_{\exp}^2 \|V\| \|w - V\|,$$
where we have used that if \( y = \exp_{x_0}^c(q) \), then \( (\mathcal{D}\exp_{x_0}^c|_q)^* = \mathcal{D}\exp_y|_{-\mathcal{D}_c(x_0, y)} \).

As a result we obtain
\[
|f_i(p) - f_i(p)|^2 = |-c(\exp_{y_0}^c(p), y_i') + c(\exp_{y_0}^c(p), y_i)|^2 \\
\leq (C^2_{\exp^2})^2 \|V\| \cdot \|w\|^2 \\
= 2(C^2_{\exp^2})^2 \|V\|^2 (1 - \langle v \mid w \rangle) \\
\leq 2(C^2_{\exp^2})^2 (C_{\exp} C^2_{\mathcal{V}})^2 (1 - \langle v \mid w \rangle).
\]

Combining with (C.73) we then have for any \( p \in (\exp_{y_0}^c)^{-1}(\Omega) \),
\[
f_i(p) - \lambda_i \leq \max\{0, f_j(p) - \lambda_j\} + \sqrt{2}C^3_{\exp^2} C_{\mathcal{V}} \sqrt{1 - \langle v \mid w \rangle}
\]
or re-arranging and using that \( \|\lambda\| < T_{tr} \),
\[
1 - \langle v \mid w \rangle \geq \sup_{p \in (\exp_{y_0}^c)^{-1}(\Omega)} \frac{(f_i(p) - \max\{f_j(p)\}) - 2T_{tr}}{2(C^2_{\exp^2})^2}.
\] (C.74)

We now make the following observation. Let us write \( X_t := (\exp_{y_0}^c)^{-1}(X) \).
Then for any \( t, s > 0 \), we can estimate the volume of \( X_t \cap \{f_{y_0, y_i} \leq -t\} \cap \{f_{y_j, y_i} \leq -s\} \) by

\[
\mathcal{H}^d(X_t \cap \{f_{y_0, y_i} \leq -t\} \cap \{f_{y_j, y_i} \leq -s\}) \\
\geq \mathcal{H}^d(X_t \cap \{f_{y_0, y_i} \leq 0\} \cap \{f_{y_j, y_i} \leq 0\}) - \mathcal{H}^d(X_t \cap \{-t < f_{y_0, y_i} \leq 0\}) \\
- \mathcal{H}^d(X_t \cap \{-s < f_{y_j, y_i} \leq 0\}).
\]

Using that \( L_i \subset \{f_{y_0, y_i} \leq 0\} \cap \{f_{y_j, y_i} \leq 0\} \), we can bound the first term from below as
\[
\mathcal{H}^d(X_t \cap \{f_{y_0, y_i} \leq 0\} \cap \{f_{y_j, y_i} \leq 0\}) \geq C_{\exp} \frac{\varepsilon}{\|\rho\|_{\infty}}.
\]

For the second term, by the coarea formula, we can write
\[
\mathcal{H}^d(X_t \cap \{-t < f_{y_0, y_i} \leq 0\}) \leq \int_{-t}^0 \int_{X_t \cap \{f_{y_0, y_i} = z\}} \frac{1}{\|\nabla f_{y_0, y_i}(p)\|} d\mathcal{H}^{d-1}(p) dz \\
\leq \frac{t\mathcal{H}^{d-1}(\partial X_i)}{\varepsilon_{nd}} \leq \frac{tC_{\exp} \mathcal{H}^{d-1}(\partial X)}{\varepsilon_{nd}},
\]

where to obtain the second line we have again used the fact that for every \( z \in \mathbb{R} \), the set \( X_t \cap \{f_{y_0, y_i} = z\} \) is contained in the boundary of a convex subset of \( X_t \) in conjunction with [17, Remark 5.2]. By a similar bound on the third term, we see that as long as
\[
\max\{t, s\} < \frac{\varepsilon \varepsilon_{nd}}{2C_{\exp}^{2d-2} \|\rho\|_{\infty} \mathcal{H}^{d-1}(\partial X)}
\]
we have
\[
\mathcal{H}^d(X_t \cap \{f_{y_0, y_i} \leq -t\} \cap \{f_{y_j, y_i} \leq -s\}) > 0,
\]

thus in particular, (by continuity of \( f_{y_0, y_i} \) and \( f_{y_j, y_i} \)) there must exist a point \( p'_c \in X_t \) for which \( \max\{f_{y_0, y_i}(p'_c), f_{y_j, y_i}(p'_c)\} \leq -\frac{\varepsilon \varepsilon_{nd}}{2C_{\exp}^{2d-2} \|\rho\|_{\infty} \mathcal{H}^{d-1}(\partial X)}, \)
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Translating this back into coordinates in \((\exp_0^c)^{-1}(X)\) and in terms of \(f_i, f_j\), we see there exists a point \(p_c \in (\exp_0^c)^{-1}(X)\) for which

\[
f_i(p_c) - \max\{0, f_j(p_c)\} \geq \frac{\varepsilon_{\text{end}}}{2C^2d^2 \exp\|\rho\|_\infty H_{g^d-1}(\partial X)}.
\]

Thus if we have \(T_{tr} \leq \frac{\varepsilon_{\text{end}}}{8C^2d^2 \exp\|\rho\|_\infty H_{g^d-1}(\partial X)}\), combining with (C.74) we will obtain the bound (4.49) as desired. \(\square\)
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