Design methodologies for sizing a battery bank devoted to a stand-alone and electronically passive wind turbine system
Malek Belouda, Amine Jaafar, Bruno Sareni, Xavier Roboam, Jamel Belhadj

To cite this version:

HAL Id: hal-01290385
https://hal.archives-ouvertes.fr/hal-01290385
Submitted on 18 Mar 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Open Archive TOULOUSE Archive Ouverte (OATAO)

OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible.

This is an author-deposited version published in: http://oatao.univ-toulouse.fr/
Eprints ID: 15591

To link to this article: DOI:10.1016/j.rser.2016.01.111
URL: http://dx.doi.org/10.1016/j.rser.2016.01.111

To cite this version:
Belouda, Malek and Jaafar, Amine and Sareni, Bruno and Roboam, Xavier and Belhadj, Jamel Design methodologies for sizing a battery bank devoted to a stand-alone and electronically passive wind turbine system. (2016) Renewable and Sustainable Energy Reviews, vol. 60. pp. 144-154. ISSN 1364-0321

Any correspondence concerning this service should be sent to the repository administrator: staff-oatao@listes-diff.inp-toulouse.fr
Design methodologies for sizing a battery bank devoted to a stand-alone and electronically passive wind turbine system

Malek Belouda a,*, Amine Jaafar b, Bruno Sareni b, Xavier Roboam b, Jamel Belhadj a

a Université de Tunis, E1 Manar, ENIT – LSE, BP 37, 1002 Tunis le Belvédère, Tunisia
b Université de Toulouse, LAPLACE, UMR CNRS INP-UPS, ENSEEIHT, 2 rue Camichel, BP 71 22, 31071 Toulouse Cedex 07, France

A B S T R A C T

In this paper, the authors investigate four original methodologies for sizing a battery bank inside a passive wind turbine system. This device interacts with wind and load cycles, especially for a stand-alone application. Generally, actual wind speed measurements are of long duration which leads to extensive processing time in a global optimization context requiring a wide number of system simulations. The first part of this article outlines two sizing methodologies based on a statistical approach for the sizing of the electrochemical storage device of a stand-alone passive wind turbine system. Two other efficient methodologies based on the synthesis of compact wind speed profiles by means of evolutionary algorithms are described in the second part of this paper. The results are finally discussed with regard to the relevance of the battery bank sizing and in terms of computation cost, this later issue being crucial to an Integrated Optimal Design (IOD) process.
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1. Introduction

Continuity and reliability of electricity supply from wind energy are the two basic criteria for feeding isolated sites. These two criteria can be satisfied by including several types of storage (accumulators, H2 storage, etc.), but this solution is hampered by high ownership costs [1–5]. Thus, providing consumers in remote areas with reliable and cheap electricity depends upon optimal combination and sizing design of the wind generation system coupled with the storage bank. Recently, most optimal configurations are obtained by performing a global optimization process, where a high number of simulations is required [6–14]. However, the unpredictable character of the wind speed presents a significant drawback since the system simulations are carried out over a long period of time. In numerous publications, Bagul, Borowy and Salameh [15–17] have developed several methodologies for optimally sizing a Wind/PV system associated with a battery bank for a given load. These methods are based on the use of long term data for both irradiance and wind speed. Several studies have used the average hourly wind speed data over a few years simulation period. Other researchers [18–20] have developed probabilistic methods to determine the annual energy output of a wind system. In particular in [21], a probabilistic approach was developed to calculate a long term system performance with respect to the average monthly fraction of a load fed by generation systems. In this context, the present study deals with the optimal design of a battery bank for a passive Wind Turbine (WT) system ensuring the continuous supply of an isolated typical farm (see Fig. 1). The design of this system requires taking account of the wind potential and the load demand.

However, the “time phasing” of wind data, generating WT energy/power with the load profile (here a cycle time of 24 h), sets a specific problem when sizing the storage device: indeed, the difference between power production and power consumption profiles is not sufficient to characterize the battery sizing. Finding the most critical phasing between WT production and load consumption must be considered. This worst case for the battery sizing will be identified by varying the phase shift between production and consumption profiles. This will be specifically shown in Section 4.3.

In this study, four battery sizing methodologies for a 8 kW stand-alone passive WT system are investigated. The first two methodologies are based on statistical approaches and consist in determining the constraints (in terms of power and energy needs) associated with the storage system from temporal Monte-Carlo-based simulations including wind and load profile variations. The evolution of the wind speed was considered as stochastic while the load profile was deterministically repeated from day to day (Fig. 2). In order to take account of the wind potential features, only slow dynamics related to seasonality have been integrated in the wind profile, i.e. fast dynamics related to turbulence are neglected. Wind features are then represented with a Weibull statistic distribution. Finding the most critical constraints in the storage system requires simulating the system over a long period of time in order to include all correlations between power production and consumption (e.g. time windows with low wind power and high load power and inversely). Such a process is rather expensive in terms of computation cost. It can locally be used to size the battery when the other components of the system (i.e. the passive WT) are known. However, if a global integrated design process is concerned, where all components have to be simultaneously optimized the computation cost of these latter approaches may be problematic. In order to solve this issue, we have investigated two other methodologies for reducing wind profile duration while keeping a trace of wind features in terms of intensity, variability and statistics. This original approach suggested in [22] is adapted for compacting wind speed profiles: it consists in generating compact wind profiles by aggregating elementary parameterized segments in order to fulfill target indicators representing the features of a reference wind profile of longer duration [23]. This inverse problem involving the determination of the segment parameters is solved using an evolutionary algorithm.

The remaining of the paper is organized as follows. The passive wind system and the battery characteristics are described in Section 2. In Section 3, statistical battery bank sizing methodologies are presented. Section 4 is dedicated to the sizing process based on the synthesis approach of a representative and compact wind speed profile. The results obtained from these sizing approaches are summarized and compared in Section 5 in terms of performance (sizing accuracy) and computation cost.

2. Description of the hybrid system

The considered system is a 8 kW full passive WT battery charger without active control and with a minimum number of sensors as studied in [8,9]. The deterministic load profile is set for 24 h and repeated from day to day as indicated in Fig. 2.
Nomenclature

Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>time step</td>
</tr>
<tr>
<td>$N_{\text{cycle}}$</td>
<td>number of battery cycles</td>
</tr>
<tr>
<td>$&lt;N_{\text{cycle}}&gt;$</td>
<td>average number of battery cycles</td>
</tr>
<tr>
<td>$\text{DOD}$</td>
<td>battery depth of discharge</td>
</tr>
<tr>
<td>$\text{DOD}_{\text{max}}$</td>
<td>battery maximum depth of discharge</td>
</tr>
<tr>
<td>$\alpha_{\text{cycle}}$</td>
<td>battery cycle weight</td>
</tr>
<tr>
<td>$c_F$</td>
<td>number of battery cycles to failure</td>
</tr>
<tr>
<td>$N_{\text{rep}}$</td>
<td>number of battery replacement cycles</td>
</tr>
<tr>
<td>$P_{\text{BAT}}$</td>
<td>battery power</td>
</tr>
<tr>
<td>$P_{\text{BAT MAX}}$</td>
<td>battery maximum (charge) power</td>
</tr>
<tr>
<td>$P_{\text{BAT MIN}}$</td>
<td>battery minimum (i.e. maximum discharge) power</td>
</tr>
<tr>
<td>$E$</td>
<td>battery energy (i.e. actual energy in the battery)</td>
</tr>
<tr>
<td>$E_S$</td>
<td>battery useful energy (i.e. total energy of the battery)</td>
</tr>
<tr>
<td>$T_a$</td>
<td>battery autonomy (number of hours of autonomy)</td>
</tr>
<tr>
<td>$P_{\text{WT}}$</td>
<td>wind turbine power</td>
</tr>
</tbody>
</table>

2.1. Similitude sizing model

In [9], an integrated optimal design method based on multi-objective optimization has been developed for sizing the elements of a 1.7 kW passive wind turbine system. In our case, a simplified approach has been preferred based on the exploitation of similitude effects. The new generator dimensions are related to the reference ones through similitude from the reference structure, i.e. a 1.7 kW wind turbine system. Results obtained with this approach will be presented in the following.

2.2. Passive WT

The 8 kW passive WT parameters have been obtained by applying the similitude relations. In Tables 1 and 2, the two configuration parameters are summarized.

The WT model is based on a “mixed reduced model” described in [8]: this model neglects the electrical mode effect but simulates the mechanical, especially due to the turbine inertia. In order to simplify the modeling approach and to limit the computation cost, the DC bus voltage is supposed to be constant, whatever the battery state of charge: it has been proved in other studies [8] that this assumption is acceptable and does not question the battery sizing accuracy. This simplified model has been chosen due to its computation efficiency which authorizes analyzing system couplings (WT – battery – load) with environmental (wind cycle) influence.

Table 1

<table>
<thead>
<tr>
<th>Wind turbine parameters.</th>
<th>Reference turbine</th>
<th>New turbine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius R (m)</td>
<td>1.25</td>
<td>2.67</td>
</tr>
<tr>
<td>Friction coefficient $f_{\text{WT}}$ (N m s/rd)</td>
<td>0.025</td>
<td>0.52</td>
</tr>
<tr>
<td>Inertia $J_{\text{WT}}$</td>
<td>1.5</td>
<td>31.22</td>
</tr>
<tr>
<td>Power coefficient $C_p$ at MPPT $C_p_{\text{opt}}$</td>
<td>0.441</td>
<td>0.441</td>
</tr>
<tr>
<td>Tip speed ratio $\lambda$ at MPPT $\lambda_{\text{opt}}$</td>
<td>6.9</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>PMSG parameters.</th>
<th>Reference generator</th>
<th>New generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teeth width $w_t$ (mm)</td>
<td>5.465</td>
<td>11.672</td>
</tr>
<tr>
<td>Yoke thickness $d_y$ (mm)</td>
<td>14.096</td>
<td>30.098</td>
</tr>
<tr>
<td>Number of pole pairs $p$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Number of slots per phase per pole $N_{\text{sp}}$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Leakage inductance $L_q$ (mH)</td>
<td>0.224</td>
<td>0.118</td>
</tr>
<tr>
<td>Main inductance $L_m$ (mH)</td>
<td>0.763</td>
<td>0.731</td>
</tr>
<tr>
<td>Stator inductance $L_s$ (mH)</td>
<td>1.369</td>
<td>1.2</td>
</tr>
<tr>
<td>Stator resistance $R_s$ (Ω)</td>
<td>0.211</td>
<td>0.4708</td>
</tr>
<tr>
<td>Stator resistance $R_s$ (Ω)</td>
<td>0.128</td>
<td>0.0148</td>
</tr>
</tbody>
</table>

$P_{\text{load}}$ load power
$N_d$ number of days (in the Monte Carlo simulations)
$N_{\text{BAT}}$ number of battery cells
$<N_{\text{BAT}}>$ average number of battery cells
$T_{\text{CPU}}$ CPU time
$\Delta t$ time duration
$\text{ref}$ index for reference values of powers, energy, wind speed
$\text{compact}$ index for the corresponding values of the compact profile
$\text{PDF}$ probability distribution function
$\text{CDF}$ cumulative distribution function
$\epsilon$ global error function in the compact synthesis process
$\epsilon_{\text{stat}}$ global error between two cumulative distribution functions
$V$ wind speed
$<V>$ average wind speed
$<V^3>$ average cubic wind speed
$V_{\text{max}}$ maximum wind speed value
$V_{\text{min}}$ minimum wind speed value
$E_f$ intermittent wind pseudo energy

2.3. Battery features

In this study, a lead acid Yuasa NP 38-121 [26] is considered as battery element. These batteries can be used over a broad temperature range permitting considerable flexibility in system design and location:

- Charge: –15 °C to 50 °C
- Discharge: –20 °C to 60 °C
- Storage: –20 °C to 50 °C (fully charged battery)
The basic characteristics at 20 °C are summarized in the Table 3.

The estimation of the battery lifetime constitutes a difficult topic which is still a topical issue in the scientific area. The battery lifetime depends on multiple factors such as SOC variations, discharge and charge current rates, ambient conditions (temperature, humidity). In this paper, we use as battery lifetime indicator a simple model based on the cycles to failure curve versus Depth of Discharge (DOD) displayed in Fig. 4. Other factors affecting the battery lifetime are neglected. It should be noted that such approach based on the battery cycling has been used in earlier studies [27–29]. In practice, typical battery state of charge (SOC) evolutions during the system operation are considered. The cycle counting method known as “rainflow” based on Downing’s algorithm [30] is then applied for determining the number of cycles \( N_{cycle} \) corresponding to different intervals of DOD (typically the whole DOD range is divided into 10 equally spaced intervals). Finally, the “equivalent” number of full cycles \( < N_{cycle} > \) is calculated as follows:

\[
<N_{cycle}> = \sum_{DOD} \omega_{cycle}(DOD) \times N_{cycle}(DOD)
\]

where the weight \( \omega_{cycle} \) evaluates the effect of a cycle at a given DOD with regard to a cycle at full DOD, i.e.:

\[
\omega_{cycle}(DOD) = \frac{C_f(100\%)}{C_f(DOD)}
\]

The number of expected battery replacement \( N_{rep} \) in the system over a given period can be deduced from the corresponding equivalent number of full cycles:

\[
N_{rep} = \left\lfloor \frac{< N_{cycle}>}{C_f(100\%)} \right\rfloor
\]

where \( \lfloor \cdot \rfloor \) denotes the integer part function.

2.4. The battery sizing algorithm

The determination of the battery cell number is based on the energy sizing algorithm explained in detail in [30]. This algorithm computes the active storage energy required for the battery from the corresponding power evolution \( P_{bat}(t) \) while satisfying a maximum depth of discharge (DOD\(_{max}\)). It is based on an upper saturated integration of the power in the battery bank due to the fact that the charge power is no longer integrated if the battery state of charge is maximal. In such a case, we consider that charge power is wasted in order to avoid the battery bank oversizing. This method is preferred to a simple integration method which generally leads to a battery bank oversizing during wide charge phase (high winds with reduced load). Two operating conditions can be considered for the battery bank sizing: *standard operations* with wind production. In this case, the battery power can be expressed as the difference between the extracted wind power and the load power (i.e. \( P_{BAT} = P_{WT} - P_{load} \)). The mechanical wind turbine output power, \( P_{WT}(t) \) (W), generated by the wind turbine is \( P_{WT} = \frac{1}{2} C_p \rho \frac{S}{C_0} v^3 \), where \( \rho \) is the air density (kg m\(^{-3}\)), \( S \) denotes the swept rotor area (m\(^2\)), \( v \) represents the wind speed (m/s) and \( C_p \) is the power coefficient from manufacturer data corresponding to the turbine studied in [5] and can be interpolated with: \( C_p(\lambda) = -4.98 \cdot 10^{-9} \lambda^2 - 4.21 \cdot 10^{-6} \lambda^5 + 2.11 \cdot 10^{-5} \lambda^4 - 3.11 \cdot 10^{-7} \lambda^3 + 1.64 \cdot 10^{-6} \lambda^2 - 0.0176 \lambda^2 + 0.0174 \lambda - 1.93 \cdot 10^{-3} \)

where \( \lambda \) is the tip speed ratio which depends on the turbine rotational speed \( \omega \) (rad/s), on the wind turbine radius \( R \) and on the wind speed \( v \):

\[
\lambda = \frac{\omega R}{v}
\]

– The resulting power profile in the battery should represent the system behavior over a long period of time and include the stochastic wind features in a particular location (variability and intensity)
– *Faulty operations* without wind production. In this case, the battery power is only related to the load power (i.e. \( P_{BAT} = -P_{load} \)) on a desired duration \( T_s \), representing the number of hours (or the number of days) of autonomy.

It should be noted that the whole system sizing (including the battery sizing) results in an optimization problem with several objectives (cost, autonomy, efficiency, battery lifetime). The investigation of different tradeoffs with regard to some suitable design variables (e.g. WT size, PMSG features, battery DOD\(_{max}\)) constitutes a specific problem that can be solved using traditional multiobjective optimization methods. Such methods require the iteration of the system sizing and simulation with respect to design variable variations. Nevertheless, they can be applied only if the computational time of the sizing models is acceptable.
Therefore, the reduction of the complexity and computational time of the battery sizing in standard operations is of prime importance. The remaining of this paper is only focused on this issue. Consequently, in the following sections, the system autonomy and the battery lifetime will result of the battery sizing in standard operations and will not be optimized. The optimization of these criteria with regard to relevant design variables and the investigation of system tradeoffs will be the subject of a complementary ongoing study.

3. Statistical battery bank sizing methodologies based on Monte Carlo simulations

3.1. A statistical approach based on the wind speed profile distribution

Wind speed data can be predicted by several statistical distributions models from the wind energy potential at a particular location. In this first approach, the sizing process is based on the generation of a wind cycle from its statistical distribution [32]. The continuous temporal wind speed profiles are generated from a statistical distribution. A certain number of samples are generated with a random number generator according to the established statistical distribution. The continuous temporal profiles are then obtained by interpolating the generated samples. The synoptic of the random process generation of the wind speed cycles is illustrated in Fig. 5.

As previously mentioned, the battery bank sizing is related to the level of power and energy which depend on the magnitude and phase of wind potential and of the load demand. In order to determine the relevant battery bank sizing, i.e. when the system is under the “worst” case conditions (maximum power and energy), several wind speed profiles with increasing duration have to be generated until the battery sizing is stabilized. This sizing is then obtained when the number of battery cells required to supply the load becomes quasi-constant.

The synoptic of this battery sizing process is shown in Fig. 6. The issue consists in producing 11 wind cycles with a progressive duration from 1 to 200 days. These cycles are synthesized from a given wind statistic (i.e. a particular Weibull distribution) during \( N_d \) days \( (N_d = \{1, 2, 3, 10, 20, 30, 50, 70, 100, 150, 200\} \) days). Subsequently, after having simulated the WT system by means of the “mixed-reduced model”, 11 extracted wind powers \( (P WT) \) are generated. The load power \( (P load) \) is daily repeated during the \( N_d \) days.

The number of battery elements and the computational time \( (T CPU) \) under different wind speed profiles are given in Table 2. The computational time is the time needed by the processor to simulate the system model and to perform the battery sizing process. The corresponding system autonomy and the battery lifetime indicator, consisting in the equivalent number of full cycles extrapolated over 20 years, are given in Table 3.

3.2. A statistical approach based on the extracted wind power distribution

With the aim of reducing the computational time, an essential factor in an IOD context, this approach consists in directly generating the extracted power \( (P WT) \) histogram instead of the wind histogram as previously proposed. For each interval of wind speed, the corresponding extracted power is estimated by simulating the passive wind system (the extracted power is synthesized on the same timescales as with the first approach).

From wind statistics, the histogram of \( P WT \) is built. Therefore, the WT power profile is directly obtained from its distribution by means of random number generation and interpolation techniques exactly as previously for the wind time cycle generation. Following this step, from histogram of powers, the output WT power can be directly generated before obtaining the battery power used for the storage bank sizing process (Fig. 7). The storage bank sizing process is quite similar to the first approach, i.e. producing 11 W power cycles with a progressive duration from 1 to 200 days and waiting until the number of battery cells becomes quasi-constant.

3.3. Results

The results obtained from both statistical approaches are compared in Table 4 and in Table 5 with regard to the battery sizing, the CPU time, the system autonomy and the lifetime indicator. A first analysis of these results shows that \( < N_{BT} > \) becomes quasi-constant and does not exceed 132 battery elements for a number \( N_d > 70 \) days in both approaches (see Fig. 8). This “optimal duration threshold” is sufficient for taking wind variability into account (i.e. stochastic features of wind) and to obtain a suitable and robust sizing for the battery bank. It can be observed from Table 3 that it also leads in both approaches to the same number of battery cycles which approximately equals 380 and represents 2 battery replacements in the system over 20 years. Finally, the second approach offers a notable reduction of computational time,
e.g. for 70 days results showed a decreased rate of 5.5 on the CPU time during the system simulation: simulations are performed with a standard computer (Core Duo 1.7 GHz).

4. Battery sizing based on a compact synthesis approach

In this section, a “compact synthesis process” is applied on an actual wind speed profile of 200-day duration considered as reference data, with the aim of generating a compact profile of reduced duration $\Delta t_{\text{compact}}$. Two different approaches are investigated depending on the choice of the target indicators used for generating the fictitious compact wind speed profile in order to establish its correspondence with reference data.

4.1. Synthesis process of representative and compact wind speed profiles

The synthesis process of compact wind profiles is based on the approach developed in [22]. It consists in generating a fictitious profile of any environmental variable (e.g. temperature, wind speed, solar irradiation, driving cycle profile) by fulfilling some constraints related to “target indicators” (typically minimum, maximum and average value, probability distribution). These indicators can be evaluated from a set of reference cycles usually of long duration: here we have considered a 200-day wind profile. This fictitious profile is obtained by aggregating elementary segments as shown in Fig. 9. Each segment is characterized by its amplitude $\Delta S_n$ ($\Delta S_{\text{min}} \leq \Delta S_n \leq \Delta S_{\text{max}}$) and its duration $\Delta t_n$ ($0 \leq \Delta t_n \leq \Delta t_{\text{compact}}$). A time scaling step is performed after this profile generation in order to fulfill the constraint related to the time duration, i.e. $\Delta t_n = \Delta t_{\text{compact}}$. Finding a compact fictitious profile of an environmental variable consists in finding all segment parameters so that the generated profile fulfills all target

![Fig. 7. Battery bank sizing process based on an extracted power generation profile from its statistical distribution.](image)

<table>
<thead>
<tr>
<th>Number of days</th>
<th>CPU Time (s)</th>
<th>Average number of battery cells $&lt;N_{BT}&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed-based approach</td>
<td>Output WT power-based approach</td>
<td>Wind speed-based approach</td>
</tr>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>3</td>
<td>0.29</td>
<td>0.26</td>
</tr>
<tr>
<td>10</td>
<td>0.56</td>
<td>0.31</td>
</tr>
<tr>
<td>20</td>
<td>0.78</td>
<td>0.32</td>
</tr>
<tr>
<td>30</td>
<td>1.21</td>
<td>0.41</td>
</tr>
<tr>
<td>50</td>
<td>3.06</td>
<td>0.58</td>
</tr>
<tr>
<td>70</td>
<td>4.57</td>
<td>0.83</td>
</tr>
<tr>
<td>100</td>
<td>7.06</td>
<td>1.32</td>
</tr>
<tr>
<td>150</td>
<td>12.80</td>
<td>2.47</td>
</tr>
<tr>
<td>200</td>
<td>19.23</td>
<td>4.00</td>
</tr>
</tbody>
</table>

![Fig. 8. Battery sizing versus the number of days of simulations.](image)

Table 4
Results obtained from statistical approaches with Monte Carlo simulations – CPU time and average number of battery cells.

<table>
<thead>
<tr>
<th>Number of days</th>
<th>System autonomy (h)</th>
<th>Number of cycles (over 20 years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed-based approach</td>
<td>Output WT power-based approach</td>
<td>Wind speed-based approach</td>
</tr>
<tr>
<td>1</td>
<td>4.8</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>6.3</td>
<td>6.3</td>
</tr>
<tr>
<td>10</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>10.2</td>
</tr>
<tr>
<td>30</td>
<td>11.3</td>
<td>11.8</td>
</tr>
<tr>
<td>50</td>
<td>12.2</td>
<td>12.2</td>
</tr>
<tr>
<td>70</td>
<td>13.3</td>
<td>13.3</td>
</tr>
<tr>
<td>100</td>
<td>13</td>
<td>13.1</td>
</tr>
<tr>
<td>150</td>
<td>13.1</td>
<td>12.8</td>
</tr>
<tr>
<td>200</td>
<td>13.4</td>
<td>13.2</td>
</tr>
</tbody>
</table>

Table 5
Results obtained from statistical approaches with Monte Carlo simulations – lifetime indicator and system autonomy.
that the reference value of the storage useful energy $E$ as follows:

$$
E = rac{1}{2} P_{\text{BAT}} (t) \Delta t
$$

where $P_{\text{BAT}}(t)$ and the maximum energy quantity imposed on this storage. These variables are extracted from the simulation of a $8\text{ kW}$ passive WT system over the reference period. The target indicators are defined to characterize the signal (minimum, maximum, average values, probability density function) but they can also be related to the design context (here, the WT system has to charge a battery bank for which maximum power and energy range are relevant).

4.2. Compact synthesis approach using system-based targets

The first compact synthesis approach is based on the use of target indicators related to the storage system features. In this approach, the global sizing of the storage system is related to the three following variables: $P_{\text{BATMAX}}$, $P_{\text{BATMIN}}$, and $E_s$ which respectively denote the maximum and the minimum storage powers in the battery $P_{\text{BAT}}(t)$ and the maximum energy quantity imposed on this storage. These variables are evaluated on 20 equally spaced intervals between $0$ and the maximum wind speed value $V_{\text{refmax}}$. Finally, the global error $\epsilon$ to be minimized in the synthesis profile process can be expressed as:

$$
\epsilon = \left( \frac{P_{\text{BATMAX}} - P_{\text{BATMREF}}}{P_{\text{BATMREF}}} \right)^2 + \left( \frac{P_{\text{BATMIN}} - P_{\text{BATFREF}}}{P_{\text{BATFREF}}} \right)^2 + \left( \frac{E_s - E_{\text{ref}}}{E_{\text{ref}}} \right)^2 + \epsilon_{\text{stat}}
$$

where the statistic error $\epsilon_{\text{stat}}$ denotes the mean squared error between both CDFs relative to reference and generated wind speed profiles:

$$
\epsilon_{\text{stat}} = \frac{1}{20} \sum_{k=1}^{20} \left( \frac{CDF(k) - CDF_{\text{ref}}(k)}{CDF_{\text{ref}}(k)} \right)^2
$$

All ‘ref’ indexed variables are based on the reference wind profile of Fig. 10. The inverse problem is solved with the clearing algorithm [33] using a population size of 100 individuals and a number of generations of 500,000. Multiple optimization runs are performed with different compaction times $\Delta t_{\text{compact}}$. In particular, the minimum compaction time (i.e. min $\Delta t_{\text{compact}}$) was determined using a dichotomous search in order to ensure a global error $\epsilon$ less than $10^{-2}$. Table 6 shows the values of the global error $\epsilon$ versus the compaction time. It can be seen that the lowest value for $\Delta t_{\text{compact}}$ ensuring the fulfillment of the target indicators with sufficient accuracy is about 10 days. Fig. 11 displays the characteristics of the generated wind profile obtained from the aggregation of 109 elementary segments fulfilling all target indicators. It can be seen from this figure that the CDF of this compact wind profile closely coincides with that of the reference wind profile.

Table 7 compares the values of the target indicators related to the battery sizing for the reference profile and the fictitious profile generated with the clearing algorithm. A good agreement between those values indicates that the compact wind profile would certainly lead to the same battery sizing as with the reference wind profile over a longer period. This will be verified in Section 5. Finally, it should be noted that the equivalent number of full cycles resulting from the fictitious wind profile and extrapolated over 20
where \( \epsilon \) is the speed value. Note that the maximum and minimum speed values and the average cubic wind speed value. Similarly to the previous approach, we consider as the last indicator related to the wind system. Note that the wind power being proportional to \( E \) can also be observed in this figure in terms of CDF. Finally, Table 8 shows that the values of the target indicators are very close in both cases. For comparison with the previous approach, we also give the sizing of the battery obtained from the simulation of the compact profile. It should be noted that contrary to the first approach, the second does not include phase correlations between wind and load profiles because it only considers wind speed variations to generate the compact wind speed profile. Consequently, the second approach does not ensure finding the most critical constraints on the storage device in terms of production – load phase shift. This can be \textit{a posteriori} done by sequentially shifting the obtained wind profile to its 10 day time window in compliance with the deterministic load profile repeated from day to day. The maximum storage energy quantity \( E_t \) is computed for each phase shift and the highest (most critical) value is returned (see Fig. 13). In this way, a value of 34.4 kWh is obtained for \( E_t \) which is very close to that resulting from the reference profile simulation (i.e. 32.3 kWh).

Finally, we mention that the equivalent number of full cycles resulting from the fictitious wind profile and extrapolated over 20 years is 398, close to the previous values obtained with the other approaches.

### 4.4. Validation of the previous results for various WT sizes

In order to validate the effectiveness of the previous approaches, the compact wind profiles obtained in both methods are used to estimate the battery sizing for various WTs. Three WTs are

### Table 7

<table>
<thead>
<tr>
<th>Reference profile (200 days)</th>
<th>Compact profile (10 days)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{MAX}} ) (kW)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>( P_{\text{MIN}} ) (kW)</td>
<td>-5.88</td>
<td>-5.82</td>
</tr>
<tr>
<td>( E_t ) (kWh)</td>
<td>32.36</td>
<td>32.4</td>
</tr>
</tbody>
</table>

The inverse problem is solved with the clearing algorithm with the same control parameters as in the previous subsection. Multiple optimization runs were performed with different compaction time \( \Delta t_{\text{compact}} \). The minimum value for this variable ensuring a global error of less than \( 10^{-2} \) was identical to that found with the previous approach (i.e. 10 days). Fig. 12 shows the characteristics of the generated wind profile obtained for \( \Delta t_{\text{compact}} = 10 \) days, from the aggregation of 130 elementary segments fulfilling all target indicators. The good match between the compact generated profile and the reference profile can also be observed in this figure in terms of CDF. Finally, Table 8 shows that the values of the target indicators are very close in both cases. For comparison with the previous approach, we also give the sizing of the battery obtained from the simulation of the compact profile.
considered with nominal power of 7 kW, 8 kW and 9.5 kW. The tables below summarize the results obtained for the battery sizing variables (i.e. $P_{\text{BAT MAX}}$, $P_{\text{BAT MIN}}$ and $E_S$) for each WT sizing with the reference profile of 200 days duration and with the compact profiles resulting from both approaches developed in the previous sections. A good match between those variables is obtained in all cases whatever the WT sizing. This indicates that compact profiles generated by our synthesis process can be used in a sizing process (typically with an IOD approach) instead of the reference profile for the battery sizing (Tables 9–11).

5. Synthesis and discussion

Table 12 summarizes a comparison of the four battery sizing approaches using statistical and compact synthesis techniques. It can be observed from this table that we roughly obtain the same battery size whatever the method used ($129 < N_{BT} < 134$). The statistical methods lead to a reduction in the wind speed profile duration by a ratio of 2.85 (i.e. 70/200 days) and it can be clearly seen that the CPU time is also decreased. Methods using compact synthesis techniques provide better compacting factor and allow a significant reduction of the computational time versus statistical methods based on Monte Carlo
simulations. Indeed, the initial duration of the actual wind speed profile has been divided by 20 (i.e. 10/200 days). We conclude that approaches based on compact synthesis are highly efficient in terms of sizing accuracy and reduction of the wind speed profile duration. This offers significant gains in terms of computational time in the framework of the optimization process of such systems. Moreover, it has been shown that the use of the compact fictitious profiles resulting from these approaches leads to consistent constraints with respect to the battery cyclability.

6. Conclusion

In this paper, several methodologies for sizing a battery bank devoted to a stand-alone WT system have been developed and compared. The first two proposed sizing approaches take account of stochastic features of wind energy potential in a particular location with a given deterministic power demand. These approaches are based on the exploitation of wind speed distribution from a Weibull law or the extracted power histogram at the WT output. It has been shown that a robust sizing of the battery bank can be obtained from the stochastic generation of either the wind speed profile or the extracted WT output power using a specific algorithm. Two additional approaches have been developed for compacting wind speed profiles. These approaches consist in generating compact wind profiles by aggregating elementary parameterized segments in order to fulfill target indicators representing the features of a reference wind profile of longer duration. It has been shown that both latter approaches are able to represent the main features of the reference profile with respect to the wind farm potential and are also relevant for evaluating the critical conditions imposed on the battery storage (i.e. power and energy needs, number of cycles) in a hybrid WT system. All sizing methods lead roughly to the same battery size and the same cyclability features but with different wind profile durations. Statistical methods have provided a gain of 2.5 in time window reduction, while compact synthesis methods have led to a gain of 20. From these compact profiles, a subsequent reduction of the computation time should be obtained in the context of the optimization process of such systems.
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Table 2

Comparison of the four battery sizing approaches.

<table>
<thead>
<tr>
<th>Actual profile</th>
<th>Duration (days)</th>
<th>Time reduction</th>
<th>Average nb. of battery cells</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed-based approach</td>
<td>70</td>
<td>2.85</td>
<td>130</td>
<td>4.57</td>
</tr>
<tr>
<td>Output WT power-based approach</td>
<td>70</td>
<td>2.85</td>
<td>129</td>
<td>0.83</td>
</tr>
<tr>
<td>System-based targets</td>
<td>10</td>
<td>20</td>
<td>132</td>
<td>0.34</td>
</tr>
<tr>
<td>Wind-based targets</td>
<td>10</td>
<td>20</td>
<td>134</td>
<td>0.34</td>
</tr>
</tbody>
</table>
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