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Abstract

The need for reliable approaches in numerical simulations stands out as a critical issue for the development and optimization of cardiovascular biomedical devices. This led the United States Food and Drug Administration to undertake a program of validation of computational fluid dynamics methods for transitional and turbulent flows. In the current investigation, large-eddy simulation is used to simulate the flow in the first benchmark medical device and results are confronted to the existing laboratory experiments. This idealized medical device has the particularity to feature transition to turbulence after a sudden expansion. The effects of numerical parameters and low-level inlet perturbations are investigated. Results indicate a considerable impact of numerical aspects on the prediction of the location of the transition to turbulence. The study also demonstrates that injecting small perturbations at the inflow greatly improves the streamwise velocity estimation in the transition region and substantially contributes to the robustness of the flow statistical data.

1 Introduction

Cardiovascular biomedical devices that feature complex geometries are common in medical practice. For the design and optimization of such devices, computational fluid dynamics (CFD) has been used in recent decades as a tool of choice [1, 2]. The great potential of CFD lies in its ability to effectively predict the flow field via accurate estimation of flow quantitative data and in many cases to overcome or complement the physical limitations of experimental diagnostics, providing the full insight at an affordable cost.

However, in some cases, accuracy and reliability of commonly used CFD approaches are flawed [3]. This is especially prejudicial when quantities of interest are derived from the primary variables (velocity, pressure etc.). That is the case for shear stress, which is relevant to compute mechanical blood damage in ventricular assist devices (VAD) [2, 4], but also in blood flow through the stents, pumps, grafts, in/out of the storage containers, etc. In a number of medical devices, blood is subjected to flow pulsations, pumping, fluid-wall interactions and irregular inlets and outflows. All of these conditions affect blood flow, which may reach regimes where it undergoes turbulent transitions, increasing the difficulty of the prediction.

Occurrence of the turbulence in blood flows has a significant effect on shear, energy losses and transport. Failure of CFD solvers to predict turbulence in blood flows can strongly impact the results and may lead to critical erroneous conclusions.

1.1 FDA medical nozzle benchmark model and current state of the art

In the recent years, the United States Food and Drug Administration (FDA) has proposed a series of unified benchmarking test cases to assess the accuracy of CFD methods [5]. The first
benchmark case represents an idealized medical nozzle device which incorporates many critical flow features that are typically encountered in cardiovascular medical devices. The objective of this benchmark is to validate CFD approaches against several series of FDA’s multi-laboratory experiments, for different flow regimes, from laminar to fully turbulent.

![Geometry of the nozzle](image1)

(a) Geometry of the nozzle

![Axial position of cross-sectional cuts](image2)

(b) FDA defined locations of cross-sectional cuts for diagnostics

Figure 1: FDA medical nozzle specifications

This axisymmetric geometry consists of an inlet section of diameter $D = 12$ mm, a $10^\circ$ half-conical convergent nozzle, a throat section of diameter $d = 4$ mm and length $l = 10d$ and a $D = 12$ mm sudden expansion section at the end. Lengths of inlet and sudden-expansion sections are left to be determined by CFD research teams. However, these lengths in FDA experiments were significantly long in order to fully stabilize the flow and minimize the influence of any potential perturbations before the nozzle entrance. The following experimental range of laminar to fully turbulent throat Reynolds numbers ($Re_{th}$) has been tested by FDA [5]: $Re_{th} = 500$, $2000$, $3500$, $5000$ and $6500$. Velocity and shear stress data have been made available for all these flow conditions but turbulence measurements in the flow domain or at the inlet were not reported.

Despite its relatively simple geometry, the proposed FDA benchmark case is a very difficult configuration both for an accurate experimental investigation and CFD prediction. The flow accelerates through the convergent nozzle before entering into the throat featuring a sharp intersection between these two sections. At the throat exit, flow issues into the sudden expansion where it decelerates. When the $Re_{th}$ is higher than 2000, flow is characterized by a breakdown to turbulence. In addition to sectional complex specificities, axisymmetric geometries have the known property of being increasingly unstable in tangential direction, particularly in the transitional Reynolds number range [6, 7].

As reported in [8], a number of CFD solvers and numerical approaches failed to produce relevant quantitative data. The FDA interlaboratory effort gathered 28 different CFD groups over the world, which mainly based their blinded CFD investigations on Reynolds-Averaged Navier-Stokes (RANS) numerical methods. While a large number of them reported satisfactory results in the laminar case ($Re_{th} = 500$), only two of them were able to match experimental centreline
velocity at one of higher $Re_{th}$ numbers. This FDA’s CFD interlaboratory report [3, 8] practically suggested a need for different methods and numerical approaches.

This challenging FDA medical nozzle test case has then attracted a great amount of attention in the computational biomedical community, in particular as a validation test case for CFD. Different numerical methods were tested: a variant of direct numerical simulation (DNS) method [9], the lattice Boltzmann method [10], large-eddy simulation (LES) [11, 12], unsteady RANS (uRANS) or hybrid RANS/LES (HRL) approaches [13]. With the exception of the lattice Boltzmann method [10], which had difficulties to estimate meaningful velocity profiles in this complex test case and exhibited a large dependency on the lattices orientation, all other works reported flow averages in good agreement with the experimental quantitative data. DNS simulations performed on the open platform LifeV in [9] yielded surprisingly good results with coarse grids. However, for some transitional Reynolds number values, results were unstable and reported to depend on the numerical scheme and on the size of the computational domain. These initial results were then improved by careful mesh adaptation and careful time-step selection [9].

The commercial ANSYS® FLUENT® CFD solver was used in investigations reported by [12, 13]. The domain was discretized using the structured O-grid and hexagonal mesh elements with strong refinement towards the walls and the critical cross-sections. Janiga [12] analyzed only the fully turbulent case ($Re_{th} = 6500$), imposing a laminar parabolic inlet, even though the inlet flow was mildly turbulent ($Re = 2167$) as reported in the experiments [5]. Reportedly, velocity statistical data using the Smagorinsky model in Fluent were in very good agreement in the sudden expansion region and slightly underpredicted in the throat. uRANS and HRL methods reported in [13] yielded a variable performance. While the Fluent detached eddy simulations (DES) failed to correctly predict the $Re_{th} = 3500$ case, SST uRANS overpredicted turbulence levels in the same case. The dynamic HRL model used within the FLUENT® solver yielded satisfactory results. In the validation study of transition-sensitive uRANS, turbulence-injection was the method requirement in Fluent and the procedure was verified on a capillary tube test case, as denoted in [13].

Another study based on LES with the immersed boundary method [11] within the in-house WenoHemo code incorporated the WENO finite-difference scheme and a version of the transition sensitive Vreman’s subgrid scale (SGS) model [14]. Using fully structured Cartesian meshes and a very low Courant-Friedrich-Lewy (CFL) number ($CFL < 0.1$), results were slightly over-predicting turbulence for the $Re_{th} = 3500$ case and more largely in turbulent $Re_{th} = 5000$. In the follow-up of this work [15], the same group evaluated two contemporary SGS models against the classical Smagorinsky on an idealized stenotic flow model. In this work a counter-intuitive conclusion is drawn, endorsing the Smagorinsky model known for its many drawbacks, including too large dissipation and wrong near wall behavior, over the advanced SGS models like the so-called Vreman model [14] and $\sigma$–model [16].

1.2 Transition in pipe flow type configurations

One of the common ways to characterize the transition in a pipe flow, that is of a particular interest here, is by studying the response of the flow to small perturbations [6, 17, 18, 19, 20]. From the fluid mechanics point of view, the Poiseuille flow is linearly stable; therefore, the value of Reynolds number to inflict breakdown to turbulence should be infinite [21]. However, transition to turbulence is known to occur in the $Re = 2000$ to 4000 range even in ideal test configurations. Small finite perturbations are expected to decay and be dissipated downstream or to be amplified in the case of transition to turbulence at higher Reynolds numbers. In the majority of prominent works on turbulence in pipe flow, turbulence first appears through the occurrence of hairpin structures in the flow as a consequence of disturbances at the entrance. They develop into small patches called puffs or eventually slugs [22]. Their growth, splitting and merging result in the generation of coherent structures and turbulence [18]. As elaborated in [19, 23] triggering the turbulence in a pipe shear flows largely depends on the inflow and
experimental initial conditions. Effects at the inlet are then related to the occurrence of transition via three-dimensional structures as traveling waves \[7, 24\]. There is actually a critical amplitude of inlet perturbations that will have enough life time before total decay, albeit without generating turbulence. Small inlet perturbations with sufficient life time may thus be convected to regions where they may contribute to turbulence transition. In addition to propagation of vortical structures, near-wall disturbances may have a significant impact on the triggering of turbulence transition \[20, 25\]. As reported in \[6\], flow perturbations have a variable effect depending on the location of the perturbations injection. Notably, a perturbation closer to the wall will eventually result in stretched lambda-vortex developing into a large-scale hairpin vortex. This effect is of significance in throats where undeveloped velocity profiles are present.

From this theoretical basis we can assume that small perturbations introduced at the inlet of the FDA’s medical nozzle would be mostly dissipated downstream, but also that some of their traces might survive long enough to reach the higher velocity sections where they may be eventually amplified. In \[6\], a spatially developing DNS of a pipe flow is performed to simulate transition. Even for \(Re = 5300\) the flow with infinitesimal inlet perturbations goes back to laminar state, reaching developed turbulence for \(Re > 8000\). The perturbations at the inlet were in the range of 5% of turbulence intensity (\(I \sim 5\%\)). In another DNS study \[18\], direct perturbations were avoided, but an additional water jet was used to inflict disturbances of around 2.5%

Generally, the evolution of the imposed disturbances at the inlet depends on the configuration. Inlet perturbations with turbulence intensity as high as several tens of percents may be imposed in some cases without leading to transition. In some experimental studies inlet perturbations of up to 30% of turbulence intensity are reported without destabilizing the pipe flow. A commonly accepted value for minimally perturbed inlets in transition cases assessments as in \[6, 18\] is around \(\sim 5\%\).

1.3 Purpose of the study

Recently reported satisfactory results of numerical simulations in the case of the FDA idealized medical nozzle announce a promising perspective for LES in computational biomedical engineering. However, a number of important aspects have been overlooked in these works. In particular, the robustness of the numerical prediction is not properly assessed. This represents an issue for the consistent and reliable use of CFD tools \[3, 8\]. With the motivation to properly assess the LES abilities in this FDA biomedical device test-case, LES are performed with an in-house CFD code \[26, 27\]. In the current investigation special attention is paid to avoid adaptation of the numerical parameters from a priori knowledge of the experimental results, in a way to mimic the blinded study conditions. The influences of different numerical parameters on the results are independently analysed. The robustness of the numerical results is then investigated with or without inlet perturbations.

2 Methodology and numerical environment

Large-eddy simulation has emerged in the recent decade as one of the most powerful methods in CFD research. LES provides an attractive compromise between the costly DNS and the RANS methods which lack predictive capability. With the current and increasing computing power, LES potentially represents an excellent tool for medical devices design and applications, medical practice and personalized medical treatments when blood flow transitions to turbulence. In the past decades, LES has evolved rapidly with the advances in subgrid scale modeling, wall modeling and inclusion of immersed boundary methods (IBM), as for example reviewed in \[28\].

In the current investigation, the so-called YALES2BIO solver (www.math.univ-montp2.fr/-yales2bio) was used. YALES2BIO is an in-house high-fidelity CFD tool \[27\] developed at IMAG (Montpellier, France) in cooperation with CORIA from Rouen, France \[29\]. YALES2BIO is developed from YALES2 (www.coria-cfd.fr/index.php/YLES2), dedicated to LES and DNS of incompressible reactive flows. YALES2BIO includes an LES incompressible solver, an
IBM solver for capsules in hemodynamics research [26], Arbitrary-Lagrangian-Eulerian (ALE) framework [30] and LES/IBM coupled with the LMGC90 [31] finite element solver for fluid-structure interaction (FSI) simulations of blood vessels and artificial organs [32].

2.1 Numerical environment

The filtered continuity and Navier-Stokes equations for a Newtonian and incompressible fluid read:

\[
\frac{\partial \overline{\rho}}{\partial t} + \frac{\partial \overline{\rho U_i}}{\partial x_i} = 0
\]

\[
\frac{\partial \overline{U_i}}{\partial t} + \frac{\partial \overline{U_i U_j}}{\partial x_j} = -\frac{1}{\rho} \frac{\partial \overline{P}}{\partial x_i} + \nu \frac{\partial^2 \overline{U_i}}{\partial x_i \partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j}
\]

where, \( \nu \) is the kinematic viscosity, \( \rho \) the density, \( U_i \) the velocity components and \( P \) the pressure. Overlined symbols denote the filtered quantities fluctuating over the scales that are large enough to be directly resolved. The residual stress tensor \( \tau_{ij} = \overline{U_i U_j} - \overline{U_i} \overline{U_j} \) accounts for the unresolved subgrid scale effects and is modelled as:

\[
\tau_{ij} = -2\nu_{SGS} \overline{S_{ij}}
\]

with \( \overline{S_{ij}} = \frac{1}{2} \left( \frac{\partial \overline{U_i}}{\partial x_j} + \frac{\partial \overline{U_j}}{\partial x_i} \right) \) representing the filtered rate-of-strain tensor and \( \nu_{SGS} \) representing the SGS model specific eddy viscosity. The so-called \( \sigma \)-model [16] is used, where \( \nu_{SGS} \) reads:

\[
\nu_{SGS} = (C_\sigma \Delta)^2 D_\sigma(u)
\]

where \( C_\sigma = 1.35 \) is the SGS model constant, \( \Delta \) is the subgrid characteristic length scale and \( D_\sigma \) is a differential operator associated with the model, which reads:

\[
D_\sigma(u) = \frac{\sigma_3 (\sigma_1 - \sigma_2) (\sigma_2 - \sigma_3)}{\sigma_1^3}
\]

with \( \sigma_1 \geq \sigma_2 \geq \sigma_3 \geq 0 \) representing the three singular values of the local velocity gradient tensor. This model was selected because of its capability to produce zero SGS viscosity in laminar flows; its effectiveness was also demonstrated recently in the case of an unsteady jet-wall interaction configuration [33].

YALES2BIO operates on fully unstructured numerical grids consisting of tetrahedra, prisms, pyramids or hexahedra. The fluid equations are discretized on an Eulerian fixed grid with a 4th-order finite-volume scheme. The projection method introduced by Chorin [34] is used to solve the incompressible Navier-Stokes equations. The algorithm consists of a prediction step where time-advancement is performed with a central 4th-order time scheme. In order to assess the influence of numerics, two time-advancement integration schemes were considered. The first one was an explicit low-storage Runge-Kutta scheme of the 4th order, RK4 [35]; the second was an advanced 4th-order accurate time scheme, TFV4A [36], which features an adjustable built-in diffusion. This scheme is a linear combination of the RK4 scheme and the TTG4A scheme [37]. While the first scheme is not dissipative, the second introduces numerical diffusion, which aims at damping the dispersion errors inherent to the central spatial schemes. The blending of the two schemes is fixed in the present paper to 80% of the RK scheme and 20% of the TTG4A scheme in order to minimize the numerical diffusion.

To correct the predicted velocity, a divergence-free velocity is evaluated at each time-step by solving a Poisson equation via the Deflated Preconditioned Conjugate Gradient (DPCG) algorithm, as detailed in [38].

2.2 Test model

From the original FDA case, a single model geometry is adopted with substantially long inlet \((12D_{inlet})\) and outlet \((17D_{inlet})\) sections to avoid any boundary effects. The same computational
domain was used in all computations. The geometry is axisymmetric, with the axis aligned with the $x$ direction, which is the streamwise direction. In terms of discretization of the computational domain, our preliminary tests showed that results were very sensitive to local grid refinement. With the intention not to presume the resulting flow field in any way, a fully unstructured grid with tetrahedral elements is constructed with almost no local mesh refinement in the domain. Notably, no mesh stretching was used near the solid boundaries; the flow being laminar in the nozzle and the throat, the number of elements per diameter used in the different mesh resolutions (see entry $(D/h)_{th}$ in table 1) is enough to resolve the near-wall gradients. Note that at the end of the sudden expansion region, the boundary layer thickness is approximately one fourth of the diameter. At the sudden expansion, the number of elements in the laminar shear layer thickness for coarse, medium and fine grids is thus 3, 5 and 8, respectively. In addition, avoiding the use of local refinement has the advantage of simplifying the grid description for further comparisons. Note that tetrahedral grids were preferred, as they are more generally adapted to complex configurations. Additional tests (not presented) suggest that the conclusions of the paper are also valid for hexahedral meshes. An example of grid is depicted in Figure 2. All grids were generated using the ANSYS® GAMBIT meshing software. A very high grid quality in terms of aspect ratio and equiangular skewness is achieved by specifying the number of mesh improvement iteration steps, maximal skewness and angle in Gambit solver mesh merge operations. All mesh elements were below 0.4-0.5 value of equiangular-skew with 70% of them in the range 0 to 0.2 (0-being best, 1-worst). The resulting grids were only slightly stretched toward the inlet and outlet boundaries. Three grids were considered: the coarse grid contains 5 million tetrahedral elements, the medium grid 15 million and the fine grid 50 million. Mesh cell sizes in the sudden expansion region are tabulated in Table 1. The ratio shown in the last column of Table 1 represents the maximal value of LES model viscosity $\nu_{SGS}$ scaled by the fluid kinematic viscosity $\nu$. This ratio is a measure of the contribution of the subgrid model for each grid level. It shows that the DNS

Table 1: Main characteristics of the three meshes used in the study: the number of cells, average, minimum and maximum cell size are provided, together with the number of elements in the throat diameter $(D/h)_{th}$. In addition, maximum values of the SGS-to-laminar viscosity ratio are reported.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No. cells</th>
<th>$h_{avg}$</th>
<th>$h_{min}$</th>
<th>$h_{max}$</th>
<th>$(D/h)_{th}$</th>
<th>$(\nu_{SGS}/\nu)_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>$5\times10^6$</td>
<td>$3.4 \times 10^{-4}$</td>
<td>$3.2 \times 10^{-4}$</td>
<td>$3.6 \times 10^{-4}$</td>
<td>13</td>
<td>3.324</td>
</tr>
<tr>
<td>Medium</td>
<td>$15\times10^6$</td>
<td>$2.0 \times 10^{-4}$</td>
<td>$1.9 \times 10^{-4}$</td>
<td>$2.3 \times 10^{-4}$</td>
<td>21</td>
<td>2.535</td>
</tr>
<tr>
<td>Fine</td>
<td>$50\times10^6$</td>
<td>$1.4 \times 10^{-4}$</td>
<td>$1.2 \times 10^{-4}$</td>
<td>$1.7 \times 10^{-4}$</td>
<td>34</td>
<td>1.940</td>
</tr>
</tbody>
</table>

boundaries. Three grids were considered: the coarse grid contains 5 million tetrahedral elements, the medium grid 15 million and the fine grid 50 million. Mesh cell sizes in the sudden expansion region are tabulated in Table 1. The ratio shown in the last column of Table 1 represents the maximal value of LES model viscosity $\nu_{SGS}$ scaled by the fluid kinematic viscosity $\nu$. This ratio is a measure of the contribution of the subgrid model for each grid level. It shows that the DNS
regime (for which $\nu_{SGS} << \nu$ is expected) is not reached, even in the case of the fine mesh.

### 2.3 Flow Conditions and Simulation Details

The properties of the blood analogue fluid, with assumed Newtonian nature, were specified by the FDA inter-laboratory test-conditions: the dynamic viscosity is $\mu = 3.5 \times 10^{-3}$ Pa·s and the density is $\rho = 1056$ kg/m³. As all cases presented in this paper are for $Re_{th} = 3500$ and lower, a laminar Hagen-Poiseuille flow profile is imposed at the inlet:

$$\bar{u}(r) = 2 \cdot \bar{u}_{mean} \left( 1 - \frac{r^2}{(D_{inlet}/2)^2} \right)$$

where $\bar{u}_{mean}$ is the mean inlet velocity and $r$ the radial location at the inlet boundary.

A convective boundary condition is imposed at the downstream end:

$$\frac{\partial \phi}{\partial t} + u_c \frac{\partial \phi}{\partial x_n} = 0$$

where, $\phi$ is any scalar value or velocity component, $u_c$ the convective velocity and $x_n$ is the coordinate in the direction of the outward normal at the boundary. Thus, the convective outlet condition neglects the diffusive effects and assumes the flow as purely advective near the boundary.

In terms of solid walls, Hariharan et al. [5] report a typical roughness value of 0.5 microns in FDA’s medical device model. Wall boundary conditions were thus specified to be non-slipping smooth walls.

Time step in the calculations was governed by the Courant-Friedrichs-Lewy (CFL) condition which in the current investigation ranges from CFL=0.1 to CFL=0.9 as a part of assessment of the effect of the numerics on the flow field.

In the evaluation of numerical robustness, a turbulence injection (TI) type of perturbation was imposed at the nozzle inlet. The so-called turbulence injection actually represents an inhomogeneous turbulent noise superimposed over the original initial velocity profile via box-type adjacent zone at the inlet. No attempt was made to inject coherent turbulent structures. Thus, the procedure only generates small velocity fluctuations at the inflow. This perturbation boundary condition was specified as a turbulence intensity percentage of the mean velocity at the inlet with a turbulence length scale defined as a 3.8% of inlet diameter. Inlet TI from 0.5 to 5% of turbulence intensity was tested.

With a number of numerical and flow parameters analysed, the study was mainly concentrated on the $Re_{th} = 3500$ case, which provides a flow field at the verge of transition with anticipated turbulence breakdown in the sudden expansion. $Re_{th} = 3500$ in the throat yields $Re_{in} = 1167$ at inlet with the resulting mean velocity of $\bar{u}_{in} = 0.3223$ m.s⁻¹.

Table 2: Main characteristics of the simulations performed. Note that some of the rows correspond to a family of runs (e.g. Run 01 was done for two Reynolds number values, everything else being unchanged).

<table>
<thead>
<tr>
<th>Run #</th>
<th>$Re_{th}$</th>
<th>CFL</th>
<th>Grid</th>
<th>Scheme</th>
<th>Turbulence inj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 01</td>
<td>500, 3500</td>
<td>0.6</td>
<td>15M</td>
<td>TFV4A</td>
<td>0%, 3%</td>
</tr>
<tr>
<td>Run 02</td>
<td>3500</td>
<td>0.6</td>
<td>50M</td>
<td>TFV4A</td>
<td>0%</td>
</tr>
<tr>
<td>Run 03</td>
<td>3500</td>
<td>0.2, 0.6, 0.8</td>
<td>5M</td>
<td>RK4, TFV4A</td>
<td>0%</td>
</tr>
<tr>
<td>Run 04</td>
<td>3500</td>
<td>0.1, 0.2, 0.6, 0.8</td>
<td>15M</td>
<td>RK4, TFV4A</td>
<td>0%</td>
</tr>
<tr>
<td>Run 05</td>
<td>3500</td>
<td>0.6</td>
<td>5M, 15M, 50M</td>
<td>TFV4A</td>
<td>0%</td>
</tr>
<tr>
<td>Run 06</td>
<td>3500</td>
<td>0.6</td>
<td>15M</td>
<td>RK4, TFV4A</td>
<td>0%</td>
</tr>
<tr>
<td>Run 07</td>
<td>3500</td>
<td>0.6</td>
<td>15M</td>
<td>TFV4A</td>
<td>0.5%, 1,%, 3%, 5%</td>
</tr>
<tr>
<td>Run 08</td>
<td>3500</td>
<td>0.6</td>
<td>15M, 50M</td>
<td>RK4, TFV4A</td>
<td>3%</td>
</tr>
<tr>
<td>Run 09</td>
<td>3500</td>
<td>0.2, 0.6</td>
<td>15M</td>
<td>TFV4A</td>
<td>0%, 3%</td>
</tr>
<tr>
<td>Run 10</td>
<td>3500</td>
<td>0.2, 0.6</td>
<td>15M</td>
<td>RK4</td>
<td>0%, 3%</td>
</tr>
</tbody>
</table>
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All the test cases were first run for a long physical time to settle the flow. For $Re_{th} = 3500$ cases, the flow initialization time was $t_i = 2$ s. This corresponds to more than 50 convective time units considering the sudden expansion diameter as the length scale. Gathering of flow statistics was performed during $t_s = 3$ s. Table 2 details the numerical and physical parameters for the series of calculations performed for this study.

## 3 Results Discussion

Numerical results of the flow in the FDA’s ideal medical device are reported in order to highlight the conditions affecting the flow field. One of the merits of LES is to directly resolve the large turbulence structures in the flow, whereas the SGS model treats the effects of the subgrid structures. As such, LES should not need adaptations of geometry, mesh and turbulence models depending on the case, contrary to RANS approaches. However, influencing conditions, both physical and numerical, may have an important role that should be clarified.

Figure 3: Instantaneous velocity fields for two Reynolds number cases - Run 01

![Instantaneous velocity fields for two Reynolds number cases - Run 01](image)

Figure 4: Iso-surfaces of pressure coloured by the amplitude of the RMS velocity. Left: Run 01 at $Re_{th} = 3500$. Right: Run 06 with TFV4A.

Instantaneous velocity fields in Figure 3 depicts two $Re_{th}$ cases, a laminar and a turbulent case. In the low-speed case at $Re_{th} = 500$, shown in Figure 3(a), the flow remains laminar in the whole domain. YALES2BIO successfully predicts this laminar flow, without transition streaks or turbulence downstream of the sudden expansion. For the $Re_{th} = 3500$ case, the Reynolds number is first $Re = 1166.67$ at the inlet. The flow then passes through the convergent nozzle to the throat with a $\delta = A_{in}/A_{th} = 9$ inlet-to-throat aspect ratio. The flow at $Re_{th} = 3500$ in the throat then reaches the sudden expansion, where recirculation behind a plume and formation of effective mixing shear-layer occur, eventually leading to the jet breakdown to turbulence. The instantaneous velocity field in Figure 3 (b) shows that this flow structure is well recovered in the simulation. Considering the magnitude of the root-mean-square (RMS) velocity shown in Figure 4 (a), it can be deduced that growth of the disturbances occurs downstream of the
sudden expansion with a peak at the jet breakdown location. RMS iso-surfaces are absent in the upstream fully laminar flow sections, except for dispersively distributed puffs concentrated near the wall at the throat entrance. Presumably, the sharp intersection between the convergent nozzle and cylindrical throat would inflict small disturbances close to the wall. In the case of turbulence injection (Figure 4b), where disturbances are introduced at inlet, traces of low RMS levels appear as a train of toroidal iso-surfaces along the throat. The effects of these small perturbations are further detailed in the results sections.

3.1 Streamwise flow field data distribution

Quantitative data of the resulting flow fields are extracted and compared with FDA experimental data. Presented data were obtained on the fine grid, a moderate CFL=0.6 condition and TFV4A time scheme (Run 02). The resulting flow field is in excellent agreement with the FDA experimental data as depicted in Figure 5. The centerline velocity profile shown in Figure 5 (a) is in very good agreement, falling right in-between the three laboratories experimental results, both in the laminar and turbulent ($x \geq 0.04$ m) parts. Pressure data is presented in Figure 5 (b), as a pressure difference measured relative to the pressure at $x = 0$ ($\Delta P = P - P_{x=0}$), normalized by the dynamic pressure at the throat:

$$\Delta P_{Normalized} = \frac{\Delta P}{\frac{1}{2} \rho u_{th}^2}$$

A very satisfactory agreement is obtained between the numerical and experimental wall-pressure distribution. Pressure drop in the nozzle, pressure loss in the throat, plateau value in the sudden expansion and rise after the jet breakdown are all resolved with high accuracy.

3.2 Effect of Numerics on the Jet Breakdown Prediction

As shown in the previous section, the use of the fine grid with a moderate CFL=0.6 and the TFV4A time scheme demonstrated an excellent performance to reproduce experimental data. However, alteration of any of these numerical parameters or their combination appears to affect the CFD outcome, which results in erroneous prediction of the breakdown location. For instance, for the medium grid and the TFV4A time scheme (Run 04), the flow field for two different CFL numbers are shown in Figure 6. A low CFL number predicts a much earlier turbulence transition than a higher CFL number. This trend is general when the TFV4A scheme is used and can be observed for the coarse and medium grids in details in Figure 7 (a) (c). On the contrary, cases with the RK4 time integration scheme in Figure 7 (b) appear more resilient to a change in CFL number. Nonetheless, Figure 7 (d) shows that in the medium grid cases with RK4, jet breakdown
Figure 6: Instantaneous velocity fields from Run 04 (TFV4A) for two different values of the CFL

(a) CFL=0.6
(b) CFL=0.1

Figure 7: Effect of the CFL number for a variety of numerical schemes and mesh resolutions.
Axial profiles of the mean streamwise velocity. Top row: Run 03, 5M mesh; Bottom row: Run 04, 15M mesh; Left column: TFV4A scheme; Right column: RK4 scheme.

location is still sensitive to CFL number, results for CFL=0.2 being worse than for CFL=0.6.
Inspecting the individual centreline profiles in Figure 7 can mislead the reader to the conclusion that coarse mesh with moderate CFL=0.6 and TFV4A yields a fully satisfactory result; such a result is obtained here just by a chance, as suggested by the sensitivity of the results to numerical parameters. This illustrates how non-consistent and non-robust CFD simulation approach may obtain ‘perfect’ results in a very sensitive configuration. We note that our coarse mesh which is very similar to grid resolution reported in \cite{11} reproduces the axial velocity profile with a slightly overestimated breakdown location using a low CFL number. This can be further altered by tweaking the time stepping, geometry and mesh as for example reported in \cite{9}. In the current numerical study, the coarse grid is sufficient to reproduce the turbulence transition and breakdown with a moderately selected CFL=0.6. When the mesh size is increased to 15 million elements, the jet breakdown occurs much farther using the two CFL values. In the case of 15M mesh, a very low CFL condition or time-step would be needed to match the experimentally reported turbulence breakdown.

The influence of numerics on the prediction of the axial location of the jet breakdown is summarized in Figure 8. Breakdown location is defined as the location of the inflection point on the axial profiles of mean axial velocity. Results are compared with experimental value of $x_b = 0.04$ m. Figure 8 illustrates the shift of the jet breakdown with time step for different time schemes.
Figure 10: Profiles of mean streamwise velocity at various axial locations, without injection of turbulence. Results from Run 04 at CFL=0.6.

and grids. This result further points out the potential influence of numerics on the CFD results in a case with turbulence transition.

Velocity and pressure axial profiles are displayed in Figure 9. They demonstrate the influence of grid resolution on the results. Pressure profiles appear correctly estimated in the regions upstream of the jet-breakdown. More downstream, differences are observed due to discrepancies in the jet breakdown location.

The axial location of a jet breakdown is extremely sensitive to numerical parameters. The purpose of the end of this section is to show that in spite of this sensitivity, flow structure is correctly predicted in the neighbourhood of the breakdown. Results for CFL=0.6 and the medium
grid are used. In order to further assess the quality of the simulations, radial velocity profiles are shown in Figure 10. Note that to perform a fair comparison, the position of the radial profiles should better be defined relatively to the jet breakdown position. The breakdown location is estimated at $x_b = 0.04$ m in the experiment, at $x_{b1} = 0.114$ for the TFV4A time scheme and $x_{b2} = 0.121$ for RK4. Therefore, the constant offset value for extraction axial location correction reads $\delta_1 = 0.074$ for TFV4A and $\delta_2 = 0.081$ for RK4 time scheme. This is a common practice in free jet computations as in [39], where jet breakdown location is known to be an extremely sensitive quantity.

Mean axial velocity profiles at inlet, nozzle and throat regions in Figure 10 (a, b, c) appear to be in very good agreement with the experiment. Only a minor overestimation of the shear co-flow is observed in Figure 10 (d), which probably comes from the experimental inability to perform measurements in region very close to the wall. In the breakdown zone in Figure 10 (g–i), axially offset profiles yield a satisfactory accordance with the experimental data. All radially distributed original velocity profiles before the breakdown incipient point and offset profiles afterwards match very nicely the experimental data and fit into the 95% certitude range. This comparison shows that even if the breakdown location is mispredicted, the radial flow structure is in excellent agreement with the experiments, which actually makes it a more robust assessment than turbulence transition location in the context of CFD validation.

As a conclusion, when high-quality grids are used, CFD yields satisfactory results before the sudden expansion region. In contrast, infinitesimal perturbations due to mesh, geometry and numerics can be amplified in the shear layer zone. Consequently, after the sudden expansion, the precise location for the transition to turbulence flow shows a striking lack of robustness.

### 3.3 Perturbations at inlet

Prediction of the jet breakdown location arises as the major issue in this FDA biomedical benchmark. Turbulence transition configurations are common in fluid mechanics and known to be excessively sensitive to any influence, which is even emphasized in axisymmetric geometries [39]. One of the prominent procedures in transition in pipe flow, as mentioned in the Introduction, is to perturb the inlet and observe the decay or the amplification of small disturbances. Turbulence intensity ($I \sim 0.5$ to 5%) range is chosen for inlet perturbations in the current study and its effects on the LES prediction of transition are analysed. Note that in view of the experimental FDA data available in [5, 8, 40] and private communication from their authors, this range guarantees that the injected fluctuations at inlet are significantly lower than the noise registered experimentally in inlet RMS velocity profiles. Figure 11 shows RMS and mean velocity radial profiles in log-scale at different cross-sectional cuts along the axial direction. Three calculations on the medium grid are compared: TFV4A without TI and with 3% TI at the inlet and RK4 with 3% TI. When available, the experimental data is also shown.

When inlet perturbations are injected, they rapidly dissipate before the throat. Between the inlet and the first experimental inlet sectional cut the RMS of velocity decreases by 2 orders of magnitude as seen in Figure 11 (a-b). The levels of RMS of axial velocity is typically 10 times smaller at the beginning of the converging section than at the inlet. This order of magnitude has been observed whatever the grid and numerical parameters used. Infinitesimal noise of $< 10^{-7}$ range for the no TI case is supposedly scheme specific, most probably coming from DPCG pressure solver. RMS values for TI=0% case remain at this very low level, which is not visible in Figure 11 (b–e), in all upstream cuts before the sudden expansion. In the same cross-sections, the mean velocity profiles of the three cases considered perfectly match.

Close to throat entrance ($x=-0.034$ m) in Figure 11 (c), we observe a near-wall peak in the TFV4A cases emerging as the result of a sharp geometry change. This peak moves towards the axis and is being dissipated in the throat (Figure 11 d-e). Full resolution of effects in the near-wall zone would require much higher mesh resolution or stronger wall adaptation at the throat entrance. We can assume that with noisier flows, as in experiments, enough disturbance generation at throat entrance may promote the development of some turbulence in the throat.
boundary-layer with anticipated further effect on sudden-expansion jet.

Downstream of the sudden expansion, a mixing layer is formed between the outer zone and the jet plume, first associated with a peak in RMS profiles in Figure 11 (f). The values of RMS rapidly increase and spread over the whole section. This eventually leads to the jet-breakdown as seen in Figure 11 (h) where the RMS velocity peak, previously present in shear mixing layer region, moves to the centreline. Both time schemes with 3% inlet turbulence injection yield satisfactory agreement with the experimental data both in the transition and in the fully turbulent region (Figure 11 i). In the upstream cross-sections, mean velocity does not depend on TI: the three simulations displayed in Figure 11 (a–e) have exactly the same mean velocity profiles. However,
even very small perturbations are significantly amplified in the sudden expansion region and both TI cases demonstrate a strong improvement in axial velocity predictions, as seen in Figure 11 (g–i).
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(a) TI levels at Medium (15M)-grid

(b) TI=3% Mesh robustness

Figure 12: Effect of turbulence injection (left, Run 07) and numerical scheme/grid resolution (right, Run 08) on the axial evolution of mean streamwise velocity.

Centreline axial velocity profiles are displayed to show the influence of the small amplitude inlet perturbations on the flow. Figure 12 depicts the effects of the TI levels for the medium grid and the effect of grid resolution for TI=3% with the CFL=0.6 condition. All cases with TI fall under the 95% certainty level and better. Additionally, all profiles with turbulence injection at the inlet converge to the experimental result whatever the discrepancies obtained in the cases without turbulence injection. When TI is used, the jet breakdown is notably independent of time scheme. All the cases with different turbulence injection levels are summarised in Table 3, where the location of the jet breakdown is compared to the experimental point at \( x_b = 0.040 \) m.

Contrary to the cases without turbulence injection, these data show an asymptotic clustering
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(a) Jet-breakdown location

(b) Wall-pressure profiles

Figure 13: Effect of the intensity of turbulence injection on the location of jet breakdown (left) and axial evolution of wall pressure (right). Results from Run 07.
of the jet-breakdown estimated locations around the experimental value as seen in Figure 13(a). Numerical pressure data shown in Figure 13(b) appear to match the experimental data and are not affected by the inlet perturbations upstream of the throat. Small differences in the pressure profiles, as anticipated, occur in the vicinity of the jet breakdown and are fully consistent with the centreline velocity profiles.

Finally, turbulence injection at the inlet also makes results robust to changes in the CFL number, as shown in Figure 14. Eventually, the LES results with turbulence injection are robust and consistent regardless of the employed time-scheme and CFL number. Results clearly demonstrate the effectiveness of the minimally inlet perturbation approach in obtaining a robust assessment of the location of turbulence transition, which is often overlooked in biomedical CFD studies.

## 4 Conclusions

The present study focused on the validation and robustness assessment of an LES approach in the framework of the challenging FDA medical nozzle benchmark. LES were performed with the in-house CFD solver YALESBIO. A fixed computational domain, with adaptation-free grids were considered. Three levels of tetrahedral grids, with 5, 15 and 50 million elements were used. The fine grid level was never reported in the literature to compute this case. No attempt was made to adapt the grid resolution or geometry of the nozzle, in order to mimic the blinded simulations. All grids and time-advancement schemes considered in this study performed satisfactory at inlet, nozzle and throat sections with very good agreement between CFD and experimental data. The major difficulty encountered in this investigation was to determine the exact location of the jet breakdown to turbulence downstream of the sudden expansion. Transition to turbulence of a jet plume in sudden expansion is found susceptible to a number of conditions of physical as well as numerical nature with downstream amplification of any upstream imperfections. Numerics (grid size, time advancement scheme, time step) showed a strong effect on the prediction of the jet breakdown location.
The present results (and other numerical tests which were not presented) show that there is potentially a very large number of combinations of computational domains, grid resolution and stretching, space and time integration schemes and time step that would provide the same location of jet breakdown as in the experiment. However, these simulations obtained under the assumption that the upstream boundary condition is free of any disturbances turn out to be highly sensitive to any change in the numerical parameters. It is thus not that surprising that almost all blinded numerical predictions were unsatisfactory, while all subsequent numerical studies provide the same location of jet breakdown as in the published experimental data.

In the studies of turbulence transition, it is well known that the upstream noise is of extreme importance to be able to predict the exact location of the transition. Unfortunately, velocity fluctuations were not provided in the experimental data of the FDA test case. Any source of velocity disturbance coming from pumps, upstream section changes and/or bend may act as a source of small perturbations. In order to assess the effect of possible velocity fluctuations upstream of the test section, turbulence injection was introduced at the inflow of the domain. The levels of injected fluctuations were kept very small. In all cases, before the throat, RMS of velocity were more than 1000 times lower than the mean velocity; consistently, the amplitude of turbulence injection has a minor effect on the results. However, the presence of these fluctuations makes the jet breakdown prediction very robust to time scheme, CFL condition, as well as grid resolution. Finally, and more importantly, all cases with turbulence injection predict a jet breakdown location in very good agreement with the experiment. In the absence of physical velocity fluctuations, the flow is thus much more sensitive to numerical noise, which is influenced by any numerical parameter. Also, the robustness of the flow with regard to upstream velocity fluctuations probably explains why the experimental results from the database are consistent: the presence of small experimental noise, irrespective of its exact level, stabilizes the jet breakdown location.

Finally, this study illustrates the necessity to demonstrate the robustness of numerical results when dealing with blood flows, especially in the transitional regime. On top of preventing any predictive computation, any large sensitivity of the results to numerical parameters may be the print of a lack of understanding of the flow of interest.
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