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Abstract—We develop a robust multiuser detector for a Frequency Division Multiplexing (FDM) system where each user employs a binary continuous phase modulation (CPM) generated through a low-cost transmitter, thus characterized by a significant modulation index uncertainty, and sent over a channel affected by phase noise. In this FDM system the spectral efficiency can be increased by reducing the spacing between two adjacent channels. The proposed receiver is designed by adopting a simplified representation of a binary CPM signal with the principal component of its Laurent decomposition and is obtained by using the framework based on factor graphs and the sum-product algorithm. This detector can be used for iterative detection/decoding of a coded scheme in which each user employs a binary CPM modulator serially concatenated with an outer encoder through a pseudo-random interleaver. It does not require an explicit estimation of the modulation index nor of the channel phase and is very robust to large uncertainties of the nominal value of the modulation index.

Index Terms—Continuous phase modulation, CPM-FDM, frequency spacing, spectral efficiency, modulation index mismatch, phase noise, factor graph, sum product, iterative detection and decoding.

I. INTRODUCTION

In frequency division multiplexed (FDM) systems, the spectral efficiency (SE) can be increased by reducing the spacing between adjacent users, thus allowing overlap in frequency and hence admitting a certain amount of interference. This aspect has been investigated from an information-theoretic point of view for continuous phase modulations (CPMs) [1], showing that a significant improvement can be obtained even for a single-user detector. The benefits in terms of spectral efficiency can be even larger when a multiuser receiver is adopted. Optimal multiuser detectors have a complexity which increases exponentially with the number of users, therefore suboptimal detection schemes are required. Recently a reduced-complexity MUD algorithm for an additive white Gaussian noise (AWGN) channel has been derived in [2] based on factor graphs (FGs) and the sum-product algorithm (SPA) [3]. The algorithm designed in [2] based on this framework outperforms all other suboptimal MUD algorithms both from performance and complexity points of view.

We here focus on FDM systems where each user employs a binary CPM (FDM-CPM). CPMs are well known by their constant envelope that makes these modulations insensitive to nonlinear distortions and thus very attractive for applications in satellite communications and in low-cost and low-power consumption transmitter standards. An analog implementation of the CPM modulator allows to further reduce the transmitter cost, at the expense of possible variations of the CPM waveform parameters around their nominal values. In particular, the modulation index will vary since it depends on the not well calibrated gain of the employed voltage-controlled oscillator (VCO). As an example, in Bluetooth operating in Basic Rate (BR) and Low Energy (LE) modes, the modulation index is specified to be in the intervals $[0.28, 0.35]$ and $[0.45, 0.55]$, respectively [4]. The interval of the modulation index for the Digital Enhanced Cordless Telecommunication Ultra Low Energy (DECT ULE) is $[0.35, 0.7]$ [5]. In the Automatic Identification System (AIS), the modulation index is nominally equal to 0.5 but due to the imperfections of the AIS equipments, a variation of $\pm 10\%$ is typically admitted [6].

In this paper, we consider the very general problem of multiuser detection of binary CPM signals with an unknown modulation index transmitted over a channel with phase noise. We adopt a simplified representation of the CPM signal based on the principal component of its Laurent decomposition [7] and describe the joint a-posteriori probability of the transmitted symbols, the channel phase, and the modulation index through a factor graph (FG) [3]. The sum-product algorithm (SPA) is then advocated to compute the a-posteriori probabilities of the transmitted symbols. In particular, we will consider binary CPMs serially concatenated with an outer code through an interleaver, and iterative detection/decoding.

This paper is organized as follows: After the system model description in Section II, we rederive the FG-Multiuser detector proposed in [2] by using Laurent’s decomposition in Section III. This algorithm is extended to the case where each user’s signal is generated with an unknown modulation index mismatch and transmitted over a phase noise channel in Section IV. Simulations results are discussed in Section V and finally some conclusions are drawn in Section VI.

The new multiuser receiver for binary CPM signals which is robust to the modulation index mismatch even in the presence of phase noise is named "robust FG-MUD".
II. SYSTEM MODEL

The signal model is a synchronous $K$-user CPM system in which all users share the same modulation format and transmit at the same power. The extension to the case of asynchronous users, possibly with different power and modulation format can be pursued as described in [2]. We assume that each user transmits $N$ information bits and we denote by $a^{(k)}_n$ the $n$-th symbol of the $k$-th user, whose value is drawn from the set $\{-1,1\}$. The sequence of symbols transmitted by the $k$-th user is $a^{(k)} = (a^{(k)}_0, a^{(k)}_1, ..., a^{(k)}_{N-1})$. We define $a_n = (a^{(1)}_n, a^{(2)}_n, ..., a^{(K)}_n)$ and we denote by $a = (a^T_0, a^T_1, ..., a^T_{N-1})^T$ the $K \times N$ matrix of transmitted symbols. The complex envelope of the received signal can be written as

$$r(t) = \sum_{k=1}^{K} s^{(k)}(t, a^{(k)}) \exp(j2\pi f^{(k)}(t) + \omega(t))$$

where $\omega(t)$ is a complex zero-mean circularly symmetric white Gaussian noise with power spectral density $2N_0f^{(k)}$ is the difference between the carrier frequency of user $k$ and the reference frequency. $s^{(k)}(t, a^{(k)})$ is the binary CPM information-bearing signal of user $k$ which is given by

$$s(t, a^{(k)}) = \sqrt{2E_b/T} \exp(j2\pi h \sum_{n=0}^{N-1} a^{(k)}_n p(t - nT))$$

where $E_b$ is the energy per information bit, $T$ the bit interval, $h$ the modulation index, the function $q(t)$ is the phase-smoothing response, and its derivative is the frequency pulse, assumed of duration $LT$. Based on Laurent representation, the complex envelope of the CPM signal may be exactly expressed as [7]

$$s(t, a^{(k)}) = \sum_{i=0}^{2^{(L-1)}-1} \sum_{n} a^{(k)}_{i,n} p_i(t - nT)$$

where the expressions of pulses $\{p_i(t)\}$ and those of symbols $\{a^{(k)}_{i,n}\}$ as a function of the information symbol sequence $\{a^{(k)}_n\}$ may be found in [7]. By truncating the summation in (3) considering only the first $Q < 2^{(L-1)}$ terms, we obtain an approximation of $s(t, a^{(k)})$. Most of the signal power is concentrated in the first component, i.e., that associated with the pulse $\{p_0(t)\}$, which is called principal component [7]. As a consequence, the principal component may be used in (3) to attain a very good trade-off between approximation quality and number of signal components [8], [9]. In this case, it holds

$$a^{(k)}_{i,n} = \delta_{i,n-1} e^{j\pi h a^{(k)}_n}$$

When the modulation index is rational, i.e., it can be expressed as $h = r/p$, where $r$ and $p$ are relatively prime integers, symbols $\{a^{(k)}_{i,n}\}$ take on $p$ values [7].

1In the following, $(\cdot)^T$ denote transpose and $(\cdot)^H$ transpose conjugate.

III. FG-MULTIUSER DETECTION BASED ON LAURENT DECOMPOSITION

In this section we adopt the algorithm proposed in [2] to multi-user FDM-CPM systems by using the Laurent representation of a CPM signal. Although the bandwidth of the CPM signal in eq. (2) is infinite, strictly speaking, we assume hereafter that it can be limited to $N_s/2T$, $N_s$ being a positive integer chosen such that the approximation is fair. Thus, a simplifying rate yielding $N_s$ samples per symbol produces an approximated set of sufficient statistics [10] provided that the received signal has been pre-filtered through an analog low-pass filter having a vestigial symmetry around $N_s/2T$. Under these assumptions, the noise samples are i.i.d complex Gaussian random variables with with mean zero and variance $\xi^2 = \frac{N_0}{N_s}$. We denote by $r$ the vector of all received samples defined by $r = (r^T_0, r^T_1, ..., r^T_{N-1})^T$ with $r^T_n = (r_{n,0}, r_{n,1}, ..., r_{n,N_s-1})$ and $r_{n,m}$ denotes the $m$-th received samples ($m = 0, 1, ..., N_s - 1$) of the $n$-th interval. Based on the application of the FG/SPA framework, a suitable factorization of the probability mass function $P(a, a_0|r)$ can be derived as follows

$$P(a, a_0|r) \propto p(r|a, a_0)P(a_0|a)P(a)$$

where $a_0 = (a^{(1)}_0, a^{(2)}_0, ..., a^{(K)}_0)$ with $a^{(k)}_0 = (\alpha^{(k)}_0, \alpha^{(k)}_1, ..., \alpha^{(k)}_{N_s-1})$. Each term can be further factored as follows:

$$P(a) = \prod_{k=1}^{K} \prod_{n=0}^{N_s-1} P(a^{(k)}_n)$$

$$P(a_0|a) = \prod_{k=1}^{K} \prod_{n=0}^{N_s-1} P(a^{(k)}_0|a^{(k)}_n)$$

$$p(r|a, a_0) \propto \prod_{n=0}^{N_s-1} F_n(a_n, a_0, a_0, a_0) \prod_{k=1}^{K} H^{(k)}(a^{(k)}_0, a^{(k)}_0)$$

where

$$P(a^{(k)}_0|a^{(k)}_n) \propto \prod_{i=(k+1),j=(k+1)}^{K} \prod_{i=1,j=1}^{K} \exp[-\frac{1}{\xi^2} \Re\{s^{(j)}_n H^{(j)}(s^{(j)}_n)\}]$$

$$H^{(k)}(a^{(k)}_0, a^{(k)}_0) = \prod_{n=0}^{N_s-1} \prod_{l=0}^{N_s-1} \prod_{i=1,j=1}^{K} \prod_{i=1,j=1}^{K} \exp[-\frac{1}{\xi^2} \Re\{s^{(j)}_n H^{(j)}(s^{(j)}_n)\}]$$

with $f_n^{(l)}(a^{(l)}_{n+1}, a^{(l)}_n)$ the indicator function equal to one if $a^{(l)}_n, a^{(l)}_0$ and $a^{(l)}_{n+1}$ satisfy the trellis constraint for user $l$, and equal to zero otherwise. Hence, we finally have

$$P(a, a_0|r) \propto \prod_{k=1}^{K} \prod_{n=0}^{N_s-1} F_n(a_n, a_0, a_0) \prod_{k=1}^{K} H^{(k)}(a^{(k)}_0, a^{(k)}_0)$$

The resulting FG, not shown here due to a lack of space, has cycles of length four. The application of the SPA to
a FG with cycles allows an approximate (due to the presence of cycles) computation of the a posteriori probabilities \( P(a_n^{(k)} | r) \) required for the implementation of the MAP symbol detection strategy [11]. However, the presence of short cycles of length four makes the convergence of the SPA to good approximations of the a posteriori probabilities \( P(a_n^{(k)} | r) \) very unlikely [11]. It is possible to remove these short cycles by stretching \( \alpha_n^{(k)} \) in \( (a_n^{(k)}, \alpha_n^{(k)}) \). In other words, instead of representing variables \( \alpha_n^{(k)} \) alone, we define a new variable given by \( (a_n^{(k)}, \alpha_n^{(k)}) \). This transformation does not involve approximations, since the resulting graph preserves all the information of the original graph. The resulting FG has cycles of length twelve. Since cycles are still present, the SPA applied to this graph is iterative and still leads to an approximate computation of the a posteriori probabilities \( P(a_n^{(k)} | r) \) [11]. However, the absence of short cycles allows us to obtain very good approximations. As shown in [2], the resulting algorithm outperforms all other suboptimal MUD algorithms both from performance and complexity points of view.

IV. PRESENCE OF MODULATION INDEX MISMATCH AND PHASE NOISE

We now consider a multiuser transmission of binary CPM signals where the signal of user \( k \) is generated through a low-cost transmitter, thus characterized by a significant modulation index uncertainty denoted by \( h_e^{(k)} \) and sent over a typical satellite channel affected by phase noise \( (h_e^{(k)} \) and \( h_c^{(k)} \) are assumed independent for \( k' \neq k \). Here, the framework of FG and SPA will be used in a double way. In addition to its use for the derivation of an efficient multi-user receiver with reduced complexity [2], it will also be used to allow detection in the presence of unknown modulation index\(^3\) and of a time varying phase noise as proposed for a single user transmission in [12], to derive finally a robust multi-user detector named "robust FG-MUD". In this case, the complex envelope of the received signal can be expressed as

\[
r(t) = \sum_{k=1}^{K} e^{j\theta^{(k)}(t)} s^{(k)}(t, a^{(k)}, h + h_c^{(k)}) e^{j2\pi f^{(k)}(t)} + \omega(t)
\]

where \( \theta^{(k)}(t) \) is the phase noise affecting user \( k \) \( (\theta^{(k)}(t)) \) and \( \theta^{(k')}(t) \) are assumed independent for \( k' \neq k \) introduced by the channel, modeled as a continuous-time Wiener process with incremental variance over a signaling interval equal to \( \sigma_\Delta^2 \). Approximating the signal through its principal component only and exploiting the feature that the pulse of the principal component weakly depends on the modulation index [13], we can express the received signal as

\[
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\]
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r(t) \sim \sum_{k=1}^{K} e^{j\theta^{(k)}(t)} s^{(k)}(t, a^{(k)}, h + h_c^{(k)}) e^{j2\pi f^{(k)}(t)} + \omega(t)
\]

where \( \theta^{(k)}(t) \) is the phase noise affecting user \( k \) \( (\theta^{(k)}(t)) \) and \( \theta^{(k')}(t) \) are assumed independent for \( k' \neq k \) introduced by the channel, modeled as a continuous-time Wiener process with incremental variance over a signaling interval equal to \( \sigma_\Delta^2 \). Approximating the signal through its principal component only and exploiting the feature that the pulse of the principal component weakly depends on the modulation index [13], we can express the received signal as
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where \( \theta^{(k)}(t) \) is the phase noise affecting user \( k \) \( (\theta^{(k)}(t)) \) and \( \theta^{(k')}(t) \) are assumed independent for \( k' \neq k \) introduced by the channel, modeled as a continuous-time Wiener process with incremental variance over a signaling interval equal to \( \sigma_\Delta^2 \). Approximating the signal through its principal component only and exploiting the feature that the pulse of the principal component weakly depends on the modulation index [13], we can express the received signal as
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\]

where \( \theta^{(k)}(t) \) is the phase noise affecting user \( k \) \( (\theta^{(k)}(t)) \) and \( \theta^{(k')}(t) \) are assumed independent for \( k' \neq k \) introduced by the channel, modeled as a continuous-time Wiener process with incremental variance over a signaling interval equal to \( \sigma_\Delta^2 \). Approximating the signal through its principal component only and exploiting the feature that the pulse of the principal component weakly depends on the modulation index [13], we can express the received signal as

\[
r(t) \sim \sum_{k=1}^{K} e^{j\theta^{(k)}(t)} s^{(k)}(t, a^{(k)}, h + h_c^{(k)}) e^{j2\pi f^{(k)}(t)} + \omega(t)
\]

where \( \theta^{(k)}(t) \) is the phase noise affecting user \( k \) \( (\theta^{(k)}(t)) \) and \( \theta^{(k')}(t) \) are assumed independent for \( k' \neq k \) introduced by the channel, modeled as a continuous-time Wiener process with incremental variance over a signaling interval equal to \( \sigma_\Delta^2 \). Approximating the signal through its principal component only and exploiting the feature that the pulse of the principal component weakly depends on the modulation index [13], we can express the received signal as

\[
r(t) \sim \sum_{k=1}^{K} e^{j\theta^{(k)}(t)} s^{(k)}(t, a^{(k)}, h + h_c^{(k)}) e^{j2\pi f^{(k)}(t)} + \omega(t)
\]
and $\theta^{(k)}_n$ is assumed uniformly distributed in $[0, 2\pi)$, it is thus

$$
\psi_n^{(k)} = \theta^{(k)}_n + \phi^{(k)}_n + \Delta^{(k)}_n
$$

$$
\psi_{n-1}^{(k)} = \psi_{n-1}^{(k)} + \pi h a_n^{(k)} + \pi h e_n^{(k)} a_n^{(k)} + \pi h a_{n-1}^{(k)} + \pi h e_{n-1}^{(k)} a_{n-1}^{(k)}.
$$

(13)

Discarding the terms independent of symbols and states and taking into account that a CPM signal has a constant envelope, the joint distribution $p(a, \psi|r)$ can be factored as

$$
p(a, \psi|r) \propto \prod_{k=1}^K P(\psi_1^{(k)}) \prod_{n=0}^{N-1} \prod_{k=1}^K F_n^{(k)}(\psi_n^{(k)}) \prod_{n=0}^{N-1} \prod_{k=1}^K U_n^{(k)}(\psi_n^{(k)}) G_n^{(k)}(\psi_{n+1}^{(k)}, a_n^{(k)}) P(a_n^{(k)})
$$

(14)

where

$$
F_n^{(k)}(\psi_n^{(k)}) = \prod_{k=1}^{K-1} K \prod_{i=k+1}^{K} \exp \left\{ -\frac{1}{\xi^2} E^{\phi^{(k)}_n - \psi^{(i)}_n} \right\}
$$

$$
U_n^{(k)}(\psi_n^{(k)}) = \exp \left\{ -\frac{1}{\xi^2} E^{\psi^{(k)}_n - \phi^{(k)}_n} \right\}
$$

$$
G_n^{(k)}(\psi_{n+1}^{(k)}, a_n^{(k)}) = v(\psi_n^{(k)} - \psi_{n+1}^{(k)} - \pi h a_n^{(k)}).
$$

(15)

The stochastic model for $h_n^{(k)}$ depends on the considered standard. As an example, in the case of Bluetooth BR [4] $h_n^{(k)}$ follows a uniform distribution in the interval $[0.28 - h, 0.35 - h]$, whereas in the case of the AIS standard [6], it follows a Gaussian distribution with mean $0.5 - h$ and variance $\sigma_n^2$.

Assuming that $h_n^{(k)}$ has mean zero (this is always possible by properly choosing $h$) and an even probability density function (pdf), given $a_n^{(k)}$ the random variable $\pi h e^{(k)} a_n^{(k)}$ is statistically equivalent to $\pi h e^{(k)}$. We will also assume that the random variables $\psi_n^{(k)} = \Delta_n^{(k)} + \pi h e^{(k)}$ are independent, although this is clearly not true. The pdf $v(y_n^{(k)})$ of the random variable $y_n^{(k)}$ can be easily computed from the a-priori information available at the receiver (i.e., using the distributions of $\Delta_n^{(k)}$ and $h_n^{(k)}$ and the fact that they are independent). As an example, when $h_n^{(k)}$ has uniform distribution in $[-\epsilon, \epsilon]$, we have

$$
v(y_n^{(k)}) = \frac{1}{2\pi} Q\left(\frac{y_n^{(k)} - \pi \epsilon}{\sigma_\Delta}\right) - Q\left(\frac{y_n^{(k)} + \pi \epsilon}{\sigma_\Delta}\right)
$$

(16)

where $Q(x) = \frac{1}{\sqrt{2\pi}} \int_e^\infty e^{-u^2/2} du$. The FG corresponding to (14) has cycles of length four. As shown in the previous section we can remove these short cycles by stretching the variables $a_n^{(k)}$ and $\psi_n^{(k)}$ in $(a_n^{(k)}, \psi_n^{(k)})$ and thus obtaining a graph with shortest cycles of length twelve. As in [2], we assume that the interference among non-adjacent users is negligible. Then, $F_n^{(k)}(\psi_n^{(k)})$ in (15) can be approximated as

$$
F_n^{(k)}(\psi_n^{(k)}) \approx \prod_{k=1}^{K-1} F_{n+1}^{(k+1)}(\psi_{n+1}^{(k+1)})
$$

(17)

3This assumption corresponds to the case when $h_n^{(k)}$ can assume independent values in different symbol intervals.

Fig. 2. Serial concatenation with CC (5,7) via a pseudo-random interleaver with length 2048 bits with MSK modulation and a channel spacing $F = 0.5$ for two different number of users $K = 3$ (solid curves) and $K = 5$ (dashed curves)

where

$$
F_n^{(k,k+1)}(\psi_n^{(k)}, \psi_{n+1}^{(k+1)}) = \exp \left\{ -\frac{1}{\xi^2} E^{\phi^{(k+1)} - \psi^{(k+1)}} \right\}
$$

(18)

The resulting FG is shown in Figure 1.

V. Simulation Results

We compare three detectors. The first one, referred to as O-MUD, is the optimal multi-user detector. The second one, referred to as FG-MUD for factor graph multi-user detection, was proposed in [2]. The third one is the proposed robust FG-MUD. We consider the serial concatenation, through a pseudo-random interleaver of length 2048 bits, with a binary convolutional encoder with generators (7,5) (octal notation). The bit error rate performance is averaged over all users. An oversampling factor $N_s = 10$ is considered. We assume that all users transmit at the same power and share the same modulation format and that channels are equally spaced in frequency. For all considered receivers, a number of 12 iterations between detector and decoder is allowed. The first example corresponds to a minimum shift keying (MSK) modulation format (binary modulation with $h = 1/2$ and a rectangular frequency pulse of duration $T$). The normalized spacing $F = |f^{(k+1)} - f^{(k)}|$ is equal to 0.5. Two different numbers of users are considered $K = \{3, 5\}$. The O-MUD and FG-MUD performance are plotted as reference ($h^{(k)} = 1/2$). Concerning the "robust FG-MUD", we assume $h^{(k)} = 0.52$ for all users and the detection considers that the modulation index of each user takes on value randomly and uniformly in the interval $[0.45, 0.55]$. From Fig. 2, in the presence of modulation index mismatch only, at BER $= 10^{-2}$ the "robust FG-MUD" performs at around 1 dB (resp 1.4 dB), compared to the FG-MUD, for $K = 3$ (resp $K = 5$). In the presence of a phase noise with standard deviation $\sigma_\Delta = 5$ deg in addition to the modulation index
mismatch, we observe a degradation of 1.35 dB (resp 1.85 dB), compared to the FG-MUD, for $K = 3$ (resp $K = 5$) at BER=$10^{-3}$. In the second example, the same parameters for Bluetooth (BR) system as in [14] are taken, namely Gaussian frequency-shift keying (GFSK) modulation with $\beta = 0.5$ and $h = 1/3$, for a number of users $K=3$ and two different channel spacing $F = 0.6$ (solid curves) and $F = 0.4$ (dashed curves)

VI. Conclusion

In this paper, we have derived a robust multiuser binary CPM detector for FDM-CPM systems where the spectral efficiency (SE) of frequency-division-multiplexed (FDM) systems can be increased by reducing the spacing between adjacent users. Each user’s binary CPM signal is generated through a low-cost transmitter, which leads to a modulation index error, and transmitted over a channel affected by phase noise. The proposed algorithm has been derived based on the Laurent representation of a CPM signal where only the principal component has been considered. Detection in the presence of an unknown modulation index and a time-varying phase noise is performed based on the sum-product algorithm working on a properly defined factor graph (FG). Performance in terms of BER are compared to the FG-MUD detector where it’s shown that an acceptable performance is obtained even in the presence of a significant phase noise and modulation index uncertainty.
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